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Abstract

We review the construction of a low-energy effective field theory and its state space for “abelian” quantum Hall fluids. The scaling limit of the incompressible fluid is described by a Chern-Simons theory in 2+1 dimensions on a manifold with boundary. In such a field theory, gauge invariance implies the presence of anomalous chiral modes localized on the edge of the sample. We assume a simple boundary structure, i.e., the absence of a reconstructed edge. For the bulk, we consider a multiply connected planar geometry. We study tunneling processes between two boundary components of the fluid and calculate the tunneling current to lowest order in perturbation theory as a function of dc bias voltage. Particular attention is paid to the special cases when the edge modes propagate at the same speed, and when they exhibit two significantly distinct propagation speeds. We distinguish between two “geometries” of interference contours corresponding to the (electronic) Fabry-Perot and Mach-Zehnder interferometers, respectively. We find that the interference term in the current is absent when exactly one hole in the fluid corresponding to one of the two edge components involved in the tunneling processes lies inside the interference contour (i.e., in the case of a Mach-Zehnder interferometer). We analyze the dependence of the tunneling current on the state of the quantum Hall fluid and on the external magnetic flux through the sample.
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1. Introduction

The theory of the integral and fractional quantum Hall effect (QHE) has quite a long history; see, e.g., [1]. In [2] and in [3, 4], certain topological Chern-Simons theories in 2+1 dimensions have been introduced that are shown to describe the (long-distance and low-energy) scaling limit of the bulk of an incompressible Hall fluid. The proposals in [2–4] have led to the idea of “topological order” and of “universality classes” describing the scaling limits of different incompressible Hall fluids; see, e.g., [5]. More recently, ideas adapted from the theory of the quantum Hall effect have led to a fascinating branch of condensed matter theory that concerns topological order and topological phases of matter exhibiting universal properties in a broader context; [6].

On the experimental side, after the initial discovery of the quantum Hall effect by von Klitzing et al. [7], the next major breakthrough was the discovery of the fractional effect by Tsui, Störmer, and Gossard in 1982, [8]. However, only in recent years, experiments testing mesoscopic aspects of incompressible Hall fluids related, e.g., to the famous edge currents and tunneling properties have become possible; see [9–14]. Recent experiments probe fractional quantum Hall states by performing transport measurements involving (the tunneling of) edge currents and interference effects.

It appears to be prohibitively difficult to rigorously identify the appropriate universality class describing a quantum Hall state realized in the laboratory from microscopic quantum many-body theory. For this reason, recent experimental activities are crucially important in that they yield evidence for the correct choice of an effective field theory describing a concrete incompressible state corresponding to some plateau of the Hall conductance. In order to interpret experimental data and come up with the correct choice, it is important to work out detailed properties of the topological field theories describing the bulk of incompressible Hall fluids and of the effective field theories [15–18] describing the degrees of freedom located on the edges of incompressible fluids and, in particular, of the chiral currents circulating along the edges of such fluids.

Thus, the aim of our paper is, on one hand, to present a detailed account of the construction of effective field theories and their state spaces describing abelian incompressible quantum Hall fluids in the scaling limit. This part of the paper is partly a review of results that have been established in previous work; (see [15] and refs. given there). A fairly broad description of the underlying physical principles, which we will rely upon in the following, has been given in [17]. The present paper extends previous ones by the emphasis it places on the role of gauge invariance and on the structure of superselection sectors encountered in the effective theories of Hall edges in the presence of slowly varying external electromagnetic fields and of essentially static, localized quasi-particles in the bulk of a sample. On the other hand, using these results, we present a general
analysis of certain charge transport properties related to the degrees of freedom at the edge of an incompressible Hall fluid. Our explicit formulæ may be useful to interpret experimental data. Our results are general enough to be applicable to a description of an arbitrary incompressible Hall fluid supporting quasi-particles with abelian fractional (or braid) statistics. Actually, many of our general ideas easily extend to fluids supporting quasi-particles with non-abelian braid statistics, too.

1.1. Structure of the paper

This paper is organized in the following way. In Sect. 2, we review the general construction of an effective field theory in 2+1 dimensions describing the low-energy and long-distance physics of an abelian quantum Hall fluid. In this section, we profit from an introduction to the subject contained in the review paper [15]; (readers not familiar with the subject are encouraged to consult that paper or some of the refs. given there). We then discuss the constraints on the physical state space of topological field theories describing electron fluids exhibiting the quantum Hall effect.

In Section 3, we discuss the boundary terms in the effective action describing an incompressible Hall fluid. The gauge anomaly of the Chern-Simons theory calls for massless (non-topological) field theories in 1+1 dimensions localized on the edge of the sample. We construct vertex operators creating gapless quasi-particles propagating along the edge of an incompressible fluid and we discuss the superselection sectors of the edge theory.

Section 4 is devoted to charge transport through tunneling constrictions between disjoint boundary components within the framework of the previous two sections. We construct gauge invariant tunneling operators and calculate explicitly the inter-edge tunneling current to lowest order in perturbation theory. We argue that the appropriate initial state for perturbation theory is a superposition of states in different charge superselection sectors for the two boundary components involved in the transport. This averaging, due to the fractional electric charge of the tunneling quasi-particle, leads to the absence of an interference term in the tunneling current for some geometries of interference contours. We also discuss the effect of time-dependent modifications of the sample caused by external agents on charge transport through the sample. We find that an adiabatic increase of the flux of the external magnetic field through the interference contour does not lead to any measurable signature (“Aharonov-Bohm phase”) in the tunneling current. However, changing the magnetic flux through the interference contour by deforming the edges or dragging bulk quasi-particles out
of the contour is expected to have observable consequences and may be used to experimentally probe universal properties of a fractional quantum Hall plateau.

2. Low-energy description of a quantum Hall fluid

We consider a quantum Hall fluid confined to a planar domain \( \Omega \subset \mathbb{R}^2 \) of space and subject to a strong transverse magnetic field. We denote the bulk space-time of the fluid by \( \Lambda = \Omega \times \mathbb{R} \) and we let \( \hat{\Lambda} = \Lambda \setminus \partial \Lambda \) be the interior of \( \Lambda \).

From the phenomenology of the incompressible quantum Hall fluid (i.e., exhibiting a positive energy gap above the ground state; see [15], and refs. therein), one derives the following basic equation for the electric current two-form \( J \) in the 2+1 dimensional bulk \( \hat{\Lambda} \) of the Hall sample:

\[
J(x) = \sigma dA(x), \quad x \in \hat{\Lambda}.
\]

(1)

Here \( \sigma \) is the Hall conductivity in units of \( e^2/h \); \( d \) denotes an exterior derivative, and \( A \) describes the fluctuations of the external electromagnetic gauge potential around the one corresponding to a constant background magnetic field \( (B_c = \text{curl}A_c) \). For simplicity, we consider a Hall conductivity \( \sigma \) that has a constant value throughout the sample \( \Omega \). In this paper, we choose units such that \( e = h = 1 \).

From the phenomenological law Eq. (1), we infer the effective action, \( \Gamma[A] \), which is the generating function of electric current correlators in a quantum Hall fluid:

\[
\Gamma[A] = \frac{\sigma}{2} \int_\Lambda A \wedge dA + \Gamma_{\partial \Lambda}[a].
\]

(2)

The term \( \Gamma_{\partial \Lambda}[a] \) is a function of the boundary values of the gauge field, \( a = A |_{\partial \Lambda} \). Up to manifestly gauge-invariant terms, it is uniquely determined by the requirement of gauge invariance of the total action, i.e., \( \Gamma[A + da] = \Gamma[A] \). The boundary term will be discussed in more detail in Sect. 3. The phenomenological law (1) is then equivalent to the equation

\[
J(x) = \frac{\delta \Gamma[A]}{\delta A(x)}, \quad x \in \hat{\Lambda},
\]

(3)

with \( \Gamma[A] \) as in (2).

2.1. Abelian quantum Hall fluids

The generating function (2) does not provide complete information about the low-energy effective degrees of freedom that are involved in a description of a quantum Hall fluid corresponding to a particular plateau of the Hall conductivity
\[ J = \sum_{n=1}^{N} Q_n J_n , \] (4)

where the coefficients \( Q_n \) are the electromagnetic coupling constants of the quasi-particles carrying the currents \( J_n \). In the integral quantum Hall effect, \( n \) labels different Landau levels, and all the \( Q_n \) can be set to unity. However, for a fractional fluid, the currents \( J_n \) may be carried by “emergent” excitations of the electronic system.

The relation of the current operator \( J(x) \) to the current density \( J(x) \) of the previous section is that of an expectation value in a state of the Hall fluid, i.e.,

\[ J(x) = \langle J(x) \rangle . \] (5)

Physically interesting states, \( \langle (\cdot) \rangle \), of the system will be discussed later.

The quasi-particle currents in (4) are separately conserved, i.e.,

\[ dJ_n = 0 . \] (6)

This allows us to write the currents in terms of vector potentials \( B_n \).

\[ J_n = dB_n . \] (7)

This representation of the currents by potentials \( B_n \) gives rise to the gauge symmetry \( B_n \rightarrow B_n + d\beta_n \). The low-energy action describing the quantum theory of the vector potentials \( B_n \) is given by

\[ S[B,A] = S_\Lambda[B,A] + S_{\partial \Lambda} \]

\[ = \sum_n \int_{\Lambda} \left\{ -\frac{\chi_n}{2} B_n \wedge dB_n + Q_n A \wedge dB_n \right\} + S_{\partial \Lambda} . \] (8)

Here, we use the notation \( B = (B_n) \). The term \( S_{\partial \Lambda} \) depends on the boundary restrictions of the fields. It is partially determined by gauge invariance of the total action \( S[B,A] \). The boundary term will be discussed in detail in Sect. 3.

\[ \text{If the manifold } \Lambda \text{ has trivial second de Rham cohomology, then closed two-forms on } \Lambda \text{ are (globally) exact forms. Only in this case, (8) holds for vector potentials } B_n \text{ that are single-valued on } \Lambda. \text{ Indeed, we have } H^2_{\text{dR}}(\Omega \times \mathbb{R}) = 0 \text{ when } \Omega \text{ is a disc with a finite number of punctures. We thank Robert Bieri for this comment.} \]
Below, we will see that $\chi_n = \pm$ is the sign of the Hall conductivity associated with the quasi-particle current $J_n$.

Equation (8) for $S[B, A]$ reproduces the effective action $\Gamma[A]$, after integrating out the gauge potentials $B_n$,

$$e^{2\pi i \Gamma[A]} := Z^{-1} \int [DB] e^{2\pi i S[B, A]},$$

with $Z = \int [DB] e^{2\pi i S[B, 0]}$. Comparing (9) with (2), one finds the following relation between the parameters $Q_n$ and $\chi_n$ in the low-energy action (8), and the Hall conductivity, $\sigma$,

$$\sigma = \sum_n \chi_n Q_n^2 := Q \cdot Q.$$  

(10)

In the following, we use the convention that $\chi_{n \leq N_e} = 1$ and $\chi_{n > N_e} = -1$, and define

$$\sigma_e = \sum_{n=1}^{N_e} Q_n^2, \quad \sigma_h = \sum_{n=N_e+1}^{N} Q_n^2,$$

(11)

so that

$$\sigma = \sigma_e - \sigma_h.$$  

(12)

We see that the parameter $\chi_n$ determines the sign of the Hall conductivity corresponding to the current $J_n$ (if $Q_n \neq 0$). Therefore, the channels with $\chi_n = -1$ and $\chi_n = 1$ may be called hole and electron channels, respectively.

Equation (8) defines the action of a topological field theory (TFT) for $N$ abelian gauge fields $B_n$ in 2+1 dimensions. In the next section, we discuss the state space of such a TFT. For a discussion of states for more general TFTs describing quantum Hall fluids with non-abelian braid statistics, see [15] and references therein.

2.2. Bulk states of an abelian quantum Hall fluid

The observables of the field theory (8) are gauge-invariant and “topological” (i.e. metric-independent) operators. They are “Wilson-loops” given by the expressions

$$W[B, A] = \exp\{2\pi i \sum_n \int_{\Lambda} B_n \wedge dA_n\}.$$  

(13)

The observables $W[B, A]$ are functionals of some conserved current distribution,

$$(J_n)_{n=1}^{N} := J = dA$$

(14)

and of the gauge potentials $B_n$. We require the currents $(J_n)$ to vanish at the boundary $\partial\Lambda$ of space-time, i.e., $dA_n|_{\partial\Lambda} = 0$. 
In order to discuss the space of states of the (bulk) Chern-Simons theory, we choose a time slice, e.g. \( \{ t = 0 \} \), of the space-time manifold \( \Lambda \). A sector of states is then indexed by the current distribution \( \bar{J}_n = dA_n \) on \( \Omega \) at \( t = 0 \),

\[
[\bar{J}(t = 0)].
\]

In the abelian theories considered in this paper, the sectors \( [\bar{J}(t = 0)] \) are one-dimensional, and the phase of a state is given by the history of the current distribution, \( \bar{J}_n(t < 0) \). The path integral induces a natural inner product on the state space of the theory. Sectors with different current distributions at \( t = 0 \) are orthogonal. We pick two states in a sector,

\[
|\bar{J}^{(1)}\rangle, |\bar{J}^{(2)}\rangle \in [\bar{J}(t = 0)].
\]

The inner product of these states is defined as the expectation value of the corresponding Wilson loop operator, Eq. (13),

\[
\langle \bar{J}^{(2)} | \bar{J}^{(1)} \rangle = Z^{-1} \int |DB| W[B, A] e^{2\pi i S[B, A]},
\]

with \( dA_n = \bar{J}_n \) such that \( \bar{J}_n(t < 0) = \bar{J}_n^{(1)}(t) \) and \( \bar{J}_n(t > 0) = -\bar{J}_n^{(2)}(-t) \).

We consider a quantum Hall fluid with some given static quasi-particle charge distribution. Then, we may include the Wilson operators defining the charge distribution into the action. That is, in the presence of a quasi-particle background, the bulk action can be written as

\[
S_\Lambda [B, QA + A] = \sum_n \int_\Lambda \left\{ -\frac{\chi_n}{2} B_n \wedge dB_n + (Q_n A + A_n) \wedge dB_n \right\}.
\]

From (4) and (7), the electric current in the bulk acquires an additional contribution due to the insertion of the Wilson loop operator in the expectation value,

\[
\langle J \rangle = \sigma dA + \sum_n \chi_n Q_n dA_n.
\]

In order to simplify our notation, we combine the gauge potentials \( A \) and \( A_n \) into a single field, \( \mathcal{A}_n \),

\[
\mathcal{A}_n = Q_n A + A_n.
\]

The quasi-particle currents are now given by

\[
\langle J_n \rangle = \chi_n d\mathcal{A}_n = \chi_n Q_n dA + \chi_n dA_n.
\]

\(^3\)Note that the temporal component of the current (i.e., the charge density) is continuous at \( t = 0 \); i.e., let \( \star J_n = \int_{\mathbb{R}^3} \! dx \mu_n \), where \( \star \) is the Hodge dual; then \( J_n^\mu(t = 0^+) = J_n^\mu(t = 0^-) \). The spatial components of the current, however, have a kink at \( t = 0 \) for non-static charge distributions, i.e., \( J_n^\mu(t = 0^+) = -J_n^\mu(t = 0^-) \).
2.2.1. Monodromy and braiding of localized bulk states

For simplicity, we assume in the following that the electromagnetic field fluctuations vanish, i.e., \( dA = 0 \). Let \( q = (q_n) \in \mathbb{R}^N \) and let

\[
|q, z\rangle \in [q, z]
\]

be a state with localized charge such that

\[
\left( \int_{\mathcal{O}} d^2x J_n^0 \right) |q, z\rangle = \chi_n q_n |q, z\rangle,
\]

where \( z \in \mathcal{O} \subset \Omega; \mathcal{O} \) is a small region in space containing the point \( z \). The state \( |q, z\rangle \) corresponds to the insertion of a Wilson loop operator \( \text{W} \) with a localized source for the field \( A_n \), i.e., \( \int_{\mathcal{O}} A_n = q_n \). The electric charge of this state located in the region \( \mathcal{O} \) is given by [see Eq. (4)]

\[
Q_{el}(q) = \sum_n \chi_n Q_n q_n := Q \cdot q.
\]

The (conformal) spin, \( s_q \), of the state \( |q, z\rangle \) is determined by considering the operation of a full rotation around the origin, \( U_{\text{rot}}(2\pi) \). It can be shown that (see, e.g., [4, 19, 20])

\[
U_{\text{rot}}(2\pi) |q, z\rangle = \exp(2\pi i s_q) |q, z\rangle,
\]

where

\[
s_q = \frac{q \cdot q}{2}.
\]

Next, let us consider the monodromy of a state in a sector with two sources located at \( z_1 \) and \( z_2 \),

\[
[q_1, z_1] \otimes [q_2, z_2],
\]

under a twist through an angle of \( 2\pi \) (see Fig. 1). The monodromy matrix is defined by

\[
M(q_1, q_2) = \exp\{-2\pi i (s_{q_1} + s_{q_2})\} U_{\text{rot}}(2\pi)|q_1, z_1\rangle \otimes |q_2, z_2\rangle,
\]

i.e., it represents the action of taking one source around the other source without rotating the spins. For \( z_1 \approx z_2 \), we have that

\[
[q_1, z_1] \otimes [q_2, z_2] \simeq [q_1 + q_2, z_1],
\]

and, using (26), one immediately finds that

\[
M(q_1, q_2) = \exp\{2\pi i q_1 \cdot q_2\}.
\]
A charge-statistics connection holds for the states of the Chern-Simons theory [20]: For two sources with identical charge vector $q$, one defines a “half-monodromy” by

$$M_{1/2}(q) = \exp\{-2\pi i s_q\} U_{\text{rot}}(\pi)|_{q,z[\otimes q,-z]} ,$$  

(31)

where $U_{\text{rot}}(\pi)$ is a rotation through an angle $\pi$ around the origin. This operation represents a permutation of the two sources. One can show that

$$M_{1/2}(q) = \exp\{2\pi i s_q\} ,$$  

(32)

which, in view of (26), provides a relation between charge and statistics of localized sources.

It is known that the quantum states of topological field theories in 2+1 dimensions, here (22), are in one-to-one correspondence with conformal blocks (n-point functions) of conformal field theories (CFTs) in two dimensions. This fact was conjectured by Witten in [21] and elaborated and extended in [22] and many other papers. See also [23] for applications to the QHE. The monodromy and braiding of states exposed in this section [Eqs. (26), (30), (32)] may also be obtained from the corresponding CFT on $\Omega$. Here, we do not use this point of view. However, our construction of massless field theories localized on the space-time boundary $\partial \Lambda$ in Sect. 3 is another manifestation of this correspondence.

---

4One may also call (32) a conformal spin-statistics connection. Notice, however, that we are considering fully polarized quantum Hall fluids where the physical electron spin does not play a role.
2.2.2. Classification of quantum Hall fluids

In this section, we review the constraints on the state space of the abelian Chern-Simons theory imposed by the physical requirement that it describes an incompressible quantum Hall fluid. On physical grounds, we start from the following two postulates:

A) Among the set of states, there exist (localized) states corresponding to single electrons or holes, i.e., carrying electric charge ±1\(^5\). Multi-electron and -hole states are supposed to obey Fermi statistics.

B) An arbitrary state must be single-valued in the positions of electrons and holes.

Using the results presented in the last section, we are prepared to discuss the implications of postulates A) and B) on the structure of the state space. For simplicity, we assume that electron or hole states are not composed of sources with different chiralities \(\chi_n\). Thus, we can discuss the electron- (\(\chi_n = 1\)) and hole- (\(\chi_n = -1\)) channels separately. Let \(N = N_e + N_h\), where \(N_e\) and \(N_h\) are the number of electron and hole channels, respectively. In the following, we restrict our attention to electron channels.

Postulate A), concerning the existence of localized states corresponding to electrons, with charge vector \(q_e \in \mathbb{R}^{N_e}\), implies that

\[Q_e \cdot q_e = 1\]  

for the electric charge by Eq. (24), and

\[q_e \cdot q_e \in 2\mathbb{Z} + 1\],

reflecting Fermi statistics by (32). The solutions \(q_e\) to Eq. (31) span an \(N_e\)-dimensional, odd-integral lattice \(\Gamma_e \subset \mathbb{R}^{N_e}\). From (33), it follows that \(Q_e = (Q_n)_{n=1}^{N_e}\) must be a “visible vector” in the lattice dual to \(\Gamma_e\), i.e., \(Q_e \in \Gamma_e^*\). For more details on integral lattices, see [19].

Postulate B) implies that the monodromy of a state with a localized source \(q_e\) corresponding to an electron and any other physical localized source \(q\) must be the identity. From Eq. (30), one finds that

\[q \cdot q_e \in \mathbb{Z}\].

It follows from (34) that charge vectors \(q\) of physical localized sources lie in the lattice \(\Gamma_e^*\) dual to the lattice \(\Gamma_e\) of electron states,

\[q \in \Gamma_e^*\].

\(^5\)The charge of an electron \(e = 1\), in our units.
Note that $\Gamma_e \subset \Gamma_e^*$, for integral lattices.

The same arguments can be repeated for hole channels. The result is an $N_h$-dimensional, odd-integral lattice $\Gamma_h \subset \mathbb{R}^{N_h}$ of “hole” states and $Q_h = (Q_n)_{n=N_e+1}^N \in \Gamma_h^*$ is a visible vector in the dual lattice $\Gamma_h^*$. The full space of physical states is labeled by vertices in $\Gamma_e^* \oplus \Gamma_h^*$.

These results can now be combined with Eq. (10),

$$\sigma = Q \cdot Q = Q_e \cdot Q_e - Q_h \cdot Q_h = \sigma_e - \sigma_h.$$  \quad (37)

From the fact that $\Gamma_e$ and $\Gamma_h$ are integral lattices and $Q_{e,h} \cdot Q_{e,h} \in \Gamma_{e,h}^*$, it follows that $\sigma_e$ and $\sigma_h$ take rational values. This implies that the Hall conductivity $\sigma$ is rational; (see also [24, 25]).

3. Gauge invariance and the edge action

In this section we discuss the boundary terms in the total action, (3), describing the scaling limit of the incompressible quantum Hall fluid. These boundary terms have to be present because of the requirement of gauge invariance of the total action. In general, the incompressible quantum Hall fluid is located on a planar domain $\Omega \subset \mathbb{R}^2$ of space, as depicted in Fig. 2. The boundary of the fluid can be decomposed into a disjoint union of connected components, $\partial \Omega = \cup_k \partial^{(k)} \Omega$. For most parts of the discussion in this section, it is sufficient to consider a single edge component, i.e., we can restrict our attention to a fluid on a disc with connected boundary $\partial \Omega$. The generalization to a disconnected boundary is straightforward and will, in most cases, not be discussed explicitly.

![Figure 2: The incompressible quantum Hall fluid ($\sigma \neq 0$) is located on a connected two-dimensional planar domain of space. The orientation of the different boundary components is indicated by arrows.](image-url)
In reality, the boundary structure of a quantum Hall fluid may be quite complicated, which goes under the notion of edge reconstruction, see e.g. [26]. We do not consider edge reconstruction in the present paper. Instead, we assume that the edge $\partial \Omega$ of the quantum Hall fluid is sharp and has “minimal” internal structure. As we will see, the degrees of freedom localized on the edge are then strongly constrained by the bulk Chern-Simons action. A “holographic principle” between bulk and edge properties becomes manifest.

We start by considering the local symmetries of the bulk action (18). Gauge transformations of the fields $B_n$ and of the external potentials $A_n$ are given by

$$B_n \mapsto B_n + d\beta_n,$$

and

$$A_n \mapsto A_n + d\alpha_n,$$

where $\beta_n$ and $\alpha_n$ are scalar (gauge) functions on $\Lambda$. For gauge functions vanishing at the boundary $\partial \Lambda$, the action (18) is invariant under (38) and (39). However, for gauge functions not vanishing at the boundary, one finds the anomaly

$$S[\Lambda] + 12 \sum_n \int_{\partial \Lambda} \left[-\chi_n \beta_n + 2\alpha_n\right] \, db_n,$$

where $b_n = B_n|_{\partial \Lambda}$ are the components of the field $B_n$ tangential to the boundary $\partial \Lambda$.

The gauge-dependent action (18) cannot be used in a path integral formulation of the theory. For a consistent description of the system, the gauge anomaly must be canceled by the anomalies of additional terms in the total action. We define

$$S[\Lambda] + 12 \sum_n \int_{\partial \Lambda} \left[-\chi_n \beta_n + 2\alpha_n\right] \, db_n,$$

and choose $S_{\partial \Lambda}[b, \phi, a]$ such that the total action, $S[\Lambda] + 12 \sum_n \int_{\partial \Lambda} \left[-\chi_n \beta_n + 2\alpha_n\right] \, db_n$, is invariant under the transformations (42). Similarly to $b_n$, the fields $a_n$ are the boundary values of the tangential components of the external gauge fields, $a_n = A_n|_{\partial \Lambda}$. The scalar fields $\phi_n$ in the boundary action, $S_{\partial \Lambda}[b, \phi, a]$, correspond to the gauge-freedom in the choice of the potentials $b_n$ [1, 27, 28]. Under the gauge transformation (42), they transform as

$$\phi_n \mapsto \phi_n - \beta_n|_{\partial \Lambda}.$$

A boundary action that cancels the gauge anomaly in (40) is given by

$$S_{\partial \Lambda}[b, \phi, a] = \frac{1}{2} \sum_n \int_{\partial \Lambda} \sqrt{|g_n|} \, d^2 \xi \left\{ \frac{1}{2} \left[(\partial_\mu \phi_n + b_{n\mu})(\partial_\nu \phi_n + b_{n\nu}) g_{\mu\nu}^{\Lambda} + (2a_{n\mu} - \chi_n b_{n\mu}) \epsilon_{\mu\nu} \right] \right\}.$$
Note that the first term in (43), proportional to $g_{\mu\nu}^n$, is a gauge-invariant quantity. Hence the matrices $(g_{\mu\nu}^n)$ are not determined by the requirement of anomaly cancelation. This reflects the fact that the topological field theory describing the bulk $\Lambda$ only enforces the gauge symmetries and the values of the parameters $\{N, N_e, (Q_n)\}$ of the boundary action. However, the bulk theory does not specify the dynamical properties of the edge degrees of freedom.

For simplicity, let us choose a metric $g_{\mu\nu}^n$ in (43) of the form

$$(g_{\mu\nu}^n) = \text{diag}(u_n^{-1}, -u_n),$$

where $u_n > 0$ are the propagation speeds of the edge modes $\phi_n$. In the boundary action (13), $d^2\xi = d\xi \wedge dt$, where $t$ is time and $\xi$ is an appropriate spatial coordinate on the boundary $\partial \Omega$. With the choice (44), we have $g_n = \det(g_{\mu\nu}^n) = -1$.

Note that, in the total action (41), we have only kept gauge-invariant terms that are quadratic in fields and derivatives. Possible higher-order terms (e.g., a Maxwell term) are irrelevant (in renormalization group jargon) in the infrared description we are considering here.

### 3.1. Effective action describing the boundary

It is convenient to integrate out the bulk gauge potentials $B_n$ and to introduce an effective action localized on the boundary, $S_{\partial\Lambda}[\phi, a]$, in such a way that the following equation holds:

$$Z^{-1} \int [DB] e^{2\pi i S[B, a]} = e^{2\pi i \Gamma_{\Lambda}[a]} \tilde{Z}^{-1} \int [D\phi] e^{2\pi i S_{\partial\Lambda}[\phi, a]},$$

with $\tilde{Z} = \int [D\phi] e^{2\pi i S_{\partial\Lambda}[\phi, 0]}$. Integration over $B_n$ is easy, since the action is quadratic. To do so, one can use the equations of motion to eliminate $B_n$ from the action. The field equations derived from the total action, Eq. (11), using (18) and (43), are

$$\chi_n dB_n = dA_n$$

on $\Lambda$, and

$$(g_{\mu\nu}^n - \chi_n e^{\mu\nu})(\partial_\nu \phi_n + b_{\mu\nu}) = 0,$$  \hspace{1cm} (47a)

$$g_{\mu\nu}^n \partial_\mu (\partial_\nu \phi_n + b_{\mu\nu}) = 2dA_n - \chi_n db_n,$$  \hspace{1cm} (47b)

on the boundary $\partial \Lambda$. Equations (46) and (47a) result from the variation of the action with respect to the gauge potential $B_n$ and Eq. (47b) follows from the variation with respect to the field $\phi_n$.

---

6The coordinate $\xi$ is chosen to increase in the direction of positive orientation of $\partial \Omega$. Note that $\Omega$ is planar and the orientation of $\partial \Omega$ can be consistently chosen, even in the case of a disconnected boundary (see Fig. 2).
Equation (46) is solved by
\[
\chi_n B_{\mu n} = A_{\mu n} + \partial_\mu F_n,
\]
where \(F_n\) are arbitrary real single-valued functions on \(\Lambda\). It is convenient to shift the integration variables for the remaining path integral over the boundary fields \(\phi_n\) to new fields \(\tilde{\phi}_n\),
\[
\chi_n \phi_n = \tilde{\phi}_n - F_n|_{\partial \Lambda}.
\]
Finally, for the effective action, one finds
\[
\Gamma_\Lambda[A] = \frac{1}{2} \sum_n \chi_n \int_\Lambda A_n \wedge dA_n
\]
in the bulk, and
\[
S_{\partial \Lambda}[\tilde{\phi}, a] = \frac{1}{2} \sum_n \int_{\partial \Lambda} d^2 \xi \left\{ \frac{1}{2} (\partial_\mu \tilde{\phi}_n + a_{\mu n}) (\partial_\nu \tilde{\phi}_n + a_{n \nu}) g_{\mu \nu} + \chi_n a_{\mu n} e^{\mu \nu} \partial_\nu \tilde{\phi}_n \right\}
\]
on the boundary. From (48) and (49) it follows that the new boundary modes \(\tilde{\phi}_n\) transform as
\[
\tilde{\phi}_n \mapsto \tilde{\phi}_n - \alpha_n|_{\partial \Lambda}
\]
under the remaining gauge transformations (39).

Note that Eq. (47a) has not been used in the effective action (51). It plays the role of chiral constraints on the fields \(\tilde{\phi}_n\). Taking into account (47a) at this stage would make it impossible to work in a standard path integral formalism. Eq. (51) is the action of free massless Bose fields \(\tilde{\phi}_n\) (“edge modes”) coupled to the external gauge potentials \(a_{\mu n}\). However, only one chiral component of \(\tilde{\phi}_n\) couples to the gauge field; the electromagnetic coupling of the other component of \(\tilde{\phi}_n\) vanishes.

In the following, we exclusively work with the edge action \(S_{\partial \Lambda}[\tilde{\phi}, a]\), Eq. (51). We omit the tilde on the new boundary modes \(\tilde{\phi}_n\) and write \(\phi_n\) instead, remembering that they transform like (52) under gauge transformations.

The boundary term \(\Gamma_{\partial \Lambda}\) in the generating function of current correlators, Eq. (2), may be obtained by performing the integration over the fields \(\phi_n\) in (45). However, here we do not need the explicit expression for \(\Gamma_{\partial \Lambda}\), so this calculation is left as an exercise to the reader.

3.2. Chiral edge currents

The bulk electric current was given in (19) and the bulk quasi-particle currents in Eq. (21). Outside the finite Hall sample, these currents simply vanish,
\[
J_n(x) = \langle J_n(x) \rangle = \begin{cases} 
\chi_n dA_n, & x \in \hat{\Lambda} \\
0, & x \notin \Lambda
\end{cases}
\]
(53)
An additional contribution to the current is localized on the boundary \( \partial \Lambda \) of space-time. We can compute it as

\[
j^\mu = \delta \frac{\delta}{\delta a_\mu} (\Gamma_\Lambda [R] + S_{\partial \Lambda} [\phi, a]) = \frac{1}{2} \sum_n Q_n (g_n^{\mu\nu} + \chi_n \epsilon^{\mu\nu}) (\partial_\nu \phi_n + a_{\mu \nu}) . \tag{54}\]

Similar to the electric current in the bulk, the “edge” current \((54)\) can be decomposed into a sum of \(N\) quasi-particle currents, \(j^\mu = \sum_n Q_n j_n^\mu\), where

\[
j_n^\mu = \frac{1}{2} (g_n^{\mu\nu} + \chi_n \epsilon^{\mu\nu}) (\partial_\nu \phi_n + a_{\mu \nu}) . \tag{55}\]

Inserting the chiral constraint \((47a)\) or using the field equation for \(\phi_n\) derived from the action \((51)\), one finds from \((55)\) that

\[
\partial_\mu j_n^\mu = \chi_n d a_n . \tag{56}\]

The divergence in \((56)\) is canceled by the divergence of the corresponding bulk current Eq. \((53)\). The total quasi-particle currents, containing both bulk, \((53)\), and edge, \((55)\), contributions, are conserved.

### 3.3. Quantization of the gapless edge modes

In this section, we consider the quantization of the edge modes \(\phi_n\) using the boundary action \((51)\). For this purpose, it is convenient to shift the fields \(\phi_n\) by appropriate functionals of the external gauge field \(a_n\). The field equation for \(\phi_n\) derived from the action \((51)\) is

\[
g_n^{\mu\nu} \partial_\mu (\partial_\nu \phi_n + a_{\mu \nu}) = \chi_n \epsilon^{\mu\nu} \partial_\mu a_{\nu \nu} . \tag{57}\]

The general solution to \((57)\) has the form

\[
\phi_n = p_n[a_n] + \varphi_n , \tag{58}\]

where \(p_n[a_n]\) is a gauge-dependent c-number field and the fluctuation field, \(\varphi_n\), is the operator-valued solution of the wave equation,

\[
g_n^{\mu\nu} \partial_\mu \partial_\nu \varphi_n = 0 , \tag{59}\]

on \(\partial \Lambda = \partial \Omega \times \mathbb{R}\). The fields \(\varphi_n\) are gauge-invariant and the corresponding action is simply given by

\[
S_{\partial \Lambda} [\varphi] = \frac{1}{4} \sum_n \int_{\partial \Lambda} d^2 \xi \ g_n^{\mu\nu} \partial_\mu \varphi_n \partial_\nu \varphi_n . \tag{60}\]
The free Bose fields $\varphi_n$ can now be canonically quantized in a standard fashion. Note that we do not fix boundary conditions for the fields $\varphi_n$. Canonical quantization yields the following commutation relations for the edge currents (55) and (54),

$$[j^0_n(\xi,t), j^0_m(\eta,t)] = \delta_{nm} \chi_n i(2\pi)^{-1} \delta'(\xi - \eta)$$

and

$$[j^0_n(\xi,t), j^0(\eta,t)] = \chi_n Q_n i(2\pi)^{-1} \delta'(\xi - \eta).$$

Hence, the currents $j_n$ are the generators of U(1) chiral Kac-Moody algebras [29].

The field $p_n[a_n]$ in (58) is a particular solution to Eq. (57). It includes the effect of the external gauge field $a_n$ and is responsible for the correct gauge transformation of $\varphi_n$, (52). An explicit solution is given by

$$p_n[a_n](\xi,t) = p^0_n(\xi + \chi_n u_n(t - t_s)) + \int_{t_s}^{t} d\bar{t} \{\chi_n u_n a_{n1}(\xi + \chi_n u_n(t - \bar{t}), \bar{t}) - a_{n0}(\xi + \chi_n u_n(t - \bar{t}), \bar{t})\}. \tag{63}$$

The function $p^0_n(\xi)$ in (63) depends on the initial conditions at $t = t_s$ that we may specify for the particular solution, and it incorporates the effect of “large” gauge transformations not vanishing at the initial time $t_s$. A convenient choice is

$$p^0_n(\xi) = -\int_{\xi_*}^{\xi} a_{n1}(\xi, t_s) d\xi, \tag{64}$$

where $\xi_*$ is some reference point on $\partial\Omega$. (More details are given in Appendix A). From (63) and (64), one can check that

$$p_n[a_n + d\alpha_n](\xi,t) = p_n[a_n](\xi,t) - \alpha_n(\xi,t). \tag{65}$$

Hence, $p_n$ transform correctly under gauge transformations [cf. Eqs. (58) and (52)].

In general, the function $p_n(\xi,t)$ is not single-valued on $\partial\Omega$ due to the first term in (63), $p^0_n(\xi)$. From (64), the presence of magnetic fluxes or quasi-particle charges inside the boundary $\partial\Omega$ at time $t_s$ makes this term multi-valued. However, the second term in (63) is single-valued on $\partial\Omega$ for arbitrary time-dependent gauge fields. In particular, this is true for an adiabatic increase of magnetic flux through the sample. This point will be of some importance in the discussion of the flux-dependence of tunneling currents between disjoint edge components in Sect. 4.6.

---

7 Without loss of generality we consider gauge transformations with $\alpha(\xi_*, t_s) = 0.$
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3.4. Conserved edge currents and quasi-particle vertex operators

In this section we construct quasi-particle operators localized on the boundary $\partial \Omega$. Before discussing these operators, we need to define the conserved currents, $\hat{j}_n^\mu$, by

$$\hat{j}_n^\mu = j_n^\mu - \chi_n \epsilon^{\mu \nu} a_{n\nu}. \quad (66)$$

For later purpose, we also define the conserved electric current on the edge as

$$\hat{j}_n^\mu = j_n^\mu - \sum_n \chi_n Q_n \epsilon^{\mu \nu} a_{n\nu}. \quad (67)$$

From Eq. (56), it is clear that the currents $\hat{j}_n^\mu$ are conserved, i.e., $\partial_\mu \hat{j}_n^\mu = 0$. Note however that these currents are gauge-dependent.

Using (63) and (55), the conserved currents, (66), can be written in terms of the shifted fields (58) as

$$\hat{j}_n^\mu = \frac{1}{2} \left( g_n^{\mu \nu} + \chi_n \epsilon^{\mu \nu} \right) \partial_\nu \phi_n + \chi_n \epsilon^{\mu \nu} \partial_\nu p_n. \quad (68)$$

We see that the conserved currents only depend on one chiral component of the free Bose fields $\phi_n$ and on the total derivative of the c-number field $p_n[a_n]$. These facts will be useful shortly.

A quasi-particle operator is defined as a vertex operator in the following way:

$$\psi_q(\xi, t) := N \exp \left\{ 2\pi i \sum_n \chi_n q_n \int_{\gamma(\xi^*, \xi)} d\xi_\mu \mathcal{J}_n^\mu(\xi) \right\}, \quad (69)$$

where $\gamma(\xi^*, \xi)$ is some path on the space-time boundary $\partial \Lambda$ joining the points $(\xi^*, t^*)$ and $(\xi, t)$, and $q = (q_n)_{n=1}^N \in \mathbb{R}^N$ are real numbers. $N$ is a normal-ordering prescription for the Bose fields $\phi_n$; (In the following, we omit writing $N$ in the vertex operator but understand it implicitly). The starting point $(\xi^*, t^*)$ of the path $\gamma$ is a reference point which acts as a source of charges. However, for $t_\ast \rightarrow -\infty$, its presence can be neglected in the expressions that follow.

The vertex operator (69) is invariant under continuous deformations of the contour $\gamma(\xi^*, \xi)$ with fixed endpoints on $\partial \Lambda$. This is due to the conservation of the currents, $\partial_\mu \hat{j}_n^\mu = 0$. Hence, $\psi_q(\xi, t)$ only depends on the homotopy class of the path $\gamma$ on $\partial \Lambda$; (see Fig. 3).

Under a gauge transformation [with $\alpha(\xi^*, t^*) = 0$], the vertex operator transforms as

$$\psi_q(\xi, t) \mapsto \psi_q(\xi, t) \exp \left\{ -2\pi i \sum_n \chi_n q_n \alpha_n(\xi, t) \right\}. \quad (70)$$

---

8See also Appendix A.
The vertex operator $\psi_q(\xi,t)$, defined through a path $\gamma$ on $\partial\Lambda$ leading from a reference point $(\xi^*,t^*)$ to the point $(\xi,t)$. However, the vertex operator is invariant under continuous deformations of the path $\gamma(\xi^*,\xi) \mapsto \tilde{\gamma}(\xi^*,\xi)$, keeping the end-points fixed; it only depends on the homotopy class of the path.

This gauge variation suggests that $\psi_q(\xi,t)$ deposits the charges $(\chi_n q_n)$, and an electric charge

$$Q_{el}(q) = \sum_n \chi_n Q_n q_n \tag{71}$$

at the point $\xi$ of the edge.

The edge charges deposited by $\psi_q(\xi,t)$ can be obtained from the operator viewpoint. Using (68) and (63), the operators of conserved charge are given by

$$\hat{q}_n = \int_{\partial\Omega} d\xi \, \overline{\psi}_n(\xi) = \chi_n \int_0^L d\xi \left\{ \partial_\xi \overline{\psi}_n(\xi) + \frac{1}{2} (\varphi'_n + \chi_n u_n^{-1} \dot{\varphi}_n) \right\}. \tag{72}$$

The operator of conserved electric charge is

$$\hat{Q} = \sum_n Q_n \hat{q}_n. \tag{73}$$

The commutators of charge- and vertex operators are given by

$$[\hat{q}_n, \psi_q(\xi,t)] = \chi_n q_n \psi_q(\xi,t) \tag{74}$$

and

$$[\hat{Q}, \psi_q(\xi,t)] = Q_{el}(q) \psi_q(\xi,t), \tag{75}$$

which agrees with the previous conclusions.
Besides the electric charge, the \textit{scaling dimension}, $g$, is an important property of the vertex operator. It is defined as
\begin{equation}
g(q) = \sum_n q_n^2.
\end{equation}

We will see that the scaling dimension $g$ determines the exponent of the two-point function of vertex operators.

\subsection*{3.4.1. \textit{Gauge-invariant (bare) vertex operators}}

Using the expression (68) for the conserved currents and light-cone coordinates,
\begin{equation}
x_n(\xi, t) = \chi_n u_n^{-1} \xi + t,
\end{equation}
the vertex operator, Eq. (69), can be written as
\begin{align}
\psi_q(\xi, t) &= \exp\left\{2\pi i \sum_n q_n \chi_n \int_{\gamma(\xi_*, \xi)} d\xi^\mu \partial_n p_n(\xi) \right\} \\
&\quad \exp\left\{2\pi i \sum_n q_n \chi_n \int x_n(\xi) dx_n \partial^n \varphi_n \right\},
\end{align}
\begin{equation}
\partial^n = \frac{1}{2}(\partial_0 + \chi_n u_n \partial_1)
\end{equation}
is the derivative with respect to the coordinate (77). The second factor in this product,
\begin{equation}
V_q(\xi, t) := \exp\left\{2\pi i \sum_n q_n \chi_n \int x_n(\xi) dx_n \partial^n \varphi_n \right\},
\end{equation}
is gauge-invariant. We call $V_q(\xi, t)$ the \textit{bare} vertex operator. If all the modes $\varphi_n$ had the same propagation speeds $u_n$ and -directions $\chi_n$, (79) would be a \textit{chiral} vertex operator [30].

\subsection*{3.5. \textit{Superselection sectors of edge states}}

In the previous section, we have introduced vertex operators $\psi_q(\xi, t)$ that create states of charge $(\chi_n q_n)$, as expressed by Eq. (74). The (half-)monodromies of the localized bulk states, see (30) and (32), correspond to commutators of vertex operators. It is straightforward to find that
\begin{equation}
\psi_{q_1}(\xi, t) \psi_{q_2}(\eta, t) = \psi_{q_2}(\eta, t) \psi_{q_1}(\xi, t) \exp\{i\pi \text{sgn}(\xi - \eta) q_1 \cdot q_2\},
\end{equation}
for $\xi, \eta > 0$. Our classification of physical states of the bulk of an incompressible Hall fluid also applies to vertex operators, and the vectors $q$ in the definition [69] must correspond to the sites of the charge lattice, $q \in \Gamma^*_c \oplus \Gamma^*_k$. 
The Hilbert space of edge states decomposes into superselection sectors for each connected component of \( \partial \Omega \). These sectors are labeled by the eigenvalues of the operator \( \hat{q}_n \), given in Eq. (72). Let \( \mathbf{q} = (q_n) \) be a vector of charges. The ground state in a charge sector \( \left[ q \right] \) is denoted by

\[
\left| q \right> \in \left[ q \right],
\]

(81)

with

\[
\hat{q}_n \left| q \right> = \chi_n q_n \left| q \right>.
\]

(82)

From (74), we have that

\[
\psi_{q'} \left| q \right> \in \left[ q + q' \right].
\]

(83)

Therefore, similar to the vertex operators \( \psi_q \), the sectors \( \left[ q \right] \) are labeled by sites on the dual lattice, \( q \in \Gamma_e^* \oplus \Gamma_h^* \). Superselection sectors of edge states are in one-to-one correspondence to sectors of bulk states that were discussed in Section 2.2.

### 3.5.1. Charge sectors and a zero mode

From (72) and (82), we have that

\[
\chi_n \hat{q}_n \left| q \right> = \int_0^L d\xi \left\{ \partial_\xi \varphi_n^0 + \frac{1}{2} (\varphi_n' + \chi_n u_n^{-1} \dot{\varphi}_n) \right\} \left| q \right> = q_n \left| q \right>.
\]

(84)

Let us first consider the c-number contribution to the edge charge \( q_n \). From (64) we find that

\[
\int_0^L d\xi \partial_\xi \varphi_n^0(\xi) = -\int_0^L d\xi a_{n1}(\xi, t^*) =: \Phi_{sn}.
\]

(85)

Up to a sign, \( \Phi_{sn} \) is the flux through, or quasi-particle charge in channel \( n \) inside the edge component \( \partial^{(k)} \Omega \) under consideration, at the initial time \( t^* \). Let us assume that the fluctuation of the electromagnetic gauge potential, \( a_1 \), vanishes at the initial time \( t = t^* \). Then, on the one hand, if \( \partial^{(k)} \Omega \) encloses a hole in the quantum Hall fluid, \( \Phi_{sn} = 0 \), because only the bulk supports localized quasiparticles. On the other hand, if we consider the outer edge component of the sample then \( \Phi_{sn} \) is the total localized bulk charge; (see Fig. 2).

The second contribution to the edge charge \( q_n \) in Eq. (84) comes from the eigenvalue of the operator

\[
\hat{\pi}_n^0 = \frac{1}{2} \int_0^L d\xi (\varphi_n' + \chi_n u_n^{-1} \dot{\varphi}_n).
\]

(86)

In conformal field theory \([30]\), \( \hat{\pi}_n^0 \) is conventionally called a zero mode of the massless field \( \varphi_n \). The zero mode \( \hat{\pi}_n^0 \) and the c-number \( \Phi_{sn} \) are two independent quantities; the former is a genuine property of the edge state, while the latter
characterizes the inside of $\partial^{(k)}\Omega$. Therefore, one may think that it would be more convenient to use the zero-mode eigenvalue $\pi^0_n$ to label the edge states. However, our choice of Eq. (84) makes apparent the duality between the eigenvalues of (86) and the bulk charges (85). Instead of considering non-zero eigenvalues $\pi^0_n$, we can equally well thread additional virtual $A_n$-fluxes through the inside of the boundary component. That is, if $\partial^{(k)}\Omega$ encloses a hole in the sample we thread the flux $\tilde{\Phi}^*_{sn} = \pi^0_n = q_n$, instead of $\Phi^*_{sn} = 0$, through the hole. If $\partial^{(k)}\Omega$ is the outer edge of the sample we thread the flux $\tilde{\Phi}^*_{sn} = -\Phi^*_{sn} - \pi^0_n = -q_n$, instead of $-\Phi^*_{sn}$, through the bulk.

3.5.2. Magnetic flux through the Hall sample and charge sectors

Equations (84) and (85) tell us that the charge $q_n$ of an edge state depends on the bulk flux $\Phi^*_{n}$ at an initial time $t_*$. In particular, this means that the charge eigenvalue $q_n$ remains constant even for time-dependent magnetic fluxes through the sample. Furthermore, the charge $q_n$ is invariant when localized bulk charges are moved in space by some external agent. This is in contrast to the physical edge charges, which change when the magnetic flux through the sample is changed. The physical edge charges are discussed next.

3.5.3. Electric charge localized on the edge

The physical electric current density on some edge component $\partial^{(k)}\Omega$ is given by the operator $j^\mu$, and not by the conserved current, $\hat{j}^\mu$. By (67), the operator of conserved charge $\hat{Q}^{(k)}$ is related to the electric charge operator, $Q_{el}^{(k)}$, through

$$Q_{el}^{(k)} = \hat{Q}^{(k)} + \Phi_{\partial^{(k)}\Omega}(t),$$

where $\Phi_{\partial^{(k)}\Omega}(t)$ is the total flux through the surface enclosed by $\partial^{(k)}\Omega$ at the time $t$. It is given by

$$\Phi_{\partial^{(k)}\Omega}(t) = \sigma \Phi_{em}^{(k)}(t) + \sum_n \chi_n Q_n \Phi_n(t)$$

$$= \sigma \int_{\partial^{(k)}\Omega} d\xi a_1(\xi,t) + \sum_n \chi_n Q_n \int_\Omega d^2x \cdot J^0_n(x,t).$$

(88)

Of course, if $\partial^{(k)}\Omega$ encircles a hole in the sample, then the last term in (88) is absent. Let us repeat that the electric charge on some edge component is, in general, time dependent. This is due to the non-conservation of the currents (63).

---

9When a bulk charge is brought close to the edge by the external agent, it is reasonable to expect a jump in the bulk flux $\Phi^*_{n}$ and a corresponding change of the edge state such that $q_n$ is constant in (84), i.e., a corresponding change in the zero-mode eigenvalue $\pi^0_n$. However, this process is not in the scope of our approach.
Let us summarize these facts: While the conserved edge charge operator $\hat{Q}$ has a discrete spectrum and the corresponding eigenstates are insensitive to time-dependent gauge fields, the electric charge $\langle Q_{el}\rangle$ can take arbitrary real values. The electric charge on a boundary component may change continuously when the external gauge fields are time-dependent.

### 3.6. Two-point function of vertex operators

To compute the tunneling current between boundary components in the next section, we will make use of the two-point function of quasi-particle operators localized on the edge. From (78), we have that

$$\langle q' | \psi_q(\xi, t) \psi_{-q}(\xi', t') | q' \rangle = \exp\left\{ 2\pi i \sum_n q_n \chi_n \int_{\gamma(\xi, \xi')} d\vec{\xi} \partial_\mu p_n(a_n(\vec{\xi})) \right\} \langle V_q(\xi, t) V_{-q}(\xi', t') \rangle. \quad (89)$$

In (89), the path $\gamma(\xi, \xi')$ leads from point $(\xi, t)$ to point $(\xi', t')$ on $\partial \Lambda$. Note that the reference point $\xi_*$ in the definition of the vertex operator drops out of the two-point function. However, the homotopy class of the path $\gamma$ enters the phase of the correlator. In Sect. 4.1 we will see that the presence of an Ohmic contact on the edge $\partial \Omega$ essentially singles out one class of paths for which the two-point function is non-zero.

For $(\xi, t) \in \partial \Lambda = \mathbb{R}^2$ (on the infinite plane), the correlator of bare vertex operators is readily computed from (60) as

$$\langle V_q(\xi, t) V_{-q}(\xi', t') \rangle_{\mathbb{R}^2} = \prod_n \left[ \frac{i\epsilon}{u_n x_n(\xi - \xi', t - t')} \right]^{q_n^2} = \prod_n \left[ \frac{i\epsilon}{(t - t') u_n + (\xi - \xi') \chi_n} \right]^{q_n^2}, \quad (90)$$

where $\epsilon$ is a cutoff length scale. The correlator at finite temperature $T$ can be obtained from (90) by a conformal transformation applied to each term in the product over $n$ separately. Under the conformal transformation

$$x_n \mapsto (2\pi T)^{-1} \log x_n \quad (91)$$

in the light-cone coordinates $x_n$, one finds that

$$\langle V_q(\xi, t) V_{-q}(\xi', t') \rangle_{\mathbb{R}^2} \mapsto \langle V_q(\xi, t) V_{-q}(\xi', t') \rangle_T = \prod_n \left[ \frac{\pi T i\epsilon}{u_n \sinh\{\pi T x_n(\xi - \xi', t - t')\}} \right]^{q_n^2}. \quad (92)$$
We emphasize that the state of the edge, \( |q'_n\rangle \), enters the two-point function through the first term in the product in (89): The edge charges \( q'_n \) appear as additional sources in the fields \( A_n \) in the inside of the boundary component \( \partial^{(k)\Omega} \) under consideration. This follows from our discussion after Eq. (84). Note that the (local) phase of the two-point function is gauge-dependent and, therefore, unobservable. However, we will see later that the edge charge, as a global property of the boundary component, may nevertheless enter physically observable quantities.

For later purpose, let us compute the phase of the two-point function (89) for a special choice of gauge fields. When \( a_{n1}(\xi,t) = a_{n1}^c(\xi,t) \) is time-independent and \( a_{n0}(\xi,t) = a_{n0}^c(0,t) \) is independent of space, then, from (63) and (64), one finds that

\[
\partial_\mu p_n[ a_{n1}^c](\xi,t) = -a_{n1}^{c\mu}(\xi,t). \tag{93}
\]

Using Eq. (93), the phase of the two-point function (89) is then given by

\[
\int_{\gamma(\xi,\xi')} d\xi' \partial_\mu p_n[ a_{n1}^c](\xi',t) = - \int_t^{t'} d\tilde{t} a_{n0}^c(0,\tilde{t}) - \int_\xi^{\xi'} d\xi' a_{n1}^c(\xi,\tilde{t}). \tag{94}
\]

4. Inter-edge charge transport

In this section, we consider tunneling processes between two connected boundary components of a quantum Hall sample. We want to investigate transport properties of tunneling junctions. More precisely, our aim is to calculate the electric current through junctions as a function of the state of the quantum Hall sample, of changes in magnetic flux through the sample, and of the bias voltage across tunneling constrictions. Physically, tunneling junctions can be created by deforming the quantum Hall edge to form sufficiently narrow constrictions; see, e.g., [32], (Fig. 4).

The analysis of inter-edge charge transport calls for two additional concepts in the description of the quantum Hall sample. First, we need to introduce the notion of an Ohmic contact, which maintains the edge at some given voltage. Second, we have to define tunneling operators modeling the presence of constrictions.

4.1. Ohmic contact

We define the Ohmic contact as a location on the edge component \( \partial^{(k)\Omega} \) where electrons are removed or added in order to maintain a fixed chemical potential. Let \( L = |\partial^{(k)\Omega}| \) be the total length of the edge component. The presence of an Ohmic contact strongly affects the physics close to the contact. However, far from the contact, the correlators are expected to be essentially unaffected by it. This means that the two-point functions of bare vertex operators in the presence
of an Ohmic contact continue to be (essentially) given by Eqs. \((90)\) and \((92)\), when the distance of the arguments, \(\xi\) and \(\xi'\), to the Ohmic contact is \(O(L)\). In particular, this means that
\[
|\xi - \xi'| \ll L \tag{95}
\]
for our analysis to be valid.

Furthermore, we shall assume that two-point functions of vertex operators, \(\langle 89 \rangle\), that have a path \(\gamma\) crossing the Ohmic contact at some time, are small and can be neglected. As a result, in a given gauge, an Ohmic contact fixes the phases of all two-point functions of vertex operators.

4.2. Tunneling operator

In this section, we define gauge-invariant tunneling operators that model the presence of narrow constrictions between two boundary components of a quantum Hall sample. The tunneling operator is supposed to transfer quasi-particles from one boundary component to another one.

The two boundary components involved in a tunneling process enclose the same quantum Hall fluid. As we discussed in Sect. \(3\) this imposes constraints on the field theories describing these boundary components. In particular, the number of modes \(N\), the electric charge parameters \(Q_n\), and the chiralities \(\chi_n\) must coincide. However, the propagation speeds \(u_n\) generally differ on the two boundary components. Let us denote the two edge components by \(\partial^{(k)} \Omega\), \(k = 1, 2\). The action describing the dynamics of the relevant edge degrees of freedom, \(\phi_n^{(k)}\), is \(S_{\partial^{(k)} \Omega} + S_{\partial^{(k') \Omega}}\), where each \(S_{\partial^{(k') \Omega}}\) is given by Eq. \((51)\). The corresponding Hamiltonians are denoted by \(H^{(k)}\); (we do not need their explicit expressions).

We model the constrictions by adding a tunneling operator, \(T\), as a perturbation to the total Hamiltonian,
\[
H = H_0 + T = H^{(1)} + H^{(2)} + T. \tag{96}
\]

---

\(^{10}\) We are considering here the case of a sharp, “unreconstructed” quantum Hall edge. More complicated boundary structures may change the transport properties of the edge in a nontrivial manner.
The tunneling operator couples the two boundary components through terms $T \propto \psi_q^{(1)}(\xi_1) \psi_q^{(2)}(\xi_2)$. Total charge conservation requires that $q^{(1)} + q^{(2)} = 0$.

In the scaling limit under consideration, only the most relevant perturbations, in the renormalization-group sense, need to be retained in the tunneling operator. A perturbation $\propto \psi_q$ is more relevant the smaller the corresponding scaling dimension, $g = \sum_n q_n^2$; see, e.g., [33, 34]. Therefore, in the scaling limit, quasi-particle tunneling operators with $q \in \Gamma \otimes \Gamma^*_n$ and $\sum_n q_n^2 = \sum_n q_{c_n}^2 + \sum_n q_{h_n}^2$ as small as possible are favored.

We suppose that quasi-particles of charge $q$ may tunnel at different locations, $\xi_p$, of the edge components. The gauge-invariant tunneling operator is then given by

$$T = \sum_p t_p \psi_{q}(\xi_1) \psi_{-q}(\xi_2) \exp\{-2\pi i \sum_n \chi_n q_n \int_{\xi_1}^{\xi_2} A_n\} + \text{h.c.} \quad (97)$$

The constants $t_p$ are the tunneling amplitudes. In the following, we assume that the constrictions are quite narrow, $\xi_1 \simeq \xi_2^p$, such that the phase factor in the tunneling operator (97) can be neglected.

Note that, in principle, the tunneling operator (97) depends on the homotopy classes of paths $\gamma$ used in the definition of the vertex operators $\psi_q^{(k)}$. However, the Ohmic contacts effectively cut open the boundary space-time cylinders $\partial^{(k)} \Lambda$ along their locations. As discussed in the previous section, two-point functions of vertex operators are assumed to vanish for paths $\gamma$ crossing the Ohmic contact. Thus, the vertex operators used in (97) are uniquely specified by the locations of the Ohmic contacts.

4.3. Perturbative tunneling current

Let us compute the electric tunneling current flowing from one boundary component to the other through the constrictions. In the absence of tunneling, the charges $\hat{Q}^{(k)}$, Eq. (73), are separately conserved on each edge. At the operator level, this means that

$$\frac{\partial}{\partial t} \hat{Q}^{(k)} + \frac{i}{2\pi} [H^{(k)}, \hat{Q}^{(k)}] = 0. \quad (98)$$
The tunneling current is the time derivative of the electric charge on one edge, say \((k) = (1)\). Using Eqs. (75), (87), and (96)-(98), it is found to be given by

\[
I = \frac{d}{dt}Q_{el}^{(1)} = \frac{d}{dt}Q^{(1)} + \frac{d}{dt}\Phi_{\partial^{(1)}} = \frac{i}{2\pi} [Q^{(1)}, T] + \frac{d}{dt}\Phi_{\partial^{(1)}} \Omega.
\]

(99)

The term \(\frac{d}{dt}\Phi_{\partial^{(1)}} \Omega\) in (99) corresponds to charging effects of the edge resulting from the variation of magnetic flux through the surface enclosed by \(\partial^{(1)} \Omega\). According to the non-conservation of edge currents, (56), charge flows through the bulk to the edge when the external fields are varied. However, we are interested in the current flowing from one edge to the other via the constrictions, so we omit this term in the following.

Next, we apply time-dependent perturbation theory in the tunneling amplitudes \(t_p\) to computing the tunneling currents. The free time evolution is generated by the Hamiltonian \(H_0 = H^{(1)} + H^{(2)}\). The Dyson series for the current operator is

\[
I(t) = e^{itH}Ie^{-itH} = I_0(t) + i(2\pi)^{-1} \int_0^t dt' [T_0(t'), I_0(t)] + \ldots
\]

(100)

where

\[
A_0(t) = e^{itH_0}A_0e^{-itH_0}
\]

(101)

is the free time evolution.

We now take the expectation value of the current in a given initial equilibrium state, \(\langle \cdot \rangle\), of the quantum Hall fluid. Using expression (99) for the current operator, \(\langle I_0(t) \rangle = 0\), and \(\langle \psi_q \psi_q \rangle = 0\), one finds that

\[
\langle I(t) \rangle = \frac{\tilde{e}}{(2\pi)^2} \sum_{pq} \{t_p t_q \int_0^t dt' \langle \psi_q^{(1)}(\xi_p^{(1)}, t') \psi_q^{(2)}(\xi_p^{(2)}, t'), \psi_q^{(1)}(\xi_q, t) \psi_q^{(2)}(\xi_q, t) \rangle \} + c.c. + O(t^4),
\]

(102)

where \(\tilde{e} = Q_{el}(q)\) is the electric charge of the quasi-particle that tunnels at the constrictions. Next, we discuss the choice of an appropriate initial state \(\langle \cdot \rangle\).

### 4.3.1. Initial state for perturbation theory

In a first approach, we suppose that \(\langle \cdot \rangle\) is a thermal equilibrium state in a given charge superselection sector of the edges, as introduced in Sect. 3.5. That is, the sector is specified by the charges on all boundary components \(\partial^{(k)} \Omega\) and by the localized bulk charges at the points \(z_m \in \Omega\). We denote such a sector by

\[
\{\{q^{(k)}\}; \{(q, z)^{m}\}\}.
\]

(103)
However, inter-edge tunneling processes modify the charges on the edge components involved in the tunneling process. We have that
\[
\psi_{q}(1)\psi_{-q}(2)[q^{(1)}, q^{(2)}, \{q^{(k)}\}_{k \not\in \{1, 2\}}; \{(q, z)^m\}] = [q^{(1)} + q, q^{(2)} - q, \{q^{(k)}\}_{k \not\in \{1, 2\}}; \{(q, z)^m\}].
\]
(104)

An appropriate initial state belongs therefore to a subspace,
\[
[q^{(1)}, q^{(2)}, \{q^{(k)}\}_{k \not\in \{1, 2\}}; \{(q, z)^m\}] = \bigoplus_{M}[q^{(1)} + Mq, q^{(2)} - Mq, \{q^{(k)}\}_{k \not\in \{1, 2\}}; \{(q, z)^m\}].
\]
(105)

The sector (105) is an invariant subspace for the tunneling operator \(T\), i.e.,
\[
T[q^{(1)}, q^{(2)}, \{q^{(k)}\}_{k \not\in \{1, 2\}}; \{(q, z)^m\}] = [q^{(1)}, q^{(2)}, \{q^{(k)}\}_{k \not\in \{1, 2\}}; \{(q, z)^m\}] q.
\]
(106)

In the following, we choose an initial state, \(\langle (\cdot) \rangle\), in a charge superselection sector (103). We find that the tunneling current through a single constriction is independent of the charge. The interference term in the current for tunneling through two or more constrictions does, however, depend on the charge sector. The current resulting from an initial state in the subspace (105) is then obtained by taking an appropriate average of the interference term over different charge sectors.

4.3.2. Interference phase

Using the representation (78) for the vertex operators and an initial state \(\langle (\cdot) \rangle\) in a charge sector (103), the expression (102) for the tunneling current can be further simplified. It is given by
\[
\langle I(t) \rangle = \frac{\bar{e}}{(2\pi)^2} \sum_{pq} \langle t_p t_q^* \rangle \int_0^t d\tau e^{2\pi i \Phi^{pq}(t', \tau)} \langle [V_{q}^{(1)}(\xi_1^1, \tau'), V_{-q}^{(2)}(\xi_2^2, \tau'), V_{-q}^{(1)}(\xi_1^1, \tau) V_{q}^{(2)}(\xi_2^2, \tau)] + c.c. \rangle.
\]
(107)

Here, we have introduced the interference phase \(\Phi^{pq}(t', \tau)\) given by
\[
\Phi^{pq}(t', \tau) = \sum_n \chi_n q_n \left\{ \int_{\gamma^{pq}(t', \tau)} d\xi^\mu \partial_\mu P_n[\bar{a}_n](\bar{\xi}) - \int_{\xi^p_1}^{\xi^p_2} A_n(t') - \int_{\xi^p_2}^{\xi^p_1} A_n(t) \right\}.
\]
(108)
The line integrals of the bulk fields $A_n$ appear in (108) because we choose to reintroduce the phase factors in the tunneling operator (97). The loop $\gamma_{pq}(t', t)$ is the interference contour. The explicit expressions of the functions $p_n[a_n]$ for arbitrary gauge fields $a_n$ are as given in Eqs. (63) and (64).

The interference contour $\gamma_{pq}(t', t)$ starts at the point $\xi^1_p$ at time $t'$ and ends at $\xi^1_q$ at time $t$, along the first edge; then it crosses to the point $\xi^2_q$ on the second edge and from there to $\xi^2_p$ at time $t'$. Finally, it returns to the initial point on the first edge. Which one of the two alternative paths connecting $\xi^k_p$ and $\xi^k_q$ on each edge component, $(k) = (1), (2)$, must be taken is determined by the location of the Ohmic contact: The path must be chosen so as not to cross the Ohmic contact at any time. Other paths do not make any contribution to the tunneling current. This follows from the definition of the tunneling operator and from our discussion in Sects. 4.1 and 4.2 (See also Figs. 5 and 6).

Note that the interference phase $\Phi_{pq}(t', t)$, Eq. (108), depends on the state of the quantum Hall fluid. In particular, it depends on the charge sectors of the two boundary components in the initial state $\langle \cdot \rangle$. The two-point functions of bare vertex operators in (107), however, only depend on the temperature, but not on the charge sector of the initial state.

4.3.3. Interference phase for static gauge fields and inter-edge bias voltage

We are interested in the stationary value of the interference current (107) that is reached after some equilibration time $t_{eql}$. We suppose that the equilibration time is sufficiently short, such that the gauge fields on the boundary, $a_n$, are essentially time-independent, for $0 \leq t \leq t_{eql}$. Furthermore, we introduce a dc voltage difference $U$ between the two boundary components by letting

$$a_0^{(1)} - a_0^{(2)} = U$$

and $a_n0 = 0$ for all times. In this special case, the expressions (93) and (94) for $p_n[a_n]$ can be used to evaluate the interference phase (108). We find that

$$\Phi_{pq}(t', t) = (t - t') \partial U - \sum_n \chi_n q_n \oint_{\gamma_{pq}} d\xi\ a_n(\xi, 0),$$

where $\gamma_{pq}$ is the interference path shifted to the initial time $t = 0$; (see Figs. 5 and 6). The last, time-independent term in (110) is simply the total quasi-particle charge located inside the interference contour at the initial time $t = 0$. We define it as

$$\Phi^q_p = -\sum_n \chi_n q_n \oint_{\gamma_{pq}} d\xi\ a_n(\xi, 0).$$

From (111), it is clear that $\Phi^q_p = -\Phi^p_q$ and $\Phi^{qq} = 0$. From our discussion in Sect. 3.5.1 it follows that, not only do the localized bulk charges contribute to
but also the edge charges. This point will be discussed in more detail later on.

We now turn back to an evaluation of the expression \( \text{Eq. (107)} \) for the tunneling current. We set \( s = t' - t \) and take the limit \( t \to \infty \) in \( \text{Eq. (107)} \). Using time-translational invariance of the two-point function of bare vertex operators, Eq. \( \text{Eq. (90)} \), we finally obtain the following expression for the tunneling current:

\[
\langle I \rangle = \frac{\tilde{e}}{(2\pi)^2} \sum_{pq} \{ t_p t^*_q e^{2\pi i \Phi^p_{pq}} 
\int_0^\infty ds e^{-2\pi i eUs} \langle [V^{(1)}_q(\xi^1_{pq}, s) V^{(2)}_{-q}(\xi^2_q, s), V^{(1)}_q(\xi^1_q, 0)V^{(2)}_{-q}(\xi^2_q, 0)] \rangle + c.c. \}
\]

\[
(I) = \frac{\tilde{e}}{(2\pi)^2} \sum_{pq} \{ t_p t^*_q e^{2\pi i \Phi^p_{pq}} 
\int_0^\infty ds e^{-2\pi i eUs} \langle [V^{(1)}_q(\xi^1_{pq}, s) V^{(2)}_{-q}(\xi^2_q, s), V^{(1)}_q(\xi^1_q, 0)V^{(2)}_{-q}(\xi^2_q, 0)] \rangle + c.c. \}
\]

For \( p = q, \Phi^p_{pq} = 0 \) and Eq. \( \text{Eq. (112)} \) is the well-known result \( \text{[34, 35]} \) that the tunneling current to lowest order is given by the imaginary part of the retarded Green function of the tunneling operator for the constriction, evaluated at frequency \( eU \).

Let \( G^{(k)}_q(\xi, s) = \langle V^{(k)}_q(\xi, s)V^{(k)}_{-q}(0, 0) \rangle \) be the two-point function of the bare vertex operators \( V_q \) on the edge component \( (k) \). Using translational invariance, \( [G^{(k)}_q(\xi, s)]^* = G^{(k)}_q(-\xi, -s) \), we rewrite the current as

\[
\langle I \rangle = \frac{\tilde{e}}{(2\pi)^2} \text{Re} \sum_{pq} t_p t^*_q e^{2\pi i \Phi^p_{pq}} 
\int_0^\infty ds e^{2\pi i eUs} \{ G^{(1)}_q(\xi^1_{pq}, s) G^{(2)}_q(\xi^2_p, s) - [G^{(1)}_q(\xi^1_{pq}, s) G^{(2)}_q(\xi^2_p, s)]^* \}
\]

\[
(113)
\]

with \( \xi^k_{pq} = \xi^k_p - \xi^k_q \).

The two-point function at finite temperature was given in \( \text{Eq. (90)} \):

\[
G_q(\xi, s) = \prod_n \left[ \frac{\pi T i\epsilon}{u_n \sinh[\pi T (s + \chi_n u_n^{-1} \xi)]} \right]^{q^2_n}
= \prod_n \left[ \frac{\pi T \epsilon}{u_n \sinh \pi T |s + \tau_n|} \right]^{q^2_n} \exp \{ i \frac{\pi}{2} q^2_n sgn(s + \tau_n) \},
\]

\[
(115)
\]

where we use the notation \( \tau_n = \chi_n u_n^{-1} \xi \). In the following, we omit the unimportant factor \( \prod_n [\epsilon u_n^{-1}]^{q^2_n} \) in the two-point function.
4.4. Tunneling current through a single constriction

For tunneling through a single constriction \((p = q)\), we find from (114) and (115) that

\[
\langle I \rangle = \tilde{e} (2\pi)^2 \left(\frac{\pi T}{T}\right)^2 g \Re \left\{ \sum_{pq} e^{2\pi i \Phi^p_{\tau_s}} \right\}
\]

In (116), \(g = \sum_n q_n^2\) is the scaling dimension and \(\tilde{e} = Q_{el}(q)\) is the electric charge of the tunneling quasi-particle; \(U\) is the bias voltage across the constriction. After some algebra (see Appendix B), one finds that

\[
\langle I \rangle = \tilde{e} (2\pi)^2 \left(\frac{\pi T}{T}\right)^2 g - \frac{1}{B(g - i\tilde{e}U, g + i\tilde{e}U)} \sinh(\pi\tilde{e}U T),
\]

where \(B(a, b)\) is the Euler beta function.

At small bias, \(\tilde{e}U \ll T\), the tunneling current follows Ohm's law,

\[
\langle I \rangle \propto U T^{2g-2}.
\]

For large bias, \(\tilde{e}U \gg T\), we find that

\[
\langle I \rangle \propto U |U|^{2g-2}.
\]

Note that the “direct” tunneling current through a constriction, (116), does not depend on the charge sector of the initial state \((\cdot)\), nor does it depend on the propagation speeds \(u_n\) or \(\chi_n\) of the edge modes. Therefore, measurements of the tunneling current through a constriction may be used to determine the scaling dimension \(g\) and the electric charge \(\tilde{e}\) of tunneling quasi-particles in quantum Hall effects (see also [35]; experimental fits to this formula were performed in [12]).

4.5. Interference current

Next, we discuss the interference current resulting from tunneling at two constrictions. Using (114), the current is given by

\[
\langle I \rangle = \frac{\tilde{e}}{(2\pi)^2} (\pi T)^{2g} \sum_{pq} \Re \left\{ \sum_{m} e^{-2\pi i \Phi^p_{\tau_s}} \right\}
\]

\[
\int_0^\infty ds e^{2\pi i \tilde{e}U s} \sin[\pi \sum_{m} q_m^2 f(\tau^{(1)}_{pq,m}, \tau^{(2)}_{pq,m}, -s)]
\]

\[
\prod_n \left[ \sinh(\pi T|\tau^{(1)}_{pq,n} + s|) \sinh(\pi T|\tau^{(2)}_{pq,n} + s|) \right]^{-q_n^2}
\]

with

\[
f(\tau_1, \tau_2, s) = \frac{1}{2} \left[ \text{sgn}(\tau_1 - s) + \text{sgn}(\tau_2 - s) \right].
\]
We now perform the sum over \( p, q \in \{ 1, 2 \} \) and define
\[
\Phi_\gamma^* = \Phi_{21}^*,
\]
(122)
\( \tau_n^{(k)} = \tau_{21,n}^{(k)} \), and \( \gamma = \gamma_{21} \). This allows us to display the fact that the tunneling current (120) does not depend on the initial time:
\[
\langle I \rangle = \tilde{\tilde{e}} \frac{(2\pi)^2}{(2\pi)^2} \Im \{ 2 e^{-2\pi i \Phi_{\gamma}} \}
\]
(123)
\[
\int_{-\infty}^{\infty} ds e^{-2\pi i \tilde{U} s} \sin[\pi \sum_m q_m^2 f(\tau_m^{(1)}, \tau_m^{(2)}, s)]
\]
\[
\prod_n [\sinh(\pi T|\tau_n^{(1)} - s|) \sinh(\pi T|\tau_n^{(2)} - s|)]^{-q_n^2}.
\]
(124)

In contrast to the direct tunneling current (116), the interference current (123) depends on the charge sector of the initial state \( \langle \cdot \rangle \) through the phase \( \Phi_{\gamma}^* \). Before turning to an explicit evaluation of the integral in (123), we discuss the effect of charge averaging on the two boundary components involved in the tunneling process that was announced in Sect. 4.3.1.

4.5.1. Interference phase, edge charge averaging, and the geometry of the interferometer

The dependence of the interference phase \( \Phi_{\gamma}^* \), (122), on the localized bulk charges is straightforward to determine. From (111) it is given by the total localized bulk quasi-particle charge inside the interference contour \( \gamma \),
\[
\Phi_{\gamma}^*(\{q^{(k)}\}, \{(q, z)^m\}) = \Phi_{\gamma}^*(\{q^{(k)}\}) + \sum_{z^m \in \text{int} \gamma} q \cdot q^m.
\]
(124)

The remaining dependence of \( \Phi_{\gamma}^* \) on the edge charges is more complicated. However, one can derive the following general property: In Sect. 4.3.1, we have shown that the edge charges can be taken into account by threading additional virtual \( \mathcal{A}_n \)-fluxes through the holes of the sample. Let \( \partial^{(0)} \Omega \) be the outer boundary component and let \( \{ \partial^{(k)} \Omega \}_{k > 0} \) be the boundary components enclosing holes in the sample (see Fig. 2). Then, using (111), we find that
\[
\Phi_{\gamma}^*(q^{(0)} + \sum_{k > 0} \delta q^{(k)}, \{q^{(k)} - \delta q^{(k)}\}_{k > 0})
\]
\[
= \Phi_{\gamma}^*(q^{(0)}, \{q^{(k)}\}_{k > 0}) + \sum_{k > 0, \partial^{(0)} \Omega \subseteq \text{int} \gamma} q \cdot \delta q^{(k)}.
\]
(125)

As discussed in Sect. 4.3.1, an appropriate initial state, \( \langle \cdot \rangle \), for perturbation theory is a superposition of states in the charge superselection sectors of the two
boundary components involved in the tunneling process, Eq. \((105)\). The current corresponding to such an initial state can be obtained from the current in a charge sector, Eq. \((123)\), by an appropriate sum over different charge sectors. The only dependence of the interference current \((123)\) on the sector comes from the interference phase \(\Phi^{\gamma}_{\ast}\). Hence, we obtain

\[
\langle I \rangle_{q} \propto \sum_{N} \langle I \rangle_{N} \propto \sum_{N} \exp\{2\pi i \Phi^{\gamma}_{\ast}(q^{(0)} + Nq, q^{(1)} - Nq, q^{(2)} - Nq, \ldots)\}, \quad (126)
\]

where \(\langle (\cdot) \rangle_{q}\) is a state in \((105)\) and \(\langle (\cdot) \rangle_{N}\) is a state in a sector with charges \(q^{(1)} + Nq\) and \(q^{(2)} - Nq\) on \(\partial^{(1)}\Omega\) and \(\partial^{(2)}\Omega\), respectively. We can now use Eq. \((126)\) to evaluate the interference current for a charge-averaged initial state, \(\langle I \rangle_{q}\). We find that it vanishes if one and only one of the holes corresponding to a boundary component involved in the tunneling process lies inside the interference contour. This follows from the fact that the quantity \(q \cdot q = \sum \chi_{n}q_{n}^{2} \in \mathbb{Q} \setminus \mathbb{N}\) is fractional, and, therefore,

\[
\langle I \rangle_{q} \propto \sum_{N} [\exp\{2\pi i q \cdot q\}]^{N} = 0. \quad (127)
\]

In the terminology of \([17]\), the case when exactly one hole corresponding to a tunneling boundary component lies inside the interference contour is called a Mach-Zehnder interferometer; (Fig. 5). The other case, when no hole or two holes lie inside the interference contour, is called a Fabry-Perot interferometer; (Fig. 6). Fractional charge delocalization on the two tunneling boundary components in the fractional quantum Hall effect results in a cancelation of the interference term in the inter-edge tunneling current for the geometry of a Mach-Zehnder interferometer. In the case of the Fabry-Perot interferometer, however, the interference term is not affected by the charge delocalization. This is a good place to remind the reader that the geometry of the interference contour \(\gamma\) is specified by the location of the Ohmic contacts on the two tunneling boundary components. In the following, we assume the case of an interference path with the geometry of a Fabry-Perot interferometer.

4.5.2. Chiral edge with a single propagation speed

As a first simplification, let us consider the interference current in the case when all modes on each edge involved in the tunneling have the same chirality and propagation speed, i.e., \(\chi_{n} = \chi\) and \(u_{n}^{(k)} = u^{(k)}\) for all \(n = 1, \ldots, N\). In this

\[\text{This statement is insensitive to whether edge tunneling occurs from the outer boundary component } \partial^{(0)}\Omega, \text{ or if it occurs between two boundary components enclosing holes in the sample. We only discuss the latter case here, but the former situation is similar.}\]
Figure 5: An interference contour $\gamma$ for the geometry of a Mach-Zehnder interferometer (red dashed line). The Ohmic contacts on the two boundary components $\partial^{(1)} \Omega$ and $\partial^{(2)} \Omega$ involved in the tunneling process are denoted by squares with a cross. Fractional charge averaging on the two boundary components leads to the absence of an interference term in the inter-edge tunneling current.

Figure 6: An interference contour $\gamma$ for the geometry of a Fabry-Perot interferometer (red dashed line). Charge averaging does not affect the inter-edge tunneling current and an interference term is present.

case, the current (128) is given by

$$
\langle I \rangle = \frac{\tilde{e}}{(2\pi)^2} (\pi T)^{2g} 2 \sin(\pi g) \text{Im} \{ e^{-2\pi i \Phi} \int_{-\infty}^{\infty} ds \ e^{-2\pi i \tilde{e} U_s} 
\left[ \sinh(\pi T |\tau^{(1)} - s|) \sinh(\pi T |\tau^{(2)} - s|) \right]^{-g} f(\tau^{(1)}, \tau^{(2)}, s) \}.
$$

(128)
Clearly, the current changes sign when the bias voltage, \( U \), changes sign; in the following, we assume that \( U > 0 \). The integral \((128)\) is evaluated in Appendix B.2. The result is

\[
\langle I \rangle = \tilde{e} \left( 2\pi T \right)^{2g-1} \frac{e^{-\pi g T|\tau(2) - \tau(1)|}}{\pi \Gamma(g)} \cos 2\pi (\Phi_\gamma^* + \frac{\tilde{e} U}{2} [\tau(1) + \tau(2)]) \nonumber \\
\text{Im}\{e^{i\pi \tilde{e} U|\tau(2) - \tau(1)|} C_g(\tilde{e} U, |\tau(2) - \tau(1)|, T)\}
\]

(129)

with \( C_g \) given in terms of the hypergeometric function,

\[
C_g(\mu, \tau, T) = 2 F_1(g, g - i\beta\mu; 1 - i\beta\mu; e^{-2\pi g T \tau}) \frac{\Gamma(g - i\beta\mu)}{\Gamma(1 - i\beta\mu)}.
\]

(130)

In the limit of low temperatures \((T \ll \tilde{e} U, |\tau(k)|^{-1})\), Eq. \((129)\) reduces to

\[
\langle I \rangle \propto \sqrt{\pi} \pi^{2g-1} e^{-\pi g T|\tau(2) - \tau(1)|} \cos 2\pi (\Phi_\gamma^* + \frac{\tilde{e} U}{2} [\tau(1) + \tau(2)]) \\
\left( \frac{2\pi \tilde{e} U}{|\tau(2) - \tau(1)|} \right)^{g-\frac{1}{2}} J_{g-\frac{1}{2}}(\pi \tilde{e} U |\tau(2) - \tau(1)|),
\]

(131)

where \( J_\nu(x) \) is the Bessel function of index \( \nu \). In the limit of high temperatures \((T \gg \tilde{e} U, |\tau(k)|^{-1})\), we find

\[
\langle I \rangle \propto T^{2g-1} e^{-\pi g T|\tau(2) - \tau(1)|} \\
\cos 2\pi (\Phi_\gamma^* + \frac{\tilde{e} U}{2} [\tau(1) + \tau(2)]) \sin(\pi \tilde{e} U |\tau(2) - \tau(1)|).
\]

(132)

From Eqs. \((131)\) and \((132)\), we see that our weak tunneling theory predicts an interference current that oscillates as a function of voltage, with periods \( \Delta U = 2/(\tilde{e}|\tau(2) \pm \tau(1)|) \). At large voltage and low temperatures, the envelope of the oscillations behaves like \( |\mu|^{g-1} \). At high temperature, the envelope follows \( T^{2g-1} e^{-\pi g T|\tau(2) - \tau(1)|} \) and the interference current is exponentially suppressed.

In the geometry of the Fabry-Perot interferometer (Fig. 6), we have \( \tau(1) \tau(2) < 0 \). For a symmetric interferometer with \( \tau := |\tau(2)| \simeq |\tau(1)| \), the oscillations of the interference current as a function of voltage (for \( T \ll \tilde{e} U, \tau^{-1} \)) stem from the Bessel function,

\[
\langle I \rangle = \tilde{e} \sqrt{\pi} \cos(2\pi \Phi_\gamma^*) \left( \frac{2\pi \tilde{e} U}{\tau} \right)^{g-\frac{1}{2}} J_{g-\frac{1}{2}}(2\pi \tilde{e} U \tau).
\]

(133)

For \( \tilde{e} U \tau \ll 1 \), we find that \( \langle I \rangle \propto |\tilde{e} U|^{2g-1} \), and we recover the result \((119)\) for the tunneling current through a single constriction. In the limit \( \tilde{e} U \tau \gg 1 \), we have \( \langle I \rangle \propto |\tilde{e} U|^{g-1} \). It is interesting to observe that the amplitudes of interference current oscillations as a function of voltage change their power law at the scale \( \tilde{e} U \sim \tau^{-1} \).
4.5.3. Interferometer with two distinct propagation speeds

Next, we consider a quantum Hall edge exhibiting (two families of) gapless excitations that propagate at two distinct propagation speeds, \( u_1 \) and \( u_2 \), with \( u_1 \ll u_2 \). The two propagation speeds are identical on both tunneling boundary components \( \partial^{(1)} \Omega \) and \( \partial^{(2)} \Omega \). In fact, it is believed that electrically charged modes \( (Q_n \neq 0) \) propagate at a significantly higher speed than neutral modes \([36–38]\).

As before, we suppose that the chiralities of all modes are identical, i.e., \( \chi_n = 1 \) for all \( n \). The scaling dimension of the two modes is denoted by \( g_1 \) and \( g_2 \), and we let \( \eta = g_1 + g_2 \).

The general expression for the interference current is given in (123). In the limit of a symmetric interferometer, \( |\xi^{(1)}| \simeq |\xi^{(2)}| \), we let \( \tau = \tau^{(1)} \simeq -\tau^{(2)} > 0 \).

In this case, the interference current is given by

\[
\langle I \rangle = 2 \cos(2\pi \Phi^*) \Im \{ \sin(\pi g) e^{2\pi i eU\tau} K_2(2\tau, \tau) + \sin(\pi g_2) \hat{K}_2(\tau, -\tau) \}. \tag{134}
\]

The functions \( K_2(x,y) \) and \( \hat{K}_2(x,y) \) are displayed in Appendix B.2 in terms of Appell’s hypergeometric function of two variables, \( F_1 \); see Eqs. (B.26) and (B.29).

In the limit of an asymmetric interferometer, with \( \xi^{(1)} \ll \xi^{(2)} \), we let \( \tau = \tau^{(1)} > 0 \), and \( \tau \gg |\tau^{(2)}| \). In the limit of low temperatures (\( T \ll \tilde{e}U, \tau^{-1} \)), the interference current is then given by

\[
\langle I \rangle = \frac{\tilde{e}}{2\pi} \tau^{1-2g} \Im \{ \sin(\pi g) [e^{2\pi i \Phi^*} e^{2\pi i \tilde{e}U\tau} \hat{U}(1 - g_1, 2 - g_2, -2\pi i \tilde{e}U\tau) \\
+ e^{-2\pi i \Phi^*} \hat{U}(1 - g - g_2, 2 - g_2, -2\pi i \tilde{e}U\tau)] \\
+ \sin(\pi g_2) \tilde{M}(1 - g - g_2, 2 - g_2, 2\pi i \tilde{e}U\tau) \} \}. \tag{135}
\]

The functions \( \tilde{M} \) and \( \tilde{U} \) are regularized versions of Kummer’s confluent hypergeometric functions \( M \) (also denoted by \( 1F_1 \)) and \( U \) (Tricomi function); see Eqs. (B.34) and (B.35) in Appendix B.2. We are not able to obtain a similar simple expression of the current in the low-temperature limit for a symmetric interferometer; Eq. (134) has to be used in that case.

Setting \( g_2 = 0 \) and \( g_1 = g \), the expressions (134) and (135) reduce to the interference current for a single propagation speed, Eq. (129).

4.6. Interference current for dynamical modifications of the sample

Next, we want to discuss the possible effects on the tunneling current of dynamical, i.e., time-dependent changes applied to the quantum Hall sample. More precisely, we are interested in slowly time-dependent modifications that are switched on after the tunneling current has equilibrated, at a time \( t > t_{eq} \).
4.6.1. Increase of magnetic flux

Here, we discuss the effect on the tunneling current when the magnetic flux through the sample is increased after the equilibration time $t_{eql}$. The electromagnetic gauge fields enter the tunneling current (107) through the interference phase $\Phi_{eq}$. Let us first consider the case of a static magnetic flux through a hole in the incompressible fluid. Suppose that the interference contour $\gamma$ winds around that hole. In a static situation, the magnetic flux through the hole, $\Phi_{em\, hole}$, appears on the right-hand side of Eq. (110), and gives a contribution $\tilde{e}\Phi_{em\, hole}$ to $\Phi_{\gamma}^\ast$. One concludes that the interference current, (133) or (134), is periodic in $\Phi_{em\, hole}$ with an “Aharonov-Bohm” period $1/\tilde{e} > 1$. This is in contradiction to the well-known fact that one unit of magnetic flux ($\delta\Phi_{em} = 1$ in our units) through a hole in an electronic system can always be removed by a gauge transformation [39]. In a microscopic approach, resolutions to this apparent paradox have been proposed [18, 40–42]; and can be summarized by the following scenario: When magnetic flux through a hole is adiabatically increased by one unit, the system ends up in an excited state. As the system relaxes to its ground state, a fractional quasi-particle is transferred between the boundary components which restores the electronic period $\delta\Phi_{em}$.

Let us analyze a process of dynamic increase of magnetic flux, using the low-energy field theory approach of this paper. It is clear that the static expression (110) for the interference phase $\Phi_{pq}(t', t)$ cannot be used in this situation, for $t > t_{eql}$. Instead, a possibly time-dependent term is added to the phase $\Phi_{\gamma}^\ast$ in the interference current displayed in Sect. 4.5,

$$\Phi_{\gamma}^\ast \mapsto \Phi_{\gamma}^\ast + \tilde{\Phi}_\gamma(t).$$

(136)

For simplicity of notation, let us set the speeds $u_n = 1$ and chiralities $\chi_n = 1$ in this section. From (108), neglecting the line integrals of the bulk fields $A_n$ for sufficiently narrow constrictions, the additional phase $\tilde{\Phi}_\gamma(t)$ in (136) is given by

$$\tilde{\Phi}_\gamma(t) = \sum_n \chi_n q_n \int_\gamma \partial_1 p_n|\tilde{a}_n|\xi, t) d\xi$$

$$= \sum_n \chi_n q_n \{ p_n^{(1)}(\xi_2, t) - p_n^{(1)}(\xi_1, t) + p_n^{(2)}(\xi_2, t) - p_n^{(2)}(\xi_1, t) \}.$$

(137)

The fields $\tilde{a}_n$ in (137) are the slowly time-dependent external gauge fields switched on for $t > t_{eql}$, in addition to the static gauge fields. Note that $p_n^{(k)}|\tilde{a}_n|\xi, t)$ are single-valued functions on $\partial^{(k)}\Omega$, for all times.

We calculate the phase (137) for the special case of an increase of magnetic flux through surfaces bounded by $\partial^{(k)}\Omega$. For this purpose, we consider electromagnetic gauge fields of the form

$$\tilde{a}^{(k)}_1(\xi, t) = f^{(k)}(\xi)\Phi_{em}^{(k)}(t)$$

(138)
and \( \tilde{a}_0^{(k)} = 0 \), where \( f^{(k)}(\xi) \) are continuous periodic functions on \( \partial^{(k)}\Omega \) with \( \int_0^{L^{(k)}} d\xi f^{(k)}(\xi) = 1 \) and \( L^{(k)} = |\partial^{(k)}\Omega| ; \Phi^{(k)}_{em}(t) \) is the magnetic flux through a surface bounded by \( \partial^{(k)}\Omega \), which increases in time from \( \Phi^{(k)}_{em}(t \leq t_{eql}) = 0 \) to \( \Phi^{(k)}_{em}(t \gg t_{eql}) = \Phi^{(k)}_{em} \). By Eq. (63), the functions \( p_n[\tilde{a}_n] \) are given by

\[
p_n^{(k)}[\tilde{a}_n](\xi,t) = Q_n \int ds f^{(k)}(\xi + t - s)\Phi^{(k)}_{em}(s) .
\]  

(139)

It is straightforward to see that, for \( t \gg t_{eql} \),

\[
p_n^{(k)}[\tilde{a}_n](\xi_2,t) - p_n^{(k)}[\tilde{a}_n](\xi_1,t) \\
= Q_n \int dt \{ f^{(k)}(\xi_2 + t - s) - f^{(k)}(\xi_1 + t - s) \} \Phi^{(k)}_{em}(s) \\
\simeq \frac{\xi_2 - \xi_1}{L^{(k)}} Q_n \Phi^{(k)}_{em} + \ldots ,
\]

where “\( \ldots \)” stands for terms that are highly oscillatory in time, with frequency \( \omega \gtrsim u/L^{(k)} ; u \) is the propagation speed of the slowest edge mode, and \( L^{(k)} \) is the length of the boundary component. We expect that such high-frequency oscillations in the tunneling current are unobservable in transport measurements.\(^{13}\)

The first term on the right-hand side of (140), however, is negligible by our hypothesis (95): The distance between neighboring tunneling constrictions is much smaller than the total length of the edge. If this were not the case, the two-point functions used in this calculation would be strongly affected by the Ohmic contacts and our calculation is invalid. Therefore, in the case under consideration, the time-dependent phase shift (137) in (136) is unobservable; \( \Phi^{(k)}(t) \approx 0 \) for an arbitrary variation of magnetic flux through the holes of the sample.

Note that the form (138) of the electromagnetic field is not only suitable for an insertion of magnetic flux through the boundary components \( \partial^{(k)}\Omega \) involved in the tunneling process. The same argument can be used for the process of a dynamical increase of magnetic flux at an arbitrary location of the sample,\(^{14}\) by using functions \( f^{(k)}(\xi) \) in (138) such that \( \int_0^{L^{(k)}} d\xi f^{(k)}(\xi) = 0 \). This only gives highly oscillatory, unobservable contributions to the phase (137).

4.6.2. Deformation of the interference contour

In the previous section we concluded that the interference term in the tunneling current remains constant under arbitrary adiabatic variations of the magnetic

\(^{13}\)In fact, the high-frequency oscillations in (140) stem from the propagation of variations in the edge charge distribution around the biased edge components. It is plausible that these oscillations are completely suppressed by the Ohmic contact.

\(^{14}\)Of course, the change of magnetic flux must be sufficiently small such that the incompressible state remains intact.
flux through the sample. However, a way to observe “Aharonov-Bohm” type effects is to deform the interference contour, $\gamma \mapsto \gamma(t)$. To do so, the boundary components $\partial^{(k)} \Omega$ involved in the tunneling process need to be deformed by some external force (e.g., by a gate voltage). Assuming that the distance between the tunneling constrictions, $|\xi^k_2 - \xi^k_1|$, remains constant, the interference term in the tunneling current acquires a time dependence due to the phase

$$\Phi^\gamma_\gamma(t) = \Phi^\gamma(t) = \tilde{e} \Phi^\text{em}_\gamma(t),$$  \hspace{1cm} (141)

where $\Phi^\text{em}_\gamma(t)$ is the magnetic flux through the interference contour at time $t$, $\gamma(t)$. Hence, we expect an “Aharonov-Bohm” period $1/\tilde{e} > 1$ in the magnetic flux through the interference contour when the flux is varied by deformation of the boundary components. Equation (141) provides access to the fractional charge $\tilde{e}$ of the quasi-particles tunneling at the constrictions. Note that, in (141), we assume that the localized bulk quasi-particles remain far from the boundary and from the tunneling constrictions. The process when a bulk quasi-particle is dragged across the interference contour is discussed next.

4.6.3. Dragging around localized bulk quasi-particles

Next, we analyze the effect of dragging a localized bulk quasi-particle around the sample by some external agent. As long as the quasi-particle is located far from the edge and far from the constrictions, formulae similar to (138) and (140) can be used to show that the interference phase $\Phi^\gamma$ remains constant. However, the situation is different when a quasi-particle is moved across the interference contour $\gamma$ at a constriction (see Fig. 7). In this case, the line integral of the

![Figure 7: Localized bulk quasi-particle with charge $\mathbf{q}^0$ is moved across a tunneling constriction.](image)

bulk field $\mathcal{A}_n$ in the tunneling operator cannot be neglected. When a bulk quasi-particle with charge $\mathbf{q}^0$ is moved across the constriction, it follows from (108) that the interference phase $\Phi^\gamma$ changes by the amount

$$\Delta \Phi^\gamma = \mathbf{q}^0 \cdot \mathbf{q} = \sum_n \chi_n q^0_n q_n,$$  \hspace{1cm} (142)
where \( q \) is the charge vector of the tunneling quasi-particle. This is the same as the static result, (124).

Equation (142) provides experimental access to the projection of the tunneling quasi-particle charge vector \( q \) to a charge vector of a localized bulk quasi-particle \( q^0 \). In Eq. (141), note that only the electrical charge modes (with \( Q_n \neq 0 \)) contribute to the quasi-particle charge \( \tilde{e} \). The phase jumps (142) due to bulk quasi-particles leaving the interference contour, however, probe the neutral modes, too.

It is tempting to expect a similar result for the situation when a localized bulk charge is brought close to the edge and is then absorbed by the edge. Total charge conservation implies that the edge charge is increased by the amount of absorbed bulk charge. However, the effect of such a process on the interference phase \( \Phi_\gamma \) is unclear, since we do not know its explicit dependence on the edge charges in (124).

4.7. Short digression on energy scales

In the following, we give some physically relevant scales which should be used to describe realistic experimental samples. Transport experiments in quantum Hall samples are done (see [12]) in a temperature range of \( T \sim 10 \sim 30 \text{ mK} \). The applied bias voltage at the constrictions is \( U \lesssim 100 \mu V \), corresponding to \( eU/k_B \lesssim 1 \text{ K} \). The linear size of the quantum Hall edge is \( L \sim 5 \cdot 10^{-3} \text{ m} \). In a typical interference experiment, the distance between tunneling contacts is of the order of \( \xi \sim 2 \cdot 10^{-3} \text{ m} \).

It is expected on general grounds [36–38] that the propagation speed of the charge modes, \( u_c \), is essentially given by a scale set by the the Coulomb interaction energy, \( u_c \simeq e^2/(\varepsilon h) \). For a realistic value of the dielectric constant, \( \varepsilon \simeq 10 \), one gets the estimate \( u_c \simeq 10^5 \text{ m s}^{-1} \). In contrast, the propagation speed of the neutral modes, \( u_n \), is expected to be much smaller.

Using this speed estimate for the charge mode, the energy scale corresponding to the finite length of the edge is given by \( T_L = \hbar u_c/(k_B L) \sim 1 \text{ mK} \). We see that, in order to describe current experiments, we are in the range \( T_L \ll T \) and \( L \) can effectively be taken to infinity. Moreover, the bias voltage is of the order of the temperature, \( eU/(2\pi) \sim T \); Hence, it should be possible, with currently available techniques, to probe both low- and high-temperature limits of the tunneling current discussed in this paper.

The distance between tunneling constrictions, \( \xi \), corresponds to a temperature scale \( T_\xi \sim 2 \text{ mK} \). This is the smallest remaining energy scale in the problem, i.e., \( T_\xi \ll T, eU \). Our calculation predicts oscillations of the interference current as a function of bias voltage \( U \) with periods \( \propto |\xi^1 \pm \xi^2|^{-1} \), see Eqs. (131) and (132). In present day experiments, \( |\xi^1 + \xi^2|^{-1} \) leads therefore to high-frequency oscillations which we expect to be unobservable. However, for a sufficiently symmetric interferometer, one may hope to observe oscillations with period \( \propto |\xi^1 - \xi^2|^{-1} \). From
such measurements, it may even be possible to extract the propagation speed of the charge mode.

Acknowledgments

We thank A. Boyarsky, V. Cheianov, I. Levkivskyi, and E. Sukhorukov for very useful discussions. This work has profited from insights due to earlier collaborations of the senior Author \[17, 18\], especially for the part concerning quasi-particle interferometry. This work was supported by the Swiss National Science Foundation.

Appendix A. Conserved current

In this appendix we show that the conserved current on the edge, $\hat{j}_\mu$, Eq. (66), can be written as in (68). Furthermore, we derive the solutions (63) and (64) for the function $p_n[a_n]$ in (58). To keep our notation compact, we omit the mode index $n$ and write $a$, instead of $a_n$, for the gauge field. For simplicity, we set the propagation speed $u = 1$ and the chirality $\chi = 1$.

The conserved current is defined as

$$\hat{j}_\mu = \frac{1}{2}(g^{\mu\nu} + \epsilon^{\mu\nu})(\partial_\nu \phi + \partial_\nu p + a_\nu) - \epsilon^{\mu\nu} a_\nu, \quad (A.1)$$

with

$$\phi(\xi, t) = \varphi(\xi, t) + p[a](\xi, t). \quad (A.2)$$

The function $p[a](\xi, t)$, for $\xi \in \partial \Omega$, is a solution of the equation (57), i.e.,

$$\Box p = (\epsilon^{\mu\nu} - g^{\mu\nu})\partial_\mu a_\nu. \quad (A.3)$$

We introduce light-cone coordinates $\xi^\pm = \xi^0 \pm \xi^1$, and $\partial_\pm = (\partial_0 \pm \partial_1)/2$, and we define $a_\pm = (a_0 \pm a_1)/2$. In terms of light-cone coordinates, Eqs. (A.1) and (A.3) can be written as

$$* \hat{j} = \epsilon_{\mu\nu} j^\mu d\xi^\nu = (\partial_+ \varphi + \partial_+ p + a_+) d\xi^+ - a_\mu d\xi^\mu = \partial_+ \varphi d\xi^+ - (\partial_- p + a_-) d\xi^- + dp \quad (A.4)$$

and

$$\partial_+ (\partial_- p + a_-) = 0. \quad (A.5)$$

The solution to (A.5) with Cauchy data

$$p(\xi, t = 0) = p_0(\xi),$$
$$\partial_0 p(\xi, t = 0) = \dot{p}_0(\xi) \quad (A.6)$$
at the time $t = 0$, is given by

$$p(\xi, t) = \frac{1}{2} [p_0(\xi + t) + p_0(\xi - t)] + \int_0^t ds \dot{p}_0(\xi + t - 2s) + 2 \int_0^t ds [a_{-}(\xi + t - 2s, 0) - a_{-}(\xi + t - s, s)].$$

(A.7)

Let us compute the function $\partial_{-} p + a_{-}$ appearing in (A.4) and using (A.7). We have that

$$\partial_{-} p(\xi, t) + a_{-}(\xi, t) = \frac{1}{2} \dot{p}_0(\xi - t) - \partial_1 p_0(\xi - t) + a_{-}(\xi - t, 0).$$

(A.8)

We see that, for a suitable choice of Cauchy data, $\partial_{-} p + a_{-}$ can be made to vanish for all times. Such a choice is

$$\dot{p}_0(\xi) = -a_0(\xi, 0),$$
$$\partial_1 p_0(\xi) = -a_1(\xi, 0).$$

(A.9)

In that case, $\partial_{-} p + a_{-} = 0$. Plugging this into (A.4) yields the result (68).

Furthermore, using (A.9), the solution (A.7) for $p$ becomes

$$p(\xi, t) = p_0(\xi + t) - 2 \int_0^t ds a_{-}(\xi + t - s, s),$$

(A.10)

with

$$p_0(\xi) = -\int_0^\xi d\bar{\xi} a_1(\bar{\xi}, 0),$$

(A.11)

which corresponds to (63) and (64).

Note that our choice of Cauchy data (A.9) has a further advantage of respecting the gauge-dependence of $p(\xi, t)$ at the initial time $t = 0$. We have that

$$\partial_{\mu} p(\xi, t)|_{t=0} = -a_\mu(\xi, 0).$$

(A.12)

Under a general gauge transformation, (A.10) transforms like

$$p[\alpha](\xi, t) = p[\alpha](\xi, t) - \int_0^{\xi+t} d\bar{\xi} \partial_1 \alpha(\bar{\xi}, 0) - \int_0^t ds \frac{d}{ds} \{\alpha(\xi + t - s, s)\}
= p[\alpha](\xi, t) - \alpha(\xi, t) + \alpha(0, 0).$$

(A.13)

Without loss of generality, we require $\alpha(0, 0) = 0$ to recover the correct gauge dependence of the field $\phi$, Eq. (52).
Appendix B. Some special integrals

In this appendix, we sometimes use $\beta = T^{-1}$ to denote the inverse temperature. $\mu = \tilde{e}U$ is the chemical potential at bias voltage $U$. To evaluate the direct tunneling current through a single constriction, we need to compute the following integral:

$$K_0(T) = (\pi T)^{2g} \int_0^\infty ds \left[ \sinh \pi T s \right]^{-2g} e^{2\pi i \mu s},$$

(B.1)

Substituting $u = e^{-2\pi T s}$, we find that

$$K_0(T) = (2\pi T)^{2g} \int_0^1 du \frac{u^{g-i\beta \mu}}{(1-u)^{2g}} \frac{1}{(2\pi T u)^{2g}}.$$

(B.2)

This is of the form of the Euler Beta function given by

$$B(a, b) = \int_0^1 du \frac{u^{a-1}}{(1-u)^{b-1}}.$$  

(B.3)

Hence, we find that

$$K_0(T) = (2\pi T)^{2g-1} B(g - i\beta \mu, 1 - 2g).$$  

(B.4)

This expression can be further simplified by writing it in terms of Gamma functions,

$$B(a, b) = \frac{\Gamma(a) \Gamma(b)}{\Gamma(a+b)}$$  

(B.5)

and using that

$$\Gamma(x) \Gamma(1-x) = \frac{\pi}{\sin \pi x}.$$  

(B.6)

We then arrive at

$$K_0(T) = (2\pi T)^{2g-1} B(g - i\beta \mu, g + i\beta \mu) \frac{\sin \pi (g + i\beta \mu)}{\sin 2\pi g}.$$  

(B.7)

The limit $\mu \gg T$ is most easily found from (B.4): We have $B(a, b) \simeq \Gamma(a) b^{-a}$, for $a \gg 1$ and $b$ fixed. Hence,

$$K_0(T \ll \mu) = (2\pi)^{2g-1} \frac{\pi}{\Gamma(2g) \sin 2\pi g} (-i\mu)^{2g-1} \frac{1}{e^{-i\pi (g-1/2) \text{sgn}(\mu)}} \frac{\pi}{\Gamma(2g) \sin 2\pi g}.$$  

(B.8)
The limit $\mu \ll T$ is immediate from (B.7).

From (116), the direct tunneling current through a single constriction is therefore given by

$$\langle I \rangle (\mu, g, T) \propto \text{Im}\{2\sin(\pi g) K_0(T)\}$$

(B.9)

where we have introduced $\mu = \tilde{e}U$. In the limit $\mu \gg T$, we find that

$$\langle I \rangle (\mu, g, \mu \gg T) = \text{sgn}(\mu)|2\pi\mu|^{2g-1} \frac{\pi}{\Gamma(2g)}.$$

(B.10)

Hence, for large voltage drops, we obtain Ohm's law only in the case of free Fermions where $g = 1$. The resistance behaves like $R \propto |\mu|^{2g-2}$.

In the limit $\mu \ll T$, we have that

$$\langle I \rangle (\mu, g, \mu \ll T) = (2\pi T)^{2g-1} \frac{\pi\mu}{T} B(g, g).$$

(B.11)

Thus, Ohm's law is valid for all $g$ in that case. For small voltages, the resistance behaves like $R \propto T^{2g-2}$.

**Appendix B.2. Interference integral**

For the interference current, we need to calculate the integral

$$K_1(x) = (\pi T)^{2g} \int_0^\infty ds e^{2\pi i s x} \frac{\sinh(\pi T s) \sinh \pi T (s + x)^g}{[1 - e^{-2\pi T s}]^g [1 - e^{-2\pi T (s+x)}]^g}.$$

(B.12)

Substituting $u = e^{-2\pi T s}$, we have

$$K_1(x) = (2\pi T)^{2g-1} e^{-\pi g T x} \int_0^1 du u^{g-i\beta \mu-1} (1-u)^{-g} (1 - e^{-2\pi T x u})^{-g}.$$

(B.13)

This can be recognized as Gauss hypergeometric function, which has the integral representation

$$_2F_1(a, b; c; z) = \frac{1}{B(a, c-a)} \int_0^1 du u^{a-1}(1-u)^{c-a-1}(1-zu)^{-b}.$$

(B.14)

Hence, we find that

$$K_1(x) = (2\pi T)^{2g-1} e^{-\pi g T x} B(g - i\beta \mu, 1-g) _2F_1(g - i\beta \mu, g; 1 - i\beta \mu; e^{-2\pi T x}).$$

(B.15)
As $z \to 1$ in (B.14),

$$2F_1(a, b; c; z = 1) = \frac{B(a, c - a - b)}{B(a, c - a)}.$$  \hspace{1cm} (B.16)

Therefore, in the limit $x \to 0$, (B.15) reduces to (B.7), as it should; [the integral (B.12) reduces to the integral (B.1)]. Finally, using the formulae for the Beta function above, we find

$$K_1(x) = (2\pi T)^{2g-1} e^{-\pi g T x} \frac{\pi}{\sin \pi g} \frac{\Gamma(g - i\beta \mu)}{\Gamma(g)} \frac{2F_1(g - i\beta \mu, g; 1 - i\beta \mu; e^{-2\pi T x})}{\Gamma(1 - i\beta \mu)}.$$ \hspace{1cm} (B.17)

The low-temperature limit of the interference integral can be computed in a similar way:

$$K_1(x, T \ll \{\mu, x^{-1}\}) = \int_0^\infty ds \, [s(s + x)]^{-g} e^{2\pi i \mu s}.$$ \hspace{1cm} (B.18)

Upon changing variables, $s = \frac{x}{2}(u - 1)$, we obtain

$$K_1(x, T \ll \{\mu, x^{-1}\}) = \left(\frac{x}{2}\right)^{2g-1} e^{-i\pi \mu x} \int_1^\infty \frac{du}{(u^2 - 1)^g} e^{i\pi \mu xu}.$$ \hspace{1cm} (B.19)

As before, the limit $T \gg \mu$ can easily be found by setting $\beta \mu = 0$ in (B.17).

Let us now compute the interference current. From (128),

$$\langle I \rangle = 2 \sin(\pi g) \frac{(\pi T)^{2g}}{\sin \pi(g \mu)} \left\{ e^{2\pi i \Phi} \left( \int_{-\infty}^{\tau_1} ds + \int_{\tau_2}^\infty ds \right) e^{2\pi i \mu s} [\sinh \pi T(s - \tau_1) \sinh \pi T(s - \tau_2)]^{-g} \right\}.$$ \hspace{1cm} (B.20)

We have made a labeling of the edge such that $\tau_1 \leq \tau_2$. Upon an appropriate shift of integration variables, the current is brought to the form (B.12),

$$\langle I \rangle = \text{Im} \left\{ e^{2\pi i \Phi} \left( \int_{-\infty}^{\tau_1} ds + \int_{\tau_2}^\infty ds \right) e^{2\pi i \mu s} [\sinh \pi T(s - \tau_1) \sinh \pi T(s - \tau_2)]^{-g} \right\}.$$ \hspace{1cm} (B.21)

which is the result (129).

In the low-temperature limit, using (B.18), we obtain

$$\langle I \rangle = 2 \cos 2\pi \Phi \left( \int_{-\infty}^{\tau_1} ds + \int_{\tau_2}^\infty ds \right) e^{2\pi i \mu s} [\sinh \pi T(s - \tau_1) \sinh \pi T(s - \tau_2)]^{-g}.$$ \hspace{1cm} (B.22)

This integral is a Bessel function since (44, p. 360)

$$\int_1^\infty du \frac{\sin(\pi u)}{(u^2 - 1)^g} = \sqrt{\pi} \frac{\Gamma(1 - g)}{2} \left( \frac{2}{z} \right)^{-g} J_{g - \frac{1}{2}}(z),$$ \hspace{1cm} (B.23)

which brings us to the result (131).
Appendix B.2. Interference integral with two velocities

For the interference current with two velocities, we must evaluate the following integrals.

\[
K_2(x, y) = \left(\pi T\right)^{2g} \int_0^\infty ds \frac{e^{2\pi i\mu s}}{\sinh(\pi T s) \sinh \pi T(s + x) [\sinh \pi T(s + y)]^{2g_2}}, \quad (B.24)
\]

for \(x > 0, y > 0\). Substituting \(u = e^{-2\pi T s}\), one gets

\[
K_2(x, y) = (2\pi T)^{2g-1} e^{-\pi T(g_1 x + 2g_2 y)} \int_0^1 du \frac{u^{g-1} - 1}{[1 - u][1 - e^{-2\pi T y u}]^{g_1} [1 - e^{-2\pi T y u}]^{2g_2}}, \quad (B.25)
\]

which can be written in terms of Appell’s hypergeometric function, \(F_1\). We find that

\[
K_2(x, y) = (2\pi T)^{2g-1} e^{-\pi T(g_1 x + 2g_2 y)} \tilde{F}_1(g - i\mu \beta; g_1, 1 + g_2 - i\mu \beta; e^{-2\pi T x}, e^{-2\pi T y}), \quad (B.26)
\]

where

\[
\tilde{F}_1(a; b_1, b_2; c; z_1, z_2) = B(a, c - a) F_1(a; b_1, b_2; c; z_1, z_2), \quad (B.27)
\]

We also need the integral

\[
\tilde{K}_2(x, y) = (\pi T)^{2g} \int_0^x ds \frac{e^{2\pi i\mu s}}{\sinh \pi T(x - s) \sinh \pi T|y - s|} [\sinh \pi T s]^{2g_2} \quad (B.28)
\]

for \(x > 0\) and \(y \notin (0, x)\). Substituting \(u = \frac{\exp(2\pi T s) - 1}{\exp(2\pi T x) - 1}\), we get

\[
\tilde{K}_2(x, y) = (2\pi T)^{2g-1} e^{\pi T g_1 (x + y)} \frac{e^{2\pi T x} - 1}{|e^{2\pi T x} - 1|} \frac{1}{e^{2\pi T y} - 1} \tilde{F}_1(1 - 2g_2; g_1, 1 - g - i\mu \beta; 2 - g_1 - 2g_2; e^{2\pi T x} - 1, 1 - e^{2\pi T x}). \quad (B.29)
\]

Let us now evaluate the current, with the general expression (123), in the case of two (families of) modes that propagate at significantly different speeds. We denote the two speeds by \(u_1, u_2\) and let

\[
u_1 \ll u_2. \quad (B.30)
\]

Recall that \(\tau_n^{(k)} = \xi^{(k)} / u_n\), where \(\xi^{(1), (2)}\) is the distance between the tunneling constrictions along edge (1) and (2), respectively. By (B.30), \(|\tau_1^{(k)}| \gg |\tau_2^{(k)}|\). In
the following, we evaluate the integral in the expression for the current \([123]\) in
the limit \(\tau_2^{(k)} \to 0\).

For a Fabry-Perot interferometer, \(\tau_n^{(1)} \tau_n^{(2)} < 0\). Therefore we can choose
\(\tau_1^{(1)} \ll \tau_2^{(1)} \ll 0 \ll \tau_2^{(2)} \ll \tau_1^{(2)}\), and the integral \([123]\) becomes

\[
\langle I \rangle = (\pi T)^{2g} \text{Im} e^{2\pi i \Phi} \{\sin(\pi g)(\int_{-\infty}^{\tau_1^1} ds - \int_{\tau_1^2}^{\infty} ds) - \sin(\pi g_2) \int_{\tau_1^2}^{\tau_2^2} f(\tau_2^1, \tau_2, s) ds \\
e^{2\pi i \mu s} [\sinh \pi T|s - \tau_1^1| \sinh \pi T|s - \tau_2^1| - \sinh \pi T|s - \tau_2^1| - \sinh \pi T|s - \tau_2^2| - \sinh \pi T|s - \tau_2^2|^2]}. \\
(\text{B.31})
\]

Next, we consider the limit \(\tau_2^{(k)} \to 0\). One finds that

\[
\langle I \rangle = (\pi T)^{2g} \text{Im} e^{2\pi i \Phi} \{\sin(\pi g)(\int_{-\infty}^{\tau_1^1} ds - \int_{\tau_1^2}^{\infty} ds) - \sin(\pi g_2) \int_{\tau_1^2}^{\tau_2^2} \text{sgn}(s) ds \\
e^{2\pi i \mu s} [\sinh \pi T|s - \tau_1^1| \sinh \pi T|s - \tau_2^1| - \sinh \pi T|s - \tau_2^1| - \sinh \pi T|s - \tau_2^2| - \sinh \pi T|s - \tau_2^2|^2]}. \\
(\text{B.32})
\]

Using the \(K_2\)-integrals, this current is given by

\[
\langle I \rangle = \text{Im} \{e^{2\pi i \Phi} [\sin(\pi g) e^{2\pi i \mu t} K_2(\tau_2^1 - \tau_1^1, \tau_1^2) + \sin(\pi g_2) \tilde{K}_2(\tau_2^2, \tau_1^1)] \\
+ e^{-2\pi i \Phi} [\sin(\pi g) e^{-2\pi i \mu t} K_2(\tau_2^1 - \tau_1^1, -\tau_1^1) + \sin(\pi g_2) \tilde{K}_2(-\tau_2^1, -\tau_2^2)]\}. \\
(\text{B.33})
\]

For a symmetric FP interferometer with \(\tau_1^2 = -\tau_1^1 = \tau\), our result is

\[
\langle I \rangle = 2 \cos(2\pi \Phi) \text{Im} \{\sin(\pi g) e^{2\pi i \mu t} K_2(2\tau, \tau) + \sin(\pi g_2) \tilde{K}_2(\tau, -\tau)\}. \\
(\text{B.34})
\]

For a strongly asymmetric FP interferometer with \(|\tau_1^1| \ll \tau_2^2 = \tau\), the interference current is

\[
\langle I \rangle = \text{Im} \{e^{2\pi i \Phi} [\sin(\pi g) e^{2\pi i \mu t} K_2(\tau, \tau) + \sin(\pi g_2) \tilde{K}_2(\tau, 0)] \\
+ e^{-2\pi i \Phi} \sin(\pi g) K_2(\tau, 0)\}. \\
(\text{B.35})
\]

In the asymmetric limit, the \(K_2\) integrals become ordinary hypergeometric functions,

\[
K_2(\tau, \tau) = (2\pi T)^{2g-1} e^{-\pi T \tau (g_1 + 2g_2)} \
\tfrac{2}{2} F_1(g - i \mu \beta; g_1 + 2g_2; 1 + g_2 - i \mu \beta; e^{-2\pi T \tau}), \\
(\text{B.36})
\]

\[
\tilde{K}_2(\tau, 0) = \frac{(2\pi T)^{2g-1} e^{2\pi T \tau g_1}}{[e^{2\pi i \tau T} - 1]^{2g-1}} \
\tfrac{2}{2} F_1(1 - g_1 - 2g_2; 1 - g - i \mu \beta; 2 - 2g_1 - 1 - e^{2\pi i \tau T}), \\
(\text{B.37})
\]

\[
K_2(\tau, 0) = (2\pi T)^{2g-1} e^{-\pi T \tau g_1} \
\tfrac{2}{2} F_1(g - i \mu \beta; g_1; 1 - g_2 - i \mu \beta; e^{-2\pi T \tau}). \\
(\text{B.38})
\]
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Here, \( \tilde{F}_1 \) is the regularized version of the hypergeometric function, analog to (B.27).

In the high-temperature limit, all the \( K_2 \) integrals are suppressed exponentially with a factor \( e^{-T\tau} \). In the limit of low temperatures, \( T \ll \mu, \tau^{-1} \), the interference current is expressed in terms of the confluent forms of the hypergeometric functions. For the symmetric FP interferometer, the functions from the “Humbert series” are needed:

\[
\lim_{T \to 0} \hat{K}_2(\tau, -\tau) = \tau^{1-2g} B(\cdot) \Phi_1(\cdot) \tag{B.39}
\]

where \( \Phi_1 \) is the confluent hypergeometric function of two variables. The other integral is

\[
\lim_{T \to 0} K_2(2\tau, \tau) = \tau^{1-2g} \int_0^\infty du e^{2\pi i \mu \tau u} u^{-g_1} [u + 1]^{-2g_2} [u + 2]^{-g_1}. \tag{B.40}
\]

It should be possible to write these low-temperature limits in terms of \( \Phi_1 \) or a combination of other functions in the Humbert series, but we don’t know how. Therefore, for the symmetric interferometer, the finite-temperature expression [B.34] may be used to numerically compute the low-temperature limit. For the strongly asymmetric interferometer, the low-temperature limits are

\[
\lim_{T \to 0} K_2(\tau, \tau) = \tau^{1-2g} \tilde{U}(1 - g_1, 2 - 2g, -2\pi i \mu \tau), \tag{B.41}
\]

\[
\lim_{T \to 0} \hat{K}_2(\tau, 0) = \tau^{1-2g} \tilde{M}(1 - g_1 - 2g_2, 2 - 2g, 2\pi i \mu \tau), \tag{B.42}
\]

\[
\lim_{T \to 0} K_2(\tau, 0) = \tau^{1-2g} \tilde{U}(1 - g_1 - 2g_2, 2 - 2g, -2\pi i \mu \tau). \tag{B.43}
\]

Here, \( \tilde{U} \) and \( \tilde{M} \) are related to Kummer’s confluent hypergeometric functions \( U \) (Tricomi function) and \( M \) (also denoted by \( \Gamma(a,c) \)). Their definition and corresponding integral representations are given by

\[
\tilde{M}(a,c,z) = \tilde{F}_1(a,c,z) = B(a,c-a)M(a,c,z)
= \int_0^1 du u^{a-1} [u - 1]^{c-a-1} e^{2\pi i uz} \tag{B.44}
\]

and

\[
\tilde{U}(a,c,z) = \Gamma(a)U(a,c,z) = \int_0^\infty du u^{a-1} [1 + u]^{c-a-1} e^{-2\pi i uz}. \tag{B.45}
\]
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