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a b s t r a c t

Guided by results in the premetric electrodynamics of local and lin-
ear media, we introduce on 4-dimensional spacetime the new ab-
stract notion of a Kummer tensor density of rank four, K ijkl. This
tensor density is, by definition, a cubic algebraic functional of a ten-
sor density of rank four T ijkl, which is antisymmetric in its first two
and its last two indices: T ijkl

= −T jikl
= −T ijlk. Thus, K ∼ T 3,

see Eq. (46). (i) If T is identified with the electromagnetic response
tensor of local and linear media, the Kummer tensor density en-
compasses the generalized Fresnel wave surfaces for propagating
light. In the reversible case, the wave surfaces turn out to be Kum-
mer surfaces as defined in algebraic geometry (Bateman 1910). (ii) If
T is identified with the curvature tensor Rijkl of a Riemann–Cartan
spacetime, then K ∼ R3 and, in the special case of general rela-
tivity, K reduces to the Kummer tensor of Zund (1969). This K is
related to the principal null directions of the curvature. We discuss
the properties of the general Kummer tensor density. In particular,
wedecomposeK irreducibly under the 4-dimensional linear group
GL(4, R) and, subsequently, under the Lorentz group SO(1, 3).
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1. Introduction

1.1. Fresnel surface

We consider electromagnetic waves propagating in a homogeneous, transparent, dispersionless,
and nonconducting crystal. The response of the crystal to electric and magnetic perturbations is
assumed to be local and linear. The permittivity tensor εab (a, b = 1, 2, 3) of the crystal1 is anisotropic
in general, and the same is true for its impermeability tensorµ−1

ab . Suchmaterials are called special bi-
anisotropic (see [4–6]). If εab andµ−1

ab are assumed to be symmetric, these bi-anisotropicmaterials are
characterized by 12 independent parameters. In many applications, however, µ−1

ab can be considered
approximately to be isotropic µ−1

ab = µ−1
0 gab; here gab is the 3-dimensional Euclidean metric

tensor. Such cases were already studied experimentally and theoretically in the early 19th century,
before Maxwell recognized the electromagnetic nature of light in 1862 (see [7]). To carry out these
investigations on geometric optics, one used the notions of light ray and of wave vector, and one was
aware (Young, 1801)2 that light was transverse and equipped with a polarization vector.

At each point inside a crystal, we have a ray vector and a wave covector (one-form). It is then pos-
sible to determine the ray surface and its dual, the wave surface, for visualizing how a pulse of light is
propagating. The ray surface was first constructed by Fresnel (1822) and is conventionally called Fres-
nel surface, an expression also used for the wave surface, see the popular introduction by Knörrer [8].
Since the symmetric permittivity tensor can be diagonalized, the Fresnel surface is described by 3prin-
cipal values. In the case when all of them are equal, the Fresnel surface is an ordinary 2-dimensional
sphere. For two unequal parameters, the surface is the union of two shells, a sphere and an ellipsoid.
These two shells touch at two points. In Fig. 1, we display such a surface for a crystal with three dif-

ferent principal values of the permittivity: (εab) =


ε1 0 0
0 ε2 0
0 0 ε3


and (µ−1

ab ) = µ−1
0


1 0 0
0 1 0
0 0 1


. It is a

union of two shells that meet at 4 singular points. As already recognized by Hadamard [9], the wave
surfaces are the characteristics of the corresponding partial differential equations describing thewave
propagation.

The classical 3-parameter Fresnel surface is naturally generalized when the anisotropy of the
impermeabilityµ−1

ab is taken into account. Removing also the diagonalizability requirement, one deals
with generalized Fresnel surfaces of less than 12 parameters. Such surfaces were derived in terms of
positive definite symmetric dyadics by Lindell [11], see also [12].

Moreover, it seems to be rather natural to extend ε and µ to asymmetric tensors, which emerge
if dissipative processes are involved. Recently, one of us [13] derived a tensorial expression of such a
generalized 18-parameter Fresnel surface. The derivation does not require the correspondingmatrices
to be real, symmetric, positive definite, or even invertible.

We here will derive such tensorial expressions for generalized Fresnel surfaces by proceeding
differently. We include first magnetoelectric effects and subsequently look for the corresponding
4-dimensional relativistic covariant generalizations of the 3-dimensional permittivity and imperme-
ability tensors.

1.2. Magnetoelectricity

In the 1960s, substances were found that, if exposed to a magnetic field Ba, were electrically po-
larized Da

= αa
bBb and, reciprocally, if exposed to an electric field Ea, were magnetized, Ha = βa

bEb,
see O’Dell [14]. These are small effects of the order 10−3√ε0/µ0, or smaller.

Such materials are characterized by the constitutive moduli εab, µ−1
ab , αa

b, βb
a, which can be ac-

commodated in a 6 × 6 matrix. Originally, all these moduli were assumed to obey the symmetry

1 The position of the indices are chosen always in accordance with the conventions of premetric electrodynamics, see [1–3].
2 Thomas Young (1773–1829), English mathematician and physicist.
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Fig. 1. Fresnel wave surface as the specific quartic surface (α2x2+β2y2+γ 2z2)(x2+y2+z2)−[α2(β2
+γ 2)x2+β2(γ 2

+α2)y2
+ γ 2(α2

+ β2)z2] + α2β2γ 2
= 0, with the 3 parameters α := c/

√
ε1, β := c/

√
ε2, γ := c/

√
ε3 and c = vacuum speed of

light (from Schaefer [10], image by J. Jaumann). The upper half depicts the exterior shell with the funnel shaped singularities,
the lower half the inner shell. The two optical axes are denoted by I and II. The two shells cross each other at four points forming
cusps. The wave vectors are denoted by N and N′ . All essential facts of crystal optics are encoded in this drawing. Such quartic
Fresnel surfaces and their non-trivial generalizations are at center stage of our article.

conditions

εab
= εba, µ−1

ab = µ−1
ba , and αa

b = −βb
a, (1)

yielding altogether 2 × 6 + 9 = 21 moduli characterizing a material.
Seemingly, Bateman in 1910 [15] was the first to investigate such materials. He studied electro-

magnetic wave propagation in Maxwell’s theory. His constitutive relations, in his notation, were
−B1 = κ11H1 + κ12H2 + κ13H3 + κ14D1 + κ15D2 + κ16D3,

· · · · · · · · · · · · · · · · · ·

E3 = κ61H1 + κ62H2 + κ63H3 + κ64D1 + κ65D2 + κ66D3. (2)

Bateman assumed the existence of 21 moduli κIJ = κJI , for I, J = 1, . . . , 6, believing that ‘‘These
conditions [the constitutive relations] may not correspond to anything occurring in nature; nevertheless
their investigation was thought to be of some mathematical interest on account of the connection which
is established between line-geometry and the theory of partial differential equations.’’ Then, ‘‘The general
Kummer’s surface appears to be the wave surface for a medium of a purely ideal character...’’.

Bateman’s 21 independent moduli κIJ – in contrast to what he thought – are not only a mathemat-
ical abstraction. Rather, they do have applications in physics, since they coincide with the 21 moduli
displayed in (1).

Of course, nowadays it is desirable to display the constitutive law (1) or (2), respectively, in a
4-dimensional covariant and premetricway, see [1,14,2];Whittaker [16], vol. 2, pp. 192–196, provides



300 P. Baekler et al. / Annals of Physics 349 (2014) 297–324

a short history of the premetric program. We collect the fields Da and Ha in the 4d electromagnetic
excitation tensor density H ij (=−H ji) and the fields Ea and Ba in the electromagnetic fields strength
tensor Fij (=−Fji), with the coordinate indices i, j, k, . . . = 0, 1, 2, 3. Then, Maxwell’s equations, with
the electric current density Jj, read

∂jH
ij

= Jj, ∂[iFjk] = 0. (3)

We assume that the crystal considered above responds locally and linearly if exposed to electromag-
netic fields. As a consequence, the constitutive law, with the electromagnetic response tensor density
χ ijkl(x), reads as follows:

H ij
=

1
2
χ ijklFkl, where χ ijkl

= −χ jikl, χ ijkl
= −χ ijlk. (4)

The response tensor density χ can be mapped to a 6 × 6 matrix with 36 independent components.
This matrix can be decomposed in its trace-free symmetric part (20 independent components), its
antisymmetric part (15 components), and its trace (1 component). On the level of χ , we have then the
irreducible decomposition under GL(4, R):

χ ijkl
=

(1)χ ijkl
+

(2)χ ijkl
+

(3)χ ijkl, (5)
36 = 20 ⊕ 5 ⊕ 1,

see [2,5,3]. The third part, the axion part, is totally antisymmetric and as such proportional to the
Levi-Civita symbol, (3)χ ijkl

:= χ [ijkl]
= α ϵ ijkl (see also [17–19]). The second part, the skewon part, is

defined according to (2)χ ijkl
:=

1
2 (χ

ijkl
− χ klij), see also [20,21]. If the constitutive equation can be

derived from a Lagrangian, which is the case as long as only reversible processes are considered, then
(2)χ ijkl

= 0. This corresponds to Bateman’s symmetry postulate κ[IJ] = 0. The principal part (1)χ ijkl

fulfills the symmetries (1)χ ijkl
=

(1) χ klij and (1)χ [ijkl]
= 0.

1.3. Wave propagation: Tamm–Rubilar tensor density Gijkl
[χ ]

In Section 1.1, we studied the Fresnel wave surfaces of crystals with an anisotropic dielectric con-
stant εab. Let us generalize these considerations to the response tensor density χ ijkl of (4), with its 36
independent components. The 4d wave covector is denoted by qi = (ω, −q), with the frequency ω
and the 3d wave vector q. As known from the literature, see [2] and the references given there, one
arrives at the generalized Fresnel equation, which is again quartic in the wave covector:

Gijkl
[χ ] qiqjqkql = 0. (6)

The Tamm–Rubilar (TR) tensor density G is totally symmetric, Gijkl
[χ ] = G(ijkl)

[χ ], and has 35 inde-
pendent components.3 The explicit definition reads, see [2], Eq. (D.2.22),

Gijkl
[χ ] :=

1
4!

ϵmnpq ϵrstu χmnr(i χ j|ps|k χ l)qtu, (7)

that is, it is cubic in χ . The totally antisymmetric Levi-Civita tensor density is denoted by ϵijkl = ±1, 0,
and the parentheses ( ) mark symmetrization over the enclosed indices; however, the indices stand-
ing between the two vertical strokes | |, here p and s, are excluded from the symmetrization process,
see [22]. It turns out that G[χ ] depends only on (1)χ and (2)χ ; the axion piece (3)χ drops out.

Itin [23] developed a new and generally covariant method for deriving the generalized Fresnel
equation (‘‘dispersion relation’’). His explicit expression for the TR-tensor density looks different from
(7). However, Obukhov [24], by straightforward but cumbersome algebra, was able to show that the
results are equivalent. In this context, Obukhovwas able, by using the double dual, to put (7) into what

3 Since by (6) the overall factor in the definition of G is conventional, G effectively has only 34 independent components.
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Itin called ‘‘Probably the most symmetric form...’’ of the TR-tensor density, namely4

Gijkl
[χ ] =

1
3!

χ a(ij|b �χ�

acbd χ c|kl)d
; (8)

here we have the left-dual �χij
kl

:=
1
2ϵijmnχ

mnkl
, the right-dual χ� ij

kl :=
1
2χ

ijmnϵklmn, and, thus, the
double dual �χ�

ijkl =
1
4ϵijmnχ

mnrsϵklrs. This version was derived directly by Lindell [26] by using a
dyadic calculus, see the discussion of Favaro [27].

The subject of our article is the Kummer tensor density K ijkl
[χ ] that we find from (8) by dropping

the factor 1/3! and the symmetrization parentheses (··|··|··). It should be well understood that the
expressions of the TR-tensor density in Eqs. (7) and (8) are equivalent to each other. However, if we
generalize the TR-tensor density in Section 2, it is decisive that we start exactly from Eq. (8).

1.4. Kummer surface and optics

We already saw that, as one examines increasingly structured materials, the Fresnel images of the
wave surfaces become more complicated, and depend on a wider set of characteristic parameters.
However, Eq. (6) specifies that, even in the general case, we are dealing with a quartic hypersurface
in the 4d space of wave covectors qi = (ω, −q). Plots such as Fig. 1 are derived by taking the section
ω = 1, and represent the inverse phase velocity of light.

In 1864, Kummer [28,29] discovered a family of quartic surfaces that would later play a major role
in the development of algebraic geometry. Kummer surfaces belong to the 3d real projective spaceRP3,
but can be derived from hypersurfaces in the 4d space R4

− {0}, by taking a section. This is usually
regarded as a change of coordinates, from the homogeneous (t, x) to the inhomogeneous (1, x/t), see
also the explanations and visualizations in Lord [30].

Aswe establish below, for a dispersionless linearmedium that is only required to have zero skewon
part, the Fresnel surface coincides with the general Kummer surface. Is this equality a big surprise?
Perhaps, not. Kummer’s original motivation for investigating quartic surfaces came from optics. He
wanted to improve Hamilton’s geometric optics (1832) and was interested, for example, in how the
atmosphere of the Earth modifies the image of the Sun or a planet [31]. In fact, he started to examine
ray bundles of the second order, that is, ray bundles that have at one point two independent rays,
like in a birefringent crystal. Given that rays in 4d space are projected in a 3d space, the tool for this
analysis was projective geometry.

The surfaces considered in the articles of 1864 [28,29] were named after Kummer by Hudson,
who wrote an authoritative book [32] on the subject. However, let us emphasize that already, in
1846, Cayley [33] found special Kummer surfaces – so-called tetrahedroids –whilst investigating light
propagation, see also [32].

Let us turn to the visualization of Kummer surfaces. In Hudson [32] one can find, in suitably chosen
coordinates, a parametrization of the general Kummer surface. However, we will take a parametriza-
tion of theMathematica library [34]: theKummer surfaces are a family of quartic surfaces. Ifwe specify
4 coordinates (w, x, y, z), a representation is given by

(x2 + y2 + z2 − µ2w2)2 − λpqrs = 0, where λ :=
3µ2

− 1
3 − µ2

, (9)

and p, q, r, s are tetrahedral coordinates,

p := w − z −
√
2x, (10)

q := w − z +
√
2x, (11)

r := w + z +
√
2y, (12)

s := w + z −
√
2y. (13)

4 By using the duality operators, Eq. (7) reads Gijkl
[χ ] =

1
3!

�χab
c(i χ j|ad|k χ� l)b

cd . Schuller et al. [25], in their work on the area
metric, took also our original version of the TR-tensor, as displayed in (7).
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In the projective space description, the frequency w can be put to 1. Decisive geometrical properties
of a Kummer surface depend on the value of the parameter µ. This parameter turns out to be cubic
in 20 of Bateman’s 21 constitutive components κIJ , see Section 1.5. Originally, a Kummer surface is
defined in a real 3-dimensional space, but extensions to 3 complex dimensions are straightforward.

A modern image of a Kummer surface, due to Rocchini [35], and to be compared with Fig. 1, looks
as follows (Fig. 2):

Fig. 2. A Kummer surface due to Rocchini [35]; for gypsum and other models of Kummer surfaces, see Rowe [36].

We now consider the equality, for media with zero skewon piece, of Fresnel and Kummer surfaces,
which was first demonstrated by Bateman [15] in 1910. Electromagnetic waves have the property
that the fields Ea and Ba are orthogonal. The same holds true for Ha and Da. In addition, the electric
and magnetic parts of the energy density are always equal. Even though the above statements invoke
the notion of orthogonality, a premetric formulation is possible, see [2], p.126, as,

ϵ ijklFijFkl = 0 ⇔ EaBa
= 0, (14)

ϵijklH
ijHkl

= 0 ⇔ HaDa
= 0, (15)

HklFkl = 0 ⇔ EaDa
= HaBa. (16)

The tensor density ϵ ijkl
= ±1, 0 is the contravariant analog of ϵijkl. Eqs. (14)–(16) define geometric

optics itself. For the general local and linear electromagnetic response (4), they become:

ϵ IJFIFJ = 0, (17)

ϵMNχMIχNJFIFJ = 0, (18)

χ IJFIFJ = 0, (19)

where I, J,M,N = 1, . . . , 6 denote pairs of antisymmetric indices. If themediumhas a vanishing ske-
won part, (17)–(19) can be attributed a meaning in projective geometry. The first equation dictates
that Fij corresponds to a line in RP3. As a matter of fact, one can recognize that (17) identifies, effec-
tively, the Klein quadric. The antisymmetric (0, 2)-tensors that obey χ ijklFijFkl = 0 and ϵ ijklFijFkl = 0
correspond, in RP3, to a quadratic line complex. As a matter of fact, the electromagnetic response ten-
sor density χ ijkl specifies a quadric, just like ϵ ijkl specifies the Klein quadric. Finally, imposing (18) as
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well as (17) and (19) entails that Fij corresponds, in RP3, to a singular line of the quadratic line complex.
These direct links between geometric optics and projective geometry are explained in Bateman’s arti-
cle [15]. Nonetheless, the reader maywant to consult the papers [37–39] by Delphenich, for a modern
treatment.

In RP3, the singular lines of the quadratic line complex are tangent to the Kummer surface, as
verified by Jessop [40]. Remarkably, the Fresnel surface is also a result of Eqs. (17)–(19). From this, it is
possible to deduce that, for the local and linear media with (2)χ ijkl

= 0, the two surfaces coincide [15].
Alternatively, one can prove such equality as follows, cf. Ruse [41,42]. Eq. (17) is solved by Fij =

2q[iaj]. The quantities qi and ai turn out to be the 4-dimensional wave and polarization covectors. A
trivial substitution into (19) yields:

W ij
q [χ ]aiaj = 0, (20)

W ij
q [χ ] := χ ikjlqkql. (21)

One recalls that qi and ai correspond to points in the real projective space. Hence, (20) states that W
ij
q

determines a complex cone in RP3 for ai at qi. To be precise, only the symmetric part of the tensor
(21) contributes to (20). Accordingly, it is useful to pick a vector basis {e0̄, . . . , e3̄} such that W

(ī̄j)
q =

diag(λ0, . . . , λ3), with real eigenvalues. This allows one to reformulate (20) as:

λ0a20̄ + λ1a21̄ + λ2a22̄ + λ3a23̄ = 0. (22)

Notably, the Kummer surface is the locus of points qi in RP3 such that the complex cone (22) simpli-
fies to two planes. By inspecting a table of the quadratic surfaces in 3-dimensions, one deduces that
such factorization takes place exclusively if W

(ij)
q has two vanishing eigenvalues. For instance, when

λ0 = λ1 = 0, λ2 < 0 and λ3 > 0, the complex cone is equal to two real intersecting planes. Moreover,
if λ0 = λ1 = 0, λ2 > 0 and λ3 > 0, Eq. (22) specifies two imaginary intersecting planes. All other
cases are discussed in Section 4.18 of themanual [43]. Demanding that W

(ij)
q has two zero eigenvalues

implies that its rank must be 0, 1 or 2. If the electromagnetic response has zero skewon part, as we
assumed, the tensor (21) is symmetric. So, when qi corresponds, in RP3, to a point on the Kummer
surface, the rank of W ij

q is 0, 1 or 2. Analogously, qi belongs to the Fresnel surface if and only if W ij
q has

rank less than or equal to two [2,26,23]. In consequence, Kummer surfaces are also Fresnel surfaces,
and vice-versa.

Before we collect our results, let us quote the precise formulation from Avritzer and Lange [44]: ‘‘It
is well-known that the singular surface of a generic quadratic complex is a Kummer surface, i.e. a quartic
surface in P3, smooth apart from 16 ordinary double points. Moreover every Kummer surface appears as
the singular surface of a generic quadratic complex’’.

Summing up (see also [45]): the Kummer surface emerged during studies of the light propagation
in local and linear media. Thus, light stood at the cradle of the Kummer surface. The Fresnel surface
of an electromagnetic response tensor density χ ijkl, whose skewon part vanishes, χ ijkl

− χ klij
= 0,

is a Kummer surface. Moreover, every Kummer surface appears as the Fresnel surface of a generic
electromagnetic response tensor density, whose skewon part vanishes.

1.5. Kummer surface and gravity

Yes, Kummer started from optical considerations, more exactly from the propagation of electro-
magnetic disturbances in the geometric optics limit. Why should then Kummer’s considerations be
relevant for gravity?

Well, both the electromagnetic and the gravitational fields are massless, that is, they propagate
with the speed of light, and their waves are transversal with helicity 1 and helicity 2, respectively.
However, electromagnetic waves solve the linear Maxwell equations, whereas gravitational waves
obey the nonlinear Einstein equation. Of course, the Einstein equation is still linear in its highest (2nd)
order derivatives.

Let us recall how the TR-tensor density emerges in electrodynamics.We substitute the local and lin-
ear constitutive law H ij

=
1
2χ

ijklFkl into the source-free inhomogeneousMaxwell equation ∂jH
ij

= 0.
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Moreover, we express the field strength in terms of the potential, Fkl = 2∂[kAl], and achieve

∂j

χ ijkl∂kAl


= 0 ⇒ qj


χ ijklqkal


= 0 (23)

with qi ≠ 0 being the wave-covector. Here, the geometric optics limit is shown immediately—see [2]
for details. By introducing the characteristic matrix (21), one can rewrite (23) as a homogeneous
system of linear equations,5

W ij
q [χ ]aj = 0. (24)

The field strength as determined in the geometric optics limit, Fij = 2q[iaj], is non-zero iff (24) has
two linearly independent solutions, or more. We are thus prompted to identify the wave-covectors
such that the rank of W

ij
q is lower than 3. The search for all qi ≠ 0 that have this property leads to the

Fresnel equation (6). Next, (7) specifies the Tamm–Rubilar and eventually, though not uniquely, the
Kummer tensor density (Section 1.3, last paragraph).

Before we turn to the gravitational case in more detail, let us first fix our corresponding notation.
Our conventions are taken from [46], unless stated otherwise. We work in the 4-dimensional Rie-
mann–Cartan (RC) spacetime of the Poincaré gauge theory of gravitation (see [47]), a generalization
of GR. Such a spacetime is endowed with torsion Tijk and curvature Rijk

l. If the torsion vanishes, we
recover the Riemannian spacetime, and the Riemannian quantities are denoted by a tilde, see also
Obukhov [48].

In general relativity (GR), the field strength, representing the tidal forces, is the Riemann curvature
tensor,6Rijk

l
:= 2(∂[iΓj]k

l
+ Γ[i|m

l Γ|j]k
m), (25)

with Γij
k
:=

1
2
gkl(∂igjl + ∂jgil − ∂lgij). (26)

Here, the Riemann (or Levi-Civita) connection Γij
k is defined in terms of the gravitational potential,

the metric gij.
Owing to the symmetriesR(ij)kl

= Rij(kl)
= 0,Rijkl

= Rklij andR[ijkl]
= 0, the Riemann curvature

tensor has 20 independent components. We separate these into 10 independent entries for the Ricci
tensorRicij :=Rkij

k, and 10 independent entries for theWeyl tensorC ijkl. The latter, also known as the
conformal Weyl curvature, is the trace-free part. Contracting the Ricci tensor with the inverse metric
leads to the curvature scalar,R := g ijRicij. We remove this single independent component from the
Ricci tensor, and obtain the trace-free part ‘‘Ricsymf’’. In conclusion, see [46],

Riem = Weyl ⊕ Ricsymf ⊕ Scalar. (27)
20 = 10 ⊕ 9 ⊕ 1.

This was the kinematics of the gravitational field strengthRijkl. Let us now turn to the dynamics:
the Einstein field equation without cosmological constant and sources,

Ricij − 1
2
gijR = 0 or Ricij = 0, (28)

determines that, in vacuum, only theWeyl tensorC ijkl is left over for describing the gravitational field
strength. The Petrov classification (1954) of the gravitational vacuum field, see Penrose et al. [49] and
Stephani et al. [50], is based on the algebraic properties of theWeyl tensor alone. One way is to study,
for the bivector X ij

= −X ji, the eigenvalue equation

1
2
C ij

klXkl
= λX ij. (29)

5 The name characteristic matrix, for the tensor (21), was used in the paper [23].
6 Often in GR, the Γij

k ’s are named as ‘‘gravitational field strength’’. However, since they are non-tensorial, it seems more
appropriate to us to call instead the tidal forces by this name.
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Another, equivalent way is to determine the principal null directions of the Weyl tensor according
to [50]

ξ [iξmC j]mn[kξn

ξ l]

= 0, with g ijξiξj = 0. (30)
So, the covector ξi ≠ 0 is explicitly required to be null (light-like). The 2nd rank tensor occurring
inside the parentheses of (30),

W ij
ξ [C] :=C ikjlξkξl, (31)

is the analog of W
ij
q [χ ], see (21). Thus, the Weyl tensorC ikjl mimics a corresponding electromagnetic

response tensor χ ikjl, and there is small wonder that demandingW ij
ξ [C] to have rank 0, 1 or 2 yields a

Kummer tensor K ijkl
[C].

In this analogy, we compare electromagnetic wave propagation in local and linear media, that is,
Maxwell’s linear field theory in matter,with the nonlinear gravitational wave propagation in vacuum,
that is, with the nonlinear Einstein equation in free space.

But this analogy teaches us one more thing: The electromagnetic response tensor χ ijkl, only in the
simplest nontrivial case, depends on 20 independent components, see (5) for (2)χ ijkl

=
(3)χ ijkl

= 0.
Can we generalize the 20 components’ Riemann curvatureRijk

l to an object with 36 independent
components? Yes,we can! In the gauge theory of the Poincaré group, see [47], Part B, the field strength,
besides Cartan’s torsion, is the curvature tensor of a Riemann–Cartan space,

Rijk
l
:= 2(∂[iΓj]k

l
+ Γ[i|m

l Γ|j]k
m), (32)

with 36 independent components, in strict analogy to χ ijkl. The Riemann–Cartan connection Γij
k, en-

tering the definition (32), is metric-compatible and carries the torsion tensor Tijk := 2Γ[ij]
k. The Weyl

tensor of a Riemann–Cartan space C ijkl has, like its Riemannian counterpart, 10 independent compo-
nents and is traceless.

In GR, starting with the curvatureRijk
l, we can construct the Kummer tensor K ijkl

[R]. It is possible
to show, see Ruse [42], that the surface generated by K ijkl

[R] ξiξjξkξl = 0 is a Kummer surface.7 Let us
now generalize to a Riemann–Cartan spacetime, having curvature tensor Rijk

l. It is an open problem
whether

K ijkl
[R] ξiξjξkξl = 0 (33)

always leads to a Kummer surface, since it may occur that Rijkl
≠ Rklij. As a matter of fact, this is

algebraically the same as having a medium with a finite skewon piece (drawing the analogy involves
raising three indices of the curvature tensor with the metric g ij). Nevertheless, Eq. (33) does result in
a surface that is equivalent to a Fresnel surface, and which encodes information about the principal
null directions of Rijk

l.
We define the principal null directions of a curvature tensor in Riemann–Cartan spacetime as the

covectors such that

ξ [iξmRj]mn[kξn

ξ l]

= 0, (34)

g ijξiξj = 0. (35)
In particular, (34) is obtained by generalizing (30) from Riemannian to Riemann–Cartan spacetimes.
As an aside, we were able to prove that, if Rikjlξkξl ≠ 0, (34) implies Eq. (35). One could then hope that
all covectors that satisfy (34) are null, whence the requirement (35) could be dropped. This hope is, in
fact, untenable. Let us consider the casewhere Rijkl

= αϵ ijkl, so that Rikjlξkξl = 0. Then, the requirement
(34) is fulfilled by an arbitrary covector, which may not be null. One then concludes that (35) must be
kept as an explicit requirement.

The following observation motivated, to a good extent, our interest in Kummer surfaces: the prin-
cipal null directions of Rijk

l belong to the intersection of the hypersurface generated by (33) and the

7 Incidentally, the nodes of the Kummer surface can be expressed by K ijkl
[R] ξiξjξk = 0, see Ruse [41].
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light-cone. The key is to demonstrate that, because of (34), the covector ξi fulfills (33). In addition, (35)
states that ξi must also belong to the light-cone.

Let us look at this proof more in detail. The first step is to define an equivalent of the tensor (31),
namelyW ij

ξ [R] := Rikjlξkξl. One can then rewrite (34) as

ξ [iWξ
j][kξ l]

= 0. (36)
Decomposing (36) in space + time yields a set of four simultaneous equations

ξ [0Wξ
a][0

ξ b]
= 0,

ξ [0Wξ
a][b

ξ c]
= 0,

ξ [aWξ
b][0

ξ c]
= 0,

ξ [aWξ
b][c

ξ d]
= 0.

(37)

The indices a, b, c, d range from 1 to 3. Next, one considers a vector basis {e0̄, eā} such that ξ 0̄
= 1

and ξ ā
= 0. In this vector basis, the second, third and fourth equations of (37) are trivially fulfilled.

The condition (36) is then equivalent to the first equation of the set, which takes the form

W āb̄
ξ = 0. (38)

By contrast,W 0̄0̄
ξ ,W 0̄ā

ξ andW ā0̄
ξ remain arbitrary. It follows that, using the tensor product ⊗,

Wξ = W 0̄0̄
ξ e0̄ ⊗ e0̄ + W 0̄ā

ξ e0̄ ⊗ eā + W b̄0̄
ξ eb̄ ⊗ e0̄

= e0̄ ⊗ (W 0̄0̄
ξ e0̄ + W 0̄ā

ξ eā) + W b̄0̄
ξ eb̄ ⊗ e0̄. (39)

When one defines the vectors Sξ := W 0̄0̄
ξ e0̄ + W 0̄ā

ξ eā and Tξ := W b̄0̄
ξ eb̄, (39) translates into Wξ =

e0̄ ⊗ Sξ + Tξ ⊗ e0̄. In an arbitrary 4-dimensional vector basis {ei}, this reads

W ij
ξ = e0̄

iS jξ + T i
ξ e0̄

j, (40)

where e0̄ = e0̄
iei. One recalls that e0̄

i
= ξ i, and finds that (34) is equivalent to

W ij
ξ = ξ iS jξ + T i

ξ ξ
j, (41)

for some S iξ and T i
ξ . Hence, the condition (34) implies that W ij

ξ has rank 0, 1 or 2. Let us momentarily
leave this result to one side, and proceed on a different front. As we mentioned before, the surface
generated by (33) is algebraically the same as a Fresnel surface. Consequently, one can exploit the
results of [2,26,23] in geometric optics, and deduce that ξi belongs to the hypersurface generated by
(33) if and only if the rank ofW ij

ξ is 0, 1 or 2. Bringing it all together, when ξi fulfills (34), it also satis-
fies (33). At the same time, ξi is required to be null (35). Therefore, the principal null directions of Rijk

l

belong to the intersection of the hypersurface generated by (33) and the light-cone. If Rijkl
= Rklij, one

can further conclude that the hypersurface describes, in RP3, a Kummer surface.
Let us observe that one may classify the principal null directions of Rijk

l according to the rank of
W ij

ξ [R].

1.6. Outline, conventions

In Section 3, we decompose the premetric Kummer tensor density K ijkl
[T ], which has 136 inde-

pendent components, into smaller pieces. We determine its irreducible pieces under the linear group
GL(4, R), see Eq. (104). Especially, we also spell out the irreducible decomposition of K ijkl

[T ], if the
latter is expressed only in terms of one single irreducible piece of T ijkl, see Fig. 5.

In Section 4, we assume the presence of a spacetime metric that allows to contract the Kummer
tensor once or twice. Accordingly, we extract the completely trace-free part of the Kummer tensor
and, moreover, we decompose K under the Lorentz group SO(1, 3). As a special case, this yields the
SO(1, 3) decomposition of the Tamm–Rubilar tensor into 3 pieces according to 35 = 25+9+1, which
is the new result.
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Our conventions of physics are basically taken from Landau–Lifshitz [51]: (holonomic) coordinates
are denoted by Latin indices i, j, k, . . . = 0, 1, 2, 3, spatial coordinate indices by a, b, . . . = 1, 2, 3,
(anholonomic) frames (tetrads) by Greek indices α, β, γ , . . . = 0, 1, 2, 3. Our metric has signature
(− + ++). Our conventions in differential geometry are taken from Schouten [22], see also Penrose
and Rindler [49]. Only our torsion T k

ij = 2Skij|Schouten. Symmetrizing of indices is denoted by paren-
theses, (ij) := {ij + ji}/2!, antisymmetrization by brackets [ij] := {ij + ji}/2!, with corresponding
generalizations (ijk) := {ijk + jik + kij + · · · }/3!, etc.; indices standing between two vertical strokes
| | are excluded from the (anti)symmetrization process.

Our conventions in exterior calculus are displayed in [46,2]. The Hodge star is denoted by ⋆, the
dual with respect to the Lie-algebra indices by (∗). In tensor analysis, it is not necessary to distinguish
between the Hodge dual and the Lie dual: we simply use ∗. The totally antisymmetric Levi-Civita
symbol (a tensor density) is ϵijkl = ±1, 0. The ‘‘diamond’’ dual �, see [2] (sometimes called Poincaré
dual, see [37]), is built with the premetric ϵijkl.

2. Kummer tensor density K ijkl[T ] in space–time newly defined

2.1. Its definition in terms of a doubly antisymmetric 4th rank tensor density T ijkl

Consider an arbitrary fourth rank tensor density of type

4
0


that is antisymmetric in its first and

its last pair of indices:

T ijkl with T (ij)kl
= 0 and T ij(kl)

= 0. (42)

Then, T can be thought of as a 6× 6 matrix, which can be decomposed into a symmetric traceless, an
antisymmetric, and a trace part. This corresponds, see the analogous case of χ in (5), to an irreducible
decomposition of T ijkl under the action of the group GL(4, R)8:

T ijkl
=

(1)T ijkl
+

(2)T ijkl
+

(3)T ijkl.

36 = 20 ⊕ 15 ⊕ 1. (43)

Motivated by the existence, see (7), of the Tamm–Rubilar tensor density Gijkl
[χ ] of classical elec-

trodynamics, and starting from (8), we want to define, as a prototype, the Kummer tensor density
K ijkl

[T ], which is cubic in the fourth rank tensor density T of Eq. (42).
As long as one has no metric available – we call this the premetric situation – one can only use the

totally antisymmetric Levi-Civita symbol ϵijkl = ±1, 0 for lowering indices. We define, see above, the
‘‘diamond’’ (single) dual by

T � ij
kl =

1
2

T ijcdϵcdkl (44)

and the double dual by

�T �

ijkl =
1
2
ϵijabT

� ab
kl =

1
4
ϵijabT

abcdϵcdkl. (45)

Clearly, we have once again the symmetries �T �
(ij)kl =

�T �
ij(kl) = 0, and this double dual can also be

decomposed according to the scheme (43).
Keeping in mind the definition (8) and desymmetrizing it, let us now introduce the prototype of a

Kummer tensor density that corresponds to the fourth rank tensor density T of Eq. (42):

K ijkl
[T ] := T aibj �T �

acbdT
ckdl. (46)

8 The principal part of T ijkl can be put into the explicit form

(1)T ijkl
=

1
6


2

T ijkl

+ T klij
−

T iklj

+ T ljik
−

T iljk

+ T jkil.
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If we switch the index pairs according to Kklij
[T ] := T akbl �T �

acbdT
cidj

= T cidj �T �
acbdT

akbl, then,
by renaming the indices c, d and a, b, we immediately recognize the symmetry

K ijkl
[T ] = Kklij

[T ]. (47)

No other algebraic symmetries of the Kummer tensor density are known, provided T carries no ad-
ditional symmetries beyond (42). Thus, we can think of K ij|kl

[T ] as a 16× 16 matrix. Because of (47),
it is a symmetric 16 × 16 matrix with 136 independent components.

A Kummer tensor belonging to the Riemann curvature tensorRijkl of general relativity was defined
by Zund [52] explicitly in his Eq. (16) and earlier by Ruse [42] implicitly in his Eqs. (5.15) and (5.7), see
also [53,41]. Our convention for the position of the indices of the Kummer tensor density turned out
to be in harmony with that of Ruse and Zund. Note, however, that they worked in a Riemannian space
with a Riemannianmetric, whereas our definition is premetric and, as such, appreciablymore general.
In premetric electrodynamics, this more general definition (46) is required, which we propose here
for the first time.

2.2. In premetric electrodynamics

In exterior calculus, the premetric form of Maxwell’s equations reads,

dH = J, dF = 0, (48)

with the excitation 2-form H = (−Ha,Db), the electric current 3-form J = (−ja, ρ), and the field
strength 2-form F = (Ea, Bb), see [2]. Maxwell’s equations, as displayed in (48), are manifestly
invariant under coordinate and frame transformations and are visibly independent of themetric, since
the d’s denote exterior (not exterior covariant) differentiation. With the formulas

H =
1
2
ϵijklH

kldxi ∧ dxj, J =
1
6
ϵijklJ

ldxi ∧ dxj ∧ dxk, F =
1
2
Fijdxi ∧ dxj, (49)

we recover the coordinate component version (3) of Maxwell’s equations.
With the local and linear constitutive law (4),H ij

=
1
2χ

ijklFkl, one finds the Kummer tensor density
of premetric electrodynamics as

K ijkl
[χ ] = χ aibj �χ�

acbdχ
ckdl. (50)

Thus, recalling howwe arrived atK ijkl
[χ ] in the context of (8), we immediately retrieve the TR-tensor

density

Gijkl
[χ ] =

1
6

K(ijkl)
[χ ]. (51)

Accordingly, the totally symmetric piece K(ijkl)
[χ ], with its 35 independent components, can, up to

a factor, be observed in crystal optics. In Figs. 3 and 4, we display generalized Fresnel wave surfaces
for media that carry a skewon piece, in order to convey an idea of the numerous possible physical
situations.

The TR-tensor density has an operational interpretation. This is not yet the case for the other, less
symmetric pieces of the Kummer tensor density K ijkl

[χ ]. It is one of the goals of our paper to come to
a better understanding of these new pieces, which are beyond the TR-tensor density.

If we restrict ourselves to local and linear reversible electrodynamics, that is, if the skewon piece
vanishes, (2)χ ijkl

= 0, then we recover the case which was considered by Bateman [15], see our Eq. (2)
with κIJ = κJI . Then, χ =

(1)χ +
(3)χ has only 20 + 1 independent components. Exactly for this

reversible case, Bateman, by using tools of projective geometry, see Hudson [32] and Jessop [40], has
demonstrated that the generalized Fresnelwave surfaces are Kummer surfaces. This fact justifies to call
K ijkl the Kummer tensor—at least for (2)χ = 0. However, we do not knowwhether the wave surfaces
in Figs. 3 and 4 represent Kummer surfaces or not, since they incorporate a non-vanishing (2)χ .
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Fig. 3. Generalized Fresnel wave surface for anisotropic permittivity, trivial impermeability, and with a spatially isotropic
skewon piece. We use the dimensionless variables x := cq1/q0, y := cq2/q0, z := cq3/q0 , see [54].

Fig. 4. The two cones of the generalized Fresnel wave surface for trivial permittivity and impermeability, with a one-
component skewon piece χ1213 (or ̸ S01). The axis of rotation is directed along the time coordinate. The two optical axes are
lying in the plane q2 = 0, the fourth coordinate q3 is suppressed. In contrast, double conemedia for vanishing skewon piece have
been investigated by Dahl and Favaro [55,56].

2.3. In general relativity (Riemann spacetime)

Let us turn to the metric case: if a Riemannian metric with Lorentz signature is prescribed, we can
define the scalar density of weight +1 as

√
−g , with g := det grs. Then the densities can be trans-

formed to tensors (see [2], p. 218),

T ijkl
= (

√
−g)−1T ijkl, K ijkl

= (
√

−g)−1K ijkl, ηijkl :=
√

−g ϵijkl, (52)

and the dual ∗
:=

√
−g � is built with this unit tensor.

In general relativity (GR), T ijkl is identified with the Riemann curvature tensorRijkl, that is, T ijkl
=Rijkl. We recall the algebraic symmetries of the Riemann curvature tensor:R(ij)kl

= 0, Rij(kl)
= 0; Rijkl

=Rklij
; R[ijkl]

= 0. (53)

The first two symmetries qualifyR to be identified with T , that is, we have 36 independent compo-
nents left. The pair commutator symmetry corresponds, algebraically, to the vanishing of the skewon
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piece in electrodynamics. Thus, 21 independent components are left over, in the ‘‘reversible’’ case.
Eventually, the vanishing of the totally antisymmetric piece (1 component) leaves us with 20 inde-
pendent components for the Riemann curvatureRijkl. Electrodynamically speaking, only the principal
part of the curvature survives. In the parlance of, for example, Gilkey [57], (1)χ is an algebraic Riemann
curvature tensor.

With the identification T =R, the Kummer tensor density becomes the plain gravitational Kummer
tensor of Zund [52],

K ijkl
[R] =Raibj ∗R∗

acbd
Rckdl. (54)

SinceRijkl exhibits only on 20 independent components, its Kummer tensor possesses, besides the
conventional pairwise symmetry

K ijkl
[R] = K klij

[R], (55)

also an additional algebraic symmetry, namely

K ijkl
[R] = K jilk

[R]. (56)

This can be shown directly, but later, in Eq. (118), the proof of (56) will be much more illuminating.
Incidentally, to our knowledge, the Kummer tensor K ijkl

[R] of Zund [52] was forgotten altogether.
We could not find any new reference to it.

The curvature tensor of GR,Rijkl (20 independent components), can be irreducibly decomposed,
under the local Lorentz group, into the Weyl tensorC ijkl (10 components), the trace-free Ricci tensorRicij − 1

4
R gij (9 components, withRicij :=Rk

kij), and the curvature scalarR :=Rickk (1 component).
Accordingly, we can define three different Kummer tensors for each of these pieces. In practical

applications, however, only the Kummer tensor attached to theWeyl tensor, K ijkl
[C], will be of impor-

tance. For a matter-free region of spacetime (vacuum), we have, according to Einstein’s field equation
without cosmological constant,Ricij = 0. In other words, a vacuum gravitational field is described by
a non-vanishing Weyl tensor,C ijkl

≠ 0. In turn, its Kummer tensor, K ijkl
[C], will be relevant in this

context. We will discuss this in Section 2.5.

2.4. In Poincaré gauge theory of gravity (Riemann–Cartan spacetime)

In the RC-space, the curvature tensor Rijk
l has only the following algebraic symmetries,

R(ij)kl
= 0, Rij(kl)

= 0. (57)

Thus, it has 36 independent components, just like the electromagnetic response tensor χ ijkl, which,
accordingly, is called an algebraic RC-curvature tensor. The Kummer tensor of the RC-curvature reads

K ijkl
[R] = Raibj∗R∗

acbdR
ckdl

= K klij
[R]. (58)

It has the same algebraic symmetries as K [χ ]. Hence, it carries 136 independent components.
For vanishing torsion, the RC-curvature Rijk

l becomes the Riemann curvatureRijk
l, with the corre-

sponding Kummer tensor K ijkl
[R] that, for vanishing Ricci tensor,Ricij = 0, eventually specializes to

Zund’s Kummer tensor K ijkl
[C] in [58]. In each step, the tensor fed into the ‘‘Kummer machine’’ loses

some independent components. As a consequence, the corresponding Kummer tensor picks up addi-
tional algebraic symmetries.

2.5. Kummer–Weyl tensor K ijkl
[C] in Riemann–Cartan and in Riemann spacetime

In a RC-space, the curvature can be decomposed under the SO(1, 3) into 6 independent pieces,
see [46] for details,

Rijk
l
=

6
I=1

(I)Rijk
l, 36 = 10 ⊕ 9 ⊕ 1 ⊕ 9 ⊕ 6 ⊕ 1. (59)
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The first piece (1)Rijk
l
=: Cijk

l is the Weyl tensor of the RC-space with 10 independent components. It
so happens that the corresponding Weyl tensor of the Riemann spaceCijk

l has 10 independent com-
ponents as well.

This can be understood in the following way: the Weyl tensor C ijkl, as curvature tensor of a RC-
space, obeys the symmetries (57); moreover, the irreducible pieces (I)C ijkl, for I = 2, 3, 4, 5, 6, have
to vanish.9 This yields the algebraic symmetries of the Weyl tensor,

C (ij)kl
= 0, C ij(kl)

= 0, C ijkl
= Cklij, C [ijkl]

= 0, gklCkijl
= 0, (60)

leaving us with 10 independent components for the Weyl tensor C ijkl.
In a Riemann space, the vanishing of the torsion induces the following symmetries for the Riemann

curvatureRijkl
=Rklij,R[ijkl]

= 0. As a consequence, since alsoRic[ij] = 0, theWeyl tensor of a Riemann
space obeys the same symmetries as the Weyl tensor of a RC-space:C (ij)kl

= 0, C ij(kl)
= 0, C ijkl

=Cklij, C [ijkl]
= 0, gklCkijl

= 0. (61)

Algebraically, C ijkl andC ijkl share the same symmetries. Hence, C ijkl andC ijkl, both have 10 independent
components. The anti-self double duality ofC ijkl, known from GR, translates into the corresponding
symmetry of C ijkl:

C ijkl
= −

∗C∗ ijkl, C ijkl
= −

∗C∗ ijkl. (62)

These relations can be proven by substituting the definitions of the dualities and by using some of the
symmetries in (60) or (61), respectively.

Let us turn to the Kummer–Weyl tensor, see the definition (58):

K ijkl
[C] = Caibj∗C∗

acbd C
ckdl. (63)

The analogous relation is valid for vanishing torsion, that is, forC ijkl. Such statements are valid for all
the Kummer formulas relating toK [C].Wewill notmention this further. Because of (62), the definition
simplifies appreciably:

K ijkl
[C] = −CaibjCacbdC ckdl. (64)

We have again the symmetries (55) and (56):

K ijkl
[C] = K klij

[C], K ijkl
[C] = K jilk

[C]. (65)

Since K ijkl
[R] should have more independent components than K ijkl

[C], we have to expect addi-
tional symmetries for K ijkl

[C]. Indeed, one finds that

K [ij](kl)
[C] = 0, K (kl)[ij]

[C] = 0. (66)

For the proof we expand the parentheses and the brackets:

K [ij](kl)
[C] =

1
2


K [ij]kl

+ K [ij]lk
=

1
4


K ijkl

− K jikl
+ K ijlk

− K jilk
=

1
4


K ijkl

− K jilk
−

K jikl

− K ijlk
= 0. (67)

Here we made use of (65)2. Accordingly, the symmetries (66) are not independent from (65)2. We
collect our results:

Proposition. The Kummer–Weyl tensors K ijkl
[C] and K ijkl

[C] fulfill the algebraic symmetries

K ijkl
= K klij, K ijkl

= K jilk, K [ij](kl)
= 0, K (kl)[ij]

= 0. (68)

9 These vanishing pieces add up to 9 + 1 + 9 + 6 + 1 = 26 independent pieces. Thus, for the Weyl tensor, 36 − 26 = 10
independent pieces are left over.



312 P. Baekler et al. / Annals of Physics 349 (2014) 297–324

3. Canonical decomposition of K ijkl under GL(4,R)

Weare looking for a decomposition of thepremetric Kummer tensor densityK ijkl that is irreducible
under the action of the general linear group GL(4, R). For this purpose it is convenient to turn first
to a . . .

3.1. General fourth rank tensor density Sijkl

Due to the Schur–Weyl duality theorem, see [59], the decomposition of Sijkl is related to the
irreducible finite-dimensional representations of the symmetric group S4. An interplay between the
groups S4 and GL(4, R) determines the decomposition of Sijkl.

First we have to consider the Young10 diagrams of Sijkl, see Boerner [60] or Hamermesh [61]. These
diagrams are a graphical representations of the S4:

λ1 = λ2 = λ3 = λ4 = λ5 = . (69)

The Schur–Weyl duality theorem can be stated as follows: Let be given a tensor (or a tensor density)
of a rank p over the space Rn. For p ≥ 2, the tensor space T

p
n is decomposed into a direct sum of its

subspaces,

T p
n = ⊕λ


Sλ
p ⊗ Gλ

n


. (70)

Here Sλ
p is a representation of a direct sub-group of Sp and Gλ

n that of GL(n, R). The tensor products
of pairs of the irreducible moduli for these two groups are subspaces of T

p
n that are summed over all

Young diagrams λi.
The dimension of Sλ

p is calculated by the hook-length formula11

dim Sλ
p =

p!
x∈λ

h(x)
; (71)

here the hook-length h(x) of a box x is the number of boxes that are in the same row to the right of
it plus the number of boxes in the same column below it plus 1. Using (71), we find for the different
Young diagrams λi,

dim Sλ1
4 = dim Sλ5

4 = 1, dim Sλ2
4 = dim Sλ4

4 = 3, dim Sλ3
4 = 2. (72)

The dimension of the second factor Gλ
n is calculated by the hook-content formula, with the content

c(x) of the box x—the number of its rows minus the number of its columns:

dimGλ
n =


x∈λ

n + c(x)
h(x)

. (73)

We obtain for the different diagrams λi of (69),

dimGλ1
4 = 35, dimGλ2

4 = 45, dimGλ3
4 = 20,

dimGλ4
4 = 15, dimGλ5

4 = 1. (74)

Consequently, for an arbitrary fourth rank tensor density Sijkl the set of its 256 independent com-
ponents is decomposed into the subsets

256 = 1 × 35 + 3 × 45 + 2 × 20 + 3 × 15 + 1 × 1. (75)

10 Alfred Young (1873–1940), English mathematician and priest.
11 See also Wikipedia http://en.wikipedia.org/wiki/Young_tableau.

http://en.wikipedia.org/wiki/Young_tableau
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In terms of Young diagrams, the decomposition can be represented as

⊗ ⊗ ⊗

= (1) ⊕ (3) ⊕ (2) ⊕ (3) ⊕ (1) . (76)

The left-hand-side describes a general fourth rank tensor (density). On the right-hand side, the first
diagram represents the completely symmetric tensor, the three middle diagrams describe tensors that
are partially symmetric and partially antisymmetric, and the last diagram represents the completely
antisymmetric tensor. The numbers in brackets denote the dimension of the irreducible representa-
tion, that is, the number of Young tableaux associated with a given diagram.

The interpretation is as follows: The 256-dimensional tensor space is uniquely (‘‘canonically’’)
decomposed into the direct sum of 5 tensor spaces with the dimensions indicated. Their explicit form
can be found, for instance, in Wade [62]:

[1]Sijkl
:=

1
4!

(A + B + C + D + E), (77)

[2]Sijkl
:=

3
4!

(3A + B − D − E), (78)

[3]Sijkl
:=

2
4!

(2A − C + 2E), (79)

[4]Sijkl
:=

3
4!

(3A − B + D − E), (80)

[5]Sijkl
:=

1
4!

(A − B + C − D + E). (81)

Here, for conciseness, we suppressed the indices i, j, k, l on the right-hand sides. The numerators in
the coefficients are the dimensions given in (72). These five so-called cycles are defined according to

Aijkl
[S] := Sijkl, (82)

Bijkl
[S] := Sjikl

+ Skjil
+ S ljki

+ Sikjl
+ Silkj

+ Sijlk, (83)

C ijkl
[S] := Sjkil

+ Skijl
+ Sjlki

+ S likj
+ Skjli

+ S ljik
+ Siklj

+ Siljk, (84)

Dijkl
[S] := Sjkli

+ Sklji
+ Sjlik

+ S lijk
+ Skilj

+ S lkij, (85)

E ijkl
[S] := Sjilk

+ Sklij
+ S lkji. (86)

The termA corresponds to the identity operator, B is the sumof 2-cycles (permutations of two indices),
C is used for 3-cycles, and D for 4-cycles. The term E presents the products of disjoint 2-cycles.

However, this decomposition is reducible. The tensor spaces corresponding to the diagrams with
the dimensions higher than one, that is, λ2, λ3, and λ4, see (76), are successively decomposed into the
direct sum of 3, 2, and 3 isomorphic subspaces, respectively. Accordingly, the 135-dimensional tensor
space, depicted in the second diagram of (76), is decomposed into a direct sum of three isomorphic
subspaces of dimension 45. Similarly, the 40-dimensional space corresponding to the third diagram
of (76) is decomposed into a direct sum of two isomorphic 20-dimensional subspaces. Finally the 45-
dimensional space is decomposed into a direct sum of three isomorphic 15-dimensional subspaces.

In this way, we arrive at an irreducible decomposition. Accordingly, there are no minimal sub-
spaces of dimensions different from those specified above; or, in terms of tensors: there are no ten-
sors, the number of components of which is different from those given in (75). Note, however, that
the irreducible decomposition in (75) is not necessarily unique. There is an infinite number of ways
to decompose the tensor spaces corresponding to λ2, λ3, and λ4 into their isomorphic subspaces.
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3.2. Specializing to the Kummer tensor density K ijkl

The Kummer tensor density K ijkl satisfies the symmetry property K ijkl
= Kklij and can be repre-

sented as a symmetric 16×16matrix, the dimension of which is 136. The question is now: Into which
subspaces can this 136-dimensional space be decomposed irreducibly under the GL(4, R)?

We turn to a dimensional analysis. We must have a partition of 136 into a sum of the numbers
representing the dimensions of the invariant subspaces (72). This yields the Diophantine equation

136 = α × 35 ⊕ β × 45 ⊕ γ × 20 ⊕ δ × 15 ⊕ ϵ × 1. (87)

The coefficients have to be less or equal to the corresponding dimensions specified in (72). Then,
0 ≤ α, ϵ ≤ 1, 0 ≤ β, δ ≤ 3, and 0 ≤ γ ≤ 2. Since the coefficient before the total symmetric part
α = 1, the unique solution is

α = β = δ = ϵ = 1, γ = 2. (88)

Thus, we have a unique decomposition of the Kummer tensor into 5 pieces:

⊗ ⊗ ⊗ = (1) ⊕ (1) ⊕ (2) ⊕ (1) ⊕ (1) . (89)

Using the formulas (77)–(81) and the symmetry of the Kummer tensor K ijkl
= Kklij, we find for the

five canonical pieces,

[1]K ijkl
= K(ijkl), (90)

[2]K ijkl
=

1
2

(K(i|j|k)l
− K j(i|l|k)), (91)

[3]K ijkl
=

1
6

(2K ijkl
− K jkil

− Kkijl
− K likj

− K ljik
+ 2K jilk), (92)

[4]K ijkl
=

1
2

(K [i|j|k]l
− K j[i|l|k]), (93)

[5]K ijkl
= K [ijkl]. (94)

Each piece has then inherited the symmetry of the Kummer tensor:

[I]K ijkl
=

[I] Kklij, for I = 1, 2, 3, 4, 5. (95)

Let us look for the projection properties. If [I]Y denotes the five tensor operators corresponding to the
decomposition in (90)–(94), then we find (I, J = 1, . . . , 5):

[I]Y ◦
[J] Y =

[J]YδI
J (no summation over J). (96)

The orthogonality of two operators corresponding to different diagrams and their projection property
is a generic fact [63].

We can collect our results in the following proposition.
• Proposition:With the Young tableau technique, the Kummer tensor densityK ijkl can be decomposed

uniquely into the five canonical pieces [I]K ijkl: of Eqs. (90)–(94) (I = 1, . . . , 5). Let the five tensorial
projection operators [I]Y be given that create the canonical pieces [I]K ijkl. Then these operators satisfy the
projection equations (96). The dimensions of the canonical pieces turn out to be as follows:

K ijkl
=

[1]K ijkl
+

[2]K ijkl
+

[3]K ijkl
+

[4]K ijkl
+

[5]K ijkl,

136 = 35 ⊕ 45 ⊕ 40 ⊕ 15 ⊕ 1. (97)

Only the piece [3]K ijkl can be decomposed further into a sum of two independent terms. However, this
decomposition is not uniquely defined.
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The splitting of the piece [3]K ijkl is the last problem to be solved in this context. We compute two
tableaux embraced by the term [3]K ijkl:

[3a]K ijkl
:=

1 2
3 4

K ijkl, [3b]K
ijkl

:=
1 3
2 4

K ijkl. (98)

By successive permutations of the indices, we obtain

[3a]K ijkl
=

1
12


I + (1, 2)


I + (3, 4)


I − (1, 3)


I − (2, 4)


K ijkl

=
1
12


I + (1, 2)


I + (3, 4)


I − (1, 3)


K ijkl

− K ilkj
=

1
6


I + (1, 2)


I + (3, 4)


K ijkl

− K ilkj
=

1
6


I + (1, 2)


K ijkl

− K ilkj
+ K ijlk

− K iklj
=

1
3


K ij(kl)

− K i(lk)j
+ K ji(kl)

− K j(lk)i, (99)

[3b]K ijkl
=

1
12


I + (1, 3)


I + (2, 4)


I − (1, 2)


I − (3, 4)


K ijkl

=
1
12


I + (1, 3)


I + (2, 4)


I − (1, 2)


K ijkl

− K ijlk
=

1
12


I + (1, 3)


I + (2, 4)


K ijkl

− K ijlk
− K jikl

+ K jilk
=

1
12


I + (1, 3)


K ijkl

− K ijlk
− K jikl

+ K jilkK ilkj
− K iljk

− K likj
+ K lijk

=
1
3


K ij[kl]

+ Kkj[il]
+ K ji[lk]

+ K jk[li]. (100)

Observe that the sum of these terms indeed equals to [3]K ijkl:

[3a]K ijkl
+

[3b]K
ijkl

=
[3]K

ijkl
. (101)

Moreover, both terms satisfy the symmetry of a Kummer tensor density:

[3a]K ijkl
=

[3a]K
klij

, [3b]K ijkl
=

[3b]K
klij

. (102)
Accordingly, these pieces can serve as Kummer tensor densities themselves.

It should be remarked, however, that two operators associated with the same Young diagram are
not necessary orthogonal, see the examples in [63]. Still, the projective property (96) holds true also
for the terms [3a]K ijkl and [3b]K ijkl. Indeed, the corresponding operators are orthogonal to [I]Y, for
I = 1, 2, 4, 5, since their images are lying in [3]Y.

To demonstrate the orthogonality between [3a]K ijkl and [3b]K ijkl, it is enough to consider the
products of the operators specified by (99) and (100). We have

[3a]Y ◦
[3b]Y = · · ·


I − (2, 4)


I + (2, 4)


· · · = 0. (103)

A similar relation holds for the product [3b]Y ◦
[3a]Y. The projective property Y ◦ Y = Y is a generic

fact for every Young diagram with normalized operators. Note that in [63] a non-normalized version
of the operators is used. Thus, finally, we arrive at the...

• Proposition on the irreducible decomposition of the Kummer tensor density: The Kummer
tensor density K ijkl

[T ] decomposes into six pieces according to

K ijkl
=

[1]K ijkl
+

[2]K ijkl
+

[3a]K ijkl
+

[3b]K ijkl
+

[4]K ijkl
+

[5]K ijkl,

136 = 35 ⊕ 45 ⊕ 20 ⊕ 20 ⊕ 15 ⊕ 1,

K ijkl
=

(1)K ijkl
+

(2)K ijkl
+

(3)K ijkl
+

(4)K ijkl
+

(5)K ijkl
+

(6)K ijkl.

(104)

The pieces (3)K ijkl and (4)K ijkl are not uniquely determined.
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Fig. 5. If a single irreducible piece (I)T ijkl , for I = 1, 2, or 3, of the doubly antisymmetric tensor density T ijkl is given, we depict
how it maps into the irreducible pieces of the Kummer tensor density [J]K ijkl , for J = 1, . . . , 5.

The new notation in the last line with parentheses, that is, (I)K ijkl, for I = 1, 2, 3, 4, 5, 6, has to be care-
fully distinguished from [J]K ijkl, for J = 1, 2, 3, 4, 5. We introduced this notation because it is often
more convenient to work with successive Arabic numbers.

3.3. Kummer tensor density K ijkl
[T ] associated with irreducible pieces of T

Axion piece
The simplest example is the axion piece (3)T ijkl

= α ϵ ijkl. Its ‘‘diamond’’ double dual (45) can be
calculated straightforwardly:

� (3)T �

ijkl =
1
4
ϵijab αϵabcd ϵklcd =

1
4
αϵijab2(δa

kδ
b
l − δa

l δ
b
k) = α ϵijkl. (105)

Thus, the corresponding Kummer tensor density takes the form

K ijkl
[
(3)T ] = α3ϵaibjϵacbdϵ

ckdl
= 2α3ϵ ijkl

=
(6)K ijkl

[
(3)T ], (106)

that is, it is totally antisymmetric.

Skewon piece
The Kummer tensor density of the skewon piece is a bit more involved. First we observe that the

skewon part, by definition, satisfies the pair antisymmetry
(2)T ijkl

= −
(2)T klij. (107)

The same property holds for its diamond double dual:
� (2)T �

ijkl = −
� (2)T �

klij. (108)

Indeed,

� (2)T �

ijkl =
1
4
ϵijab

(2)T abcdϵklcd = −
1
4
ϵklcd

(2)T cdabϵijab = −
� (2)T �

klij. (109)

Eqs. (107) and (108) yield an additional antisymmetry of the Kummer tensor density associated with
the skewon piece:

K ijkl(2)T  = −K jilk(2)T . (110)
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This relation is proved by applying the antisymmetries (107) and (108) in the definition of theKummer
tensor density and subsequently its symmetry (47):

K ijkl(2)T  =
(2)T aibj �(2)T �

acbd
(2)T ckdl

= −
(2)T bjai �(2)T �

bdac
(2)T dlck

= −K jilk(2)T . (111)

Consequently, in the irreducible decomposition of K ijkl

(2)T


only those pieces can appear that

obey (110). This is the case with the pieces (2)K ijkl and (5)K ijkl. Thus,

K ijkl(2)T  =
(2)K ijkl(2)T +

(5)K ijkl(2)T . (112)

In terms of Young tableaux, this decomposition is represented by

K ijkl(2)T  = (1) ⊕ (1) . (113)

We can also check explicitly that our conclusion (112) is correct. Using the expressions (90)–(94),
we calculate

[1]K ijkl
= K(ijkl)

= 0,

[2]K ijkl
=

1
4
(K ijkl

+ Kkjil
− K jilk

− K jkli) = K(i|j|k)l
≠ 0,

[3]K ijkl
=

1
6
(2K ijkl

− K jkil
− Kkijl

− K likj
− K ljik

+ 2K jilk)

=
1
6
(2(K ijkl

+ K jilk) − (K jkil
+ K likj) − (Kkijl

+ K ljik)) = 0,

[4]K ijkl
=

1
4
(K ijkl

− Kkjil
− K jilk

+ K jkli) = K [i|j|k]l
≠ 0,

[5]K ijkl
= K [ijkl]

= 0.

Principal piece
It is characterized by two symmetry relations

(1)T ijkl
=

(1)T klij, (114)

and
(1)T [ijkl]

= 0. (115)

Again, its diamond double dual reflects the symmetry (114),

�(1)T �

ijkl =
�(1)T �

klij, (116)

as can be seen by the definition of the double dual and by using (114):

�(1)T �

ijkl =
1
4
ϵijab

(1)

T abcdϵklcd =
1
4
ϵklcd

(1)

T cdabϵijab =
�(1)T �

klij. (117)

Similar as in the skewon case, the symmetries (114) and (116) yield the relation

K ijkl(1)T  = K jilk(1)T . (118)

Only the irreducible pieces (1)K ijkl, (3)K ijkl, (4)K ijkl, and (6)K ijkl carry this symmetry. Consequently,
K ijkl


(1)T


can include only these pieces. Accordingly, we are left with the decomposition

K ijkl(1)T  =
(1)K ijkl(1)T + (3)K ijkl(1)T + (4)K ijkl(1)T + (6)K ijkl(1)T . (119)
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In the notation of Young tableaux, this decomposition is represented by

K ijkl(1)T  = (1) ⊕ (2) ⊕ (1) . (120)

4. Presence of a metric and decomposition of Kαβγδ under SO(1, 3)

As soon as a metric is available, we can, according to (52), pass over from the Kummer tensor den-
sity K ijkl to the Kummer tensor K ijkl. Its six irreducible GL(4, R) pieces (I)K ijkl can now be decomposed
still finer yielding pieces that are invariant under the Lorentz group SO(1, 3).

Having now locally the SO(1, 3) available, it is useful for later applications to introduce a local or-
thonormal frame eα = eiα ∂i, with eα · eβ = gαβ

∗
= diag(−1, 1, 1, 1). Besides the Latin (holonomic)

coordinate indices i, j, k, . . . , we have now Greek (anholonomic) frame indices α, β, γ , . . .. The met-
ric transforms according to gαβ = eiαejβ gij. The dual coframe ϑα

= eiαdxi is then also orthonormal,
with ekα ekβ = δα

β and eiγ ejγ = δ
j
i .

We will refer the Kummer tensor to the orthonormal frame,

Kαβγ δ
= eiαejβekγ elδK ijkl. (121)

In the subsequent sections, Tαβγ δ in Kαβγ δ
[T ] will become the Riemann–Cartan curvature tensor

Rαβγ δ , which is originally defined as a 2-form according to Rγ
δ

=
1
2Rαβγ

δϑα
∧ ϑβ . Then one can

apply the Hodge dual ⋆ to it, ⋆Rγ δ , and the Lie dual (∗) to the Lie-algebra indices γ , δ, namely R(∗)αβ
:=

1
2Rγ δ ηαβγ δ , for details see [46]. In the present section, just read ∗ (the ordinary dual of tensor calculus)
for both stars, for the Hodge star ⋆ as well as for the Lie star (∗).

4.1. First and second contractions of the Kummer tensor Kαβγ δ
[T ]

As a 4th rank tensor, the Kummer tensor Kαβγ δ
[T ] has six possible contractions:

(1)Φ
γ δ

:= gαβKαβγ δ, (2)Φ
αβ

:= gγ δKαβγ δ, (3)Φ
βδ

:= gαγ Kαβγ δ,

(4)Φ
αδ

:= gβγ Kαβγ δ, (5)Φ
βγ

:= gαδKαβγ δ, (6)Φ
αγ

:= gβδKαβγ δ. (122)

In other words, we have (A)Φ
αβ , for A = 1, . . . , 6; here we used for the contractions the mapping

{1, 2} → 1, {3, 4} → 2, {1, 3} → 3, {2, 3} → 4, {1, 4} → 5, and {2, 4} → 6, which can be read off
directly from (122). The symmetry (47) is also valid in anholonomic indices,

Kαβγ δ
= K γ δβα, (123)

as can be seen from (121). Performing the contractions (122) on both sides of (123), we find

(1)Φ
γ δ

= (2)Φ
γ δ, (3)Φ

βδ
= (3)Φ

δβ , (4)Φ
αδ

= (5)Φ
δα, (6)Φ

αγ
= (6)Φ

γα. (124)
Consequently there are six independent first contractions of the full Kummer tensor, namely

(1)Φ
(αβ), (1)Φ

[αβ], (3)Φ
(αβ), (4)Φ

(αβ), (4)Φ
[αβ], (6)Φ

(αβ), (125)
which could be used to define a basis for the first contractions of the Kummer tensor.

Because of the pair symmetry (123), the second contractions do not turn out to be independent:

(1)Φ
αβ

= Kµ
µ

αβ
=⇒ (1)Φ

ρ
ρ = Kµ

µ
λ
λ

=: M,

(2)Φ
αβ

= Kαβµ
µ =⇒ (2)Φ

ρ
ρ = Kµ

µ
λ
λ

= M,

(3)Φ
αβ

= Kµα
µ

β
=⇒ (3)Φ

ρ
ρ = Kµλ

µλ =: L,

(4)Φ
αβ

= Kαµ
µ

β
=⇒ (4)Φ

ρ
ρ = Kλµ

µλ =: K ,

(5)Φ
αβ

= Kµαβ
µ =⇒ (5)Φ

ρ
ρ = Kµλ

λµ = K ,

(6)Φ
αβ

= Kαµβ
µ =⇒ (6)Φ

ρ
ρ = Kµλ

µλ = L.

(126)
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Fig. 6. Our use of the different types of indices: The 4th irreducible piece of the Kummer tensor density can be found in
Eq. (104) together with Eq. (100). The number 3 denotes, according to Eq. (122), a contraction over its first and third index.

Table 1
First and second contractions of Kummer.

Kαβγ δ
[T ] = Tµαλβ ⋆T ∗

µρλσ T ργ σδ

(1)Kαβγ δ (1)
(1)Φ

αβ
=

(1)
(2)Φ

αβ
=

(1)
(3)Φ

αβ
=

(1)
(4)Φ

αβ
=

(1)
(5)Φ

αβ
=

(1)
(6)Φ

αβ
≠ 0

φ(1) :=
(1)
(A)Φ

µ
µ (A = 1, . . . , 6)

(2)Kαβγ δ (2)
(2)Φ

αβ
=

(2)
(1)Φ

αβ , (2)
(3)Φ

αβ
= −

(2)
(6)Φ

αβ , (2)
(4)Φ

αβ
=

(2)
(1)Φ

αβ ,
(2)
(5)Φ

αβ
= −

(2)
(1)Φ

αβ

φ(2) :=
(2)
(A)Φ

µ
µ = 0 (A = 1, . . . , 6)

(3)Kαβγ δ (3)
(2)Φ

αβ
=

(3)
(4)Φ

αβ
=

(3)
(5)Φ

αβ
=

(3)
(1)Φ

αβ ,
(3)
(3)Φ

αβ
=

(3)
(6)Φ

αβ
= −2(3)

(1)Φ
αβ

φ(3) :=
(3)
(1)Φ

µ
µ

(4)Kαβγ δ (4)
(1)Φ

αβ
=

(4)
(2)Φ

αβ ,
(4)
(4)Φ

αβ
=

(4)
(5)Φ

αβ
= −

(4)
(1)Φ

αβ ,

(4)
(3)Φ

αβ
=

(4)
(6)Φ

αβ
= 0

φ(4) :=
(4)
(1)Φ

µ
µ

(5)Kαβγ δ (5)
(2)Φ

αβ
=

(5)
(1)Φ

αβ , (5)
(5)Φ

αβ
=

(5)
(1)Φ

αβ , (5)
(4)Φ

αβ
= −

(5)
(1)Φ

αβ ,

(5)
(3)Φ

αβ
= 0, (5)

(6)Φ
αβ

= 0

φ(5) :=
(5)
(A)Φ

µ
µ = 0 (A = 1, . . . , 6)

Thus, the Kummer tensor entails the three independent scalars {K , L,M}. If the ‘‘Kummermachinery’’
is fed with a more symmetric tensor, the Weyl tensor Cαβγ

δ , for instance, we find further algebraic
relations between these scalars. In the case of T = C , only one independent scalar, say K , is left over.

The analogous contractions can be made for each irreducible piece (I)Kαβγ δ
[T ] of the Kummer

tensor. We find (see Fig. 6),

(I)
(A)Φ

αβ , I = 1, . . . , 6, A = 1, . . . , 6. (127)

Since (6)Kαβγ δ is totally antisymmetric, its traces vanish and we have

(6)
(A)Φ

αβ
≡ 0, for A = 1, . . . , 6. (128)

Thus, in the future, we need to number the index I only up to 5. Since each irreducible piece of K has
six traces and the traces of (6)K are identically zero, the first contractions yield altogether 5× 6 = 30
potentially nonvanishing traces. Because of the existing symmetries of the (I)Kαβγ δ , not all of these
contractions will be independent. With the help of the computer algebra package Reduce-Excalc, see
[64–67], we were led to the results collected in Table 1.

In Table 1, the first contractions of (2)Kαβγ δ can be written slightly more compactly as

(2)
(1)Φ

αβ
=

(2)
(2)Φ

αβ
=

(2)
(4)Φ

αβ
= −

(2)
(5)Φ

αβ ,
(2)
(3)Φ

αβ
= −

(2)
(6)Φ

αβ . (129)
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Table 2
Antisymmetric parts of first contractions of Kummer.

Kαβγ δ
[T ] = Tµαλβ ⋆T ∗

µρλσ T ργ σδ

(1)Kαβγ δ (1)
(A)Φ

[αβ]
= 0 (A = 1, . . . , 6)

(2)Kαβγ δ (2)
(1)Φ

[αβ]
≠ 0, (2)

(2)Φ
[αβ]

≠ 0, (2)
(4)Φ

[αβ]
≠ 0, (2)

(5)Φ
[αβ]

≠ 0,
(2)
(1)Φ

[αβ]
=

(2)
(2)Φ

[αβ]
=

(2)
(4)Φ

[αβ]
= −

(2)
(5)Φ

[αβ],

(2)
(3)Φ

[αβ]
=

(2)
(6)Φ

[αβ]
= 0

(3)Kαβγ δ (3)
(A)Φ

[αβ]
= 0 (A = 1, . . . , 6)

(4)Kαβγ δ (4)
(A)Φ

[αβ]
= 0 (A = 1, . . . , 6)

(5)Kαβγ δ (5)
(1)Φ

[αβ]
≠ 0, (5)

(2)Φ
[αβ]

≠ 0, (5)
(4)Φ

[αβ]
≠ 0, (5)

(5)Φ
[αβ]

≠ 0,
(5)
(1)Φ

[αβ]
=

(5)
(2)Φ

[αβ]
= −

(5)
(4)Φ

[αβ]
=

(5)
(5)Φ

[αβ],

(5)
(3)Φ

[αβ]
=

(5)
(6)Φ

[αβ]
= 0

Inspection of Table 1 shows that there are six independent first contractions of the Kummer tensor,
namely one from each of (1)K , (3)K , (4)K , and (5)K , two from (2)K , and none from (6)K . As a basis for the
first contractions (I)

(A)Φ
αβ , we use the set,

(1)
(1)Φ

αβ ,
(2)
(1)Φ

αβ ,
(2)
(3)Φ

αβ ,
(3)
(1)Φ

αβ ,
(4)
(1)Φ

αβ ,
(5)
(1)Φ

αβ


. (130)

This set corresponds to one realization. Then, with Reduce-Excalc, we find, the following.
• Proposition on first contractions ofKummer:Define a tensor Λαβ as a superposition of the elements
of the set (130) according to

Λαβ
:= ξ1

(1)
(1)Φ

αβ
+ ξ2

(2)
(1)Φ

αβ
+ ξ3

(2)
(3)Φ

αβ
+ ξ4

(3)
(1)Φ

αβ
+ ξ5

(4)
(1)Φ

αβ
+ ξ6

(5)
(1)Φ

αβ , (131)

with arbitrary constants ξI , for I = 1, . . . , 6. Then Λαβ
= 0 is equivalent to

ξI = 0, for I = 1, . . . , 6. (132)

Thus, the elements of set (130) are algebraically independent. Reversely, every 2nd rank tensor, constructed
by contraction of the Kummer tensor, can be represented as the linear combination (131). Thus, the ele-
ments of set (130) span the vector space of the 2nd rank tensors.

Let us now turn in Table 1 to the second contractions of Kummer, the traces. Because the traces
(2)
(A)Φ

µ
µ and (5)

(A)Φ
µ

µ vanish identically for allA = 1, . . . , 6,wewill have only three independent scalars.
As the corresponding set we choose

{φ(1), φ(3), φ(4)}. (133)

These 3 scalars are independent linear combinations of the scalars K , L,M defined in (126).
•Proposition on second contractions ofKummer: The Kummer tensor Kαβγ δ

[T ] has three algebraically
independent second contraction, such as {φ(1), φ(3), φ(4)}.
For later use, we collect the antisymmetric pieces of the first contractions of Kummer in Table 2.

4.2. Completely tracefree parts of Kummer Kαβγ δ
[T ]

In order to form SO(1, 3)-invariant tensors from theGL(4, R)-invariant tensors (I)Kαβγ δ
[T ], we have

to subtract out all traces. Thus, we need themaximal number of the independent tracefree symmetric
contractions (I)

(A)
Φ(αβ), their antisymmetric counterparts (I)

(A)Φ
[αβ], and the traces φ(I). Here, tracefree

objects will be denoted by a hat,

(I)
(A)
Φαβ

:=
(I)
(A)Φ

αβ
−

1
4

(I)
(A)Φ

µ
µ gαβ (for I and A = 1, . . . , 5). (134)
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Furthermore, we have to take into consideration all symmetrized or antisymmetrized third rank
tensors that can be built from (I)Kαβγ δ .

For the completely tracefree parts of (I)Kαβγ δ , we find

(1)Kαβγ δ
=

(1)Kαβγ δ
−

3
4

(1)
(1)
Φ(αβgγ δ)

−
1
8

φ(1) g(αβgγ δ), (135)

(2)Kαβγ δ
=

(2)Kαβγ δ
+

1
4


(2)
(3)
Φαγ gβδ

−
(2)
(3)
Φβδgαγ


−

1
3


(2)
(1)
Φα(β|gγ |δ)

+
(2)
(1)
Φγ (δ|gα|β)


, (136)

(3)Kαβγ δ
=

(3)Kαβγ δ
+

(3)
(1)
Φαγ gβδ

+
(3)
(1)
Φβδgαγ

−
(3)
(1)
Φα(β|gγ |δ)

−
(3)
(1)
Φγ (β|gα|δ)

+
1
6
φ(3)gα[β|gγ |δ], (137)

(4)Kαβγ δ
=

(4)Kαβγ δ
−

(4)
(1)
Φα[β|gγ |δ]

−
(4)
(1)
Φγ [δ|gα|β]

−
1
6
φ(4)gα[β|gγ |δ], (138)

(5)Kαβγ δ
=

(5)Kαβγ δ
−

(5)
(1)
Φα[β|gγ |δ]

−
(5)
(1)
Φγ [δ|gα|β], (139)

(6)Kαβγ δ
=

(6)Kαβγ δ
= K [αβγ δ]. (140)

The first piece in (135), which, in the electromagnetic case, corresponds to the Tamm–Rubilar
tensor, is already irreducibly decomposed under the SO(1, 3):
• Proposition on the irreducible decomposition of the totally symmetric part of Kummer:
K (αβγ δ)

[T ] =
(1)Kαβγ δ

[T ] – and with it in the electromagnetic case the Tamm–Rubilar tensor density
Gαβγ δ

[χ ] – decompose irreducibly as follows:

(1)Kαβγ δ
=

(1)Kαβγ δ
+

3
4

(1)
(1)
Φ(αβgγ δ)

+
1
8

φ(1) g(αβgγ δ),

35 = 25 ⊕ 9 ⊕ 1. (141)

Note, however, that the tensors (136)–(139) are still reducible. In a next step for a finer decompo-
sition, one has to determine all tensors with symmetric or antisymmetric pairs or triplets of indices.
Furthermore, one has to consider tensors likeKα[βγ δ] and their permutations, together with their cor-
responding symmetric counterparts. For example we find

(1)Kα[βγ δ]
=

(2)Kα[βγ δ]
=

(3)Kα[βγ δ]
=

(4)Kα[βγ δ]
= 0,

and (5)Kα[βγ δ]
≠ 0, (6)Kα[βγ δ]

≠ 0.

In an accompanying paper we will work out a complete list of those tensors.

4.3. Decomposition of Kαβγ δ
[C] in Riemann–Cartan space

The Kummer tensor density Kαβγ δ
[T ] has 136, see (104), and Kαβγ δ

[
(1)T ] only 76 independent

components, see (119). Since the principal part (1)T αβγ δ has 20, but theWeyl tensor Cαβγ δ merely 10
independent components, see the decomposition (59), Kαβγ δ

[C] must then have appreciably fewer
independent components than 76. If we find its irreducible decomposition, we should be able to
determine them.

In analogy to Table 1, we list in Table 3 the contractions of the Kummer–Weyl tensor Kαβγ δ
[C].

We find only one independent first contraction Kαβ of the Kummer–Weyl tensor, and, in turn, only
one independent scalar K as second contraction. We choose {Kαβ , K} as independent objects for both
contractions.

Moreover, we can additionally relate irreducible pieces to each other:

− 2 (3)
(1)Φ

αβ
=

(1)
(1)Φ

αβ , −2 (4)
(1)Φ

αβ
=

(1)
(1)Φ

αβ . (142)
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Table 3
Contractions of Kummer–Weyl.

Kαβγ δ
[C] = Cµαλβ ⋆C∗

µρλσ Cργ σδ

(1)Kαβγ δ (1)Kµ
µ

αβ
=

(1)
(1)Φ

αβ
= · · · =

(1)
(6)Φ

αβ
=: Kαβ

K :=
(1)
(1)Φ

µ
µ =

(1)Kµ
µλ

λ

(2)Kαβγ δ (2)Kαβγ δ
= 0

(3)Kαβγ δ (3)
(1)Φ

αβ
=

(3)
(2)Φ

αβ
=

(3)
(4)Φ

αβ
=

(3)
(5)Φ

αβ ,
(3)
(3)Φ

αβ
=

(3)
(6)Φ

αβ
= −

(3)
(1)Φ

αβ/2

(4)Kαβγ δ (4)
(2)Φ

αβ
=

(4)
(1)Φ

αβ ,

(4)
(4)Φ

αβ
=

(4)
(5)Φ

αβ
= −

(4)
(1)Φ

αβ ,
(4)
(3)Φ

αβ
=

(4)
(6)Φ

αβ
= 0

(5)Kαβγ δ (5)Kαβγ δ
= 0

(6)Kαβγ δ K [αβγ δ]
≠ 0

Note that all contractions are symmetric, that is, we do not have antisymmetric pieces of Φαβ ,
(I)
(A)Φ

[αβ]
= 0 (I = 1, . . . , 5 A = 1, . . . , 6). (143)

Table 3 allows also to prove interrelations between contractions of the various irreducible pieces as,
for example,

(1)Kαβ
[C] := Kµ

µ
αβ

−
1
4
Kµ

µ
λ
λ
gαβ

=
(1)
(1)Φ

αβ
+

(1)
(3)Φ

αβ
+

(1)
(4)Φ

αβ

−
1
4


(1)
(1)Φ

µ
µ +

(1)
(3)Φ

µ
µ +

(1)
(4)Φ

µ
µ


gαβ

= 0. (144)

The five remaining contractions, defined analogously, fulfill the trace-free condition, that is, for the
full Kummer–Weyl tensor we have

(A)
Kαβ

[C] = 0 (A = 1, . . . , 6). (145)

5. Outlook

In order to win more insight into the properties of the Kummer tensor, we will apply it to exact
vacuum solutions of general relativity (GR) and of the Poincaré gauge theory of gravitation (PG). In
particular, we will investigate the Kerr solution of GR and the Kerr metric with torsion [68,69] within
PG. It could be that the considerations of Burinskii [70], who finds Kummer surfaces inside a Kerr black
hole, have some relation to our investigations.

In current string theory, the Kummer surface plays a role as a special case of a so-called K3
(Kummer–Kähler–Kodaira) surface, see [71]. In turn, a K3 surface is a special case of a 3-dimensional
complex Calabi–Yau manifold, see [72]. These manifolds are used for the compactification of higher
dimensions. However, in this application, light propagation does not seem to play a role.

Quite generally, we wonder whether one can also attach a Kummer-like tensor of rank four to the
K3 surfaces and the Calabi–Yau manifolds in differential geometry and in string theory, respectively.
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