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Classical temperature fluctuations
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Inflationary perturbations: quantum fluctuations / expanding background

⇠ � ⇠ �g
00

c
3

� 1

k P
k

⇠(k) = tan�1



c
1

✓

k

k
?

◆

+ c
2

�

+ c
3

� ⇡

2

P(k) = P(k)
QE
⇠(k)

@⇢

@t
+
X

r

@
r

✓

⇢

m
=m @

r

 

 

◆

q̇
r

= m�1=m @
r

 

 

1



Bad Honnef - Jul. 28, 2014

Classical temperature fluctuations promoted to quantum operators
w = 1
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5.9⇥ 10�28 m for the Earth

1

Inflationary perturbations: quantum fluctuations / expanding background
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Classical temperature fluctuations promoted to quantum operators
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second order perturbed Einstein action

5

The next step consists in deriving an equation of mo-
tion for v(⌅,x). This can be done directly from the per-
turbed Einstein equations but, here, we first establish the
action for the quantity v(⌅,x). Expanding the action of
the system (i.e. Einstein-Hilbert action plus the action of
a scalar field) up to second order in the perturbations,
one obtains [12]
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(6)
where ⇤1 = 1 � H⇤/H2 is the first slow-roll parame-
ter [86, 87]. As the formula ä/a = H2(1 � ⇤1) shows,
the condition ⇤1 < 1 is in fact su⇤cient to have infla-
tion. Moreover, we have slow-roll inflation [19, 86–89]
if ⇤1 ⇤ 1. In this case, it is easy to show that ⇤1 ⌅
(M2

Pl
/2V 2)(dV/d⌥)2, i.e. ⇤1 is in fact a measure of how

much the inflaton potential deviates from a flat potential.
Equivalently, according to the previous considerations,
this is also a measure of how much the inflationary expan-
sion deviates from a pure de Sitter solution. In the case
of power-law inflation, one has ⇤1 = (2 + �)/(1 + �) and,
of course, ⇤1 = 0 when � = �2 (de Sitter solution). The
scale factor can also be rewritten as a(⌅) ⌅  0(�⌅)�1��1

and this formula is in fact valid for any slow-roll model
of inflation, i.e. for arbitrary shaped potentials, not nec-
essarily of the exponential type. In this sense, power-law
inflation with � � �2 is a simple representative of all
the slow-roll scenarios. Therefore, the fact that, in this
paper, we focus on this particular model for technical
reasons (again, because this model allows an easy inte-
gration of the equations of motion at the background and
perturbative level) does not restrict in any way the gen-
erality of our considerations.

Our next move consists in Fourier transforming the
quantity v(⌅,x). This is of course justified by the fact
that we work with a linear theory and, hence, all the
modes evolve independently. We have

v (⌅,x) =
1

(2⇧)3/2

�

R3
d3k vk (⌅)eik·x , (7)

with v�k = v⇥k because v(⌅,x) is real. Then inserting
this expansion into Eq. (6), one arrives at [12]
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where the integral over k is taken over half the Fourier
space only. Next, we define pk, the variable canonically
conjugate to vk

pk =
⇥L
⇥v⇥k

⇤ = v⇤k , (9)

where L is the Lagrangian density in Fourier space that
can be derived from Eq. (8). This allows us to calculate

the Hamiltonian which reads
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This Hamiltonian represents a collection of paramet-
ric oscillators (i.e. one oscillator per mode), the time-
dependent frequency of which can be expressed as

⌃2 (⌅,k) = k2 �
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We see that the frequency depends on the scale factors
and its derivatives (up to the fourth). This means that
di⇥erent inflationary backgrounds (i.e. di⇥erent inflaton
potentials) lead to di⇥erent ⌃(⌅,k) and, therefore, to dif-
ferent behaviors for vk(⌅). From Eq. (10) or Eq. (8), it is
easy to derive the equation of motion for the Mukhanov-
Sasaki variable. One obtains

v⇤⇤k + ⌃2 (⌅,k) vk = 0, (12)

which confirms that each mode behaves as a parametric
oscillator. Once a model of inflation has been chosen, the
potential V (⌥) is known and, hence, the corresponding
scale factor can be calculated. This, in turn, allows us to
determine ⌃2(⌅,k) and, then, one can solve the equation
of motion (12). However, in order to find the solution for
the Fourier component of the Mukhanov-Sasaki variable,
one also needs to specify the initial conditions. Classi-
cally, there does not seem to exist a natural criterion to
choose them. However, when quantization has been per-
formed, the requirement that it be initially in the vacuum
state of the theory leads to well-defined initial conditions.
We now turn to these questions.

B. Quantization in the Schrödinger Picture

In this section, we review how the cosmological pertur-
bations are quantized. Very often in the literature, this
is done in the Heisenberg picture. Here, we carry out the
quantization in the Schrödinger picture [15] because this
is more convenient for the problem we want to investigate
in this article. In order to quantize the system, it is also
more convenient to work with real variables. Therefore,
we introduce the following definitions

vk ⇥
1⇧
2

�
vR

k + ivI
k

⇥
, pk ⇥

1⇧
2

�
pR

k + ipI
k

⇥
. (13)

In the Schrödinger approach, the quantum state of the
system is described by a wavefunctional, � [v(⌅,x)].
Since we work in Fourier space (and since the theory is
still free in the sense that it does not contain terms with
power higher than two in the Lagrangian), the wavefunc-
tional can also be factorized into mode components as
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⌘2

dt|⇥⌃

E (dWtdWt0) = dtdt0⇥(t� t0)
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where the integral over k is taken over half the Fourier
space only. Next, we define pk, the variable canonically
conjugate to vk
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We see that the frequency depends on the scale factors
and its derivatives (up to the fourth). This means that
di⇥erent inflationary backgrounds (i.e. di⇥erent inflaton
potentials) lead to di⇥erent ⌃(⌅,k) and, therefore, to dif-
ferent behaviors for vk(⌅). From Eq. (10) or Eq. (8), it is
easy to derive the equation of motion for the Mukhanov-
Sasaki variable. One obtains

v⇤⇤k + ⌃2 (⌅,k) vk = 0, (12)

which confirms that each mode behaves as a parametric
oscillator. Once a model of inflation has been chosen, the
potential V (⌥) is known and, hence, the corresponding
scale factor can be calculated. This, in turn, allows us to
determine ⌃2(⌅,k) and, then, one can solve the equation
of motion (12). However, in order to find the solution for
the Fourier component of the Mukhanov-Sasaki variable,
one also needs to specify the initial conditions. Classi-
cally, there does not seem to exist a natural criterion to
choose them. However, when quantization has been per-
formed, the requirement that it be initially in the vacuum
state of the theory leads to well-defined initial conditions.
We now turn to these questions.

B. Quantization in the Schrödinger Picture

In this section, we review how the cosmological pertur-
bations are quantized. Very often in the literature, this
is done in the Heisenberg picture. Here, we carry out the
quantization in the Schrödinger picture [15] because this
is more convenient for the problem we want to investigate
in this article. In order to quantize the system, it is also
more convenient to work with real variables. Therefore,
we introduce the following definitions
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In the Schrödinger approach, the quantum state of the
system is described by a wavefunctional, � [v(⌅,x)].
Since we work in Fourier space (and since the theory is
still free in the sense that it does not contain terms with
power higher than two in the Lagrangian), the wavefunc-
tional can also be factorized into mode components as

� [v(⌅,x)] =
⌥

k

�k

�
vR

k , vI
k

⇥
=

⌥

k

�R
k

�
vR

k

⇥
�I

k

�
vI

k

⇥
.

(14)

5

The next step consists in deriving an equation of mo-
tion for v(⌅,x). This can be done directly from the per-
turbed Einstein equations but, here, we first establish the
action for the quantity v(⌅,x). Expanding the action of
the system (i.e. Einstein-Hilbert action plus the action of
a scalar field) up to second order in the perturbations,
one obtains [12]

(2)⇥S =
1
2

�
d4x

⇤
(v⇤)2 � ⇥ij�iv�jv +

�
a
⇧
⇤1

⇥⇤⇤

a
⇧
⇤1

v2

⌅
,

(6)
where ⇤1 = 1 � H⇤/H2 is the first slow-roll parame-
ter [86, 87]. As the formula ä/a = H2(1 � ⇤1) shows,
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turbed Einstein equations but, here, we first establish the
action for the quantity v(⌅,x). Expanding the action of
the system (i.e. Einstein-Hilbert action plus the action of
a scalar field) up to second order in the perturbations,
one obtains [12]
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where ⇤1 = 1 � H⇤/H2 is the first slow-roll parame-
ter [86, 87]. As the formula ä/a = H2(1 � ⇤1) shows,
the condition ⇤1 < 1 is in fact su⇤cient to have infla-
tion. Moreover, we have slow-roll inflation [19, 86–89]
if ⇤1 ⇤ 1. In this case, it is easy to show that ⇤1 ⌅
(M2

Pl
/2V 2)(dV/d⌥)2, i.e. ⇤1 is in fact a measure of how

much the inflaton potential deviates from a flat potential.
Equivalently, according to the previous considerations,
this is also a measure of how much the inflationary expan-
sion deviates from a pure de Sitter solution. In the case
of power-law inflation, one has ⇤1 = (2 + �)/(1 + �) and,
of course, ⇤1 = 0 when � = �2 (de Sitter solution). The
scale factor can also be rewritten as a(⌅) ⌅  0(�⌅)�1��1

and this formula is in fact valid for any slow-roll model
of inflation, i.e. for arbitrary shaped potentials, not nec-
essarily of the exponential type. In this sense, power-law
inflation with � � �2 is a simple representative of all
the slow-roll scenarios. Therefore, the fact that, in this
paper, we focus on this particular model for technical
reasons (again, because this model allows an easy inte-
gration of the equations of motion at the background and
perturbative level) does not restrict in any way the gen-
erality of our considerations.

Our next move consists in Fourier transforming the
quantity v(⌅,x). This is of course justified by the fact
that we work with a linear theory and, hence, all the
modes evolve independently. We have

v (⌅,x) =
1

(2⇧)3/2

�

R3
d3k vk (⌅)eik·x , (7)

with v�k = v⇥k because v(⌅,x) is real. Then inserting
this expansion into Eq. (6), one arrives at [12]
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where the integral over k is taken over half the Fourier
space only. Next, we define pk, the variable canonically
conjugate to vk

pk =
⇥L
⇥v⇥k

⇤ = v⇤k , (9)

where L is the Lagrangian density in Fourier space that
can be derived from Eq. (8). This allows us to calculate

the Hamiltonian which reads

H =
�

d3k

⇧
pkp⇥k + vkv⇥k

⇤
k2 �

�
a
⇧
⇤1

⇥⇤⇤

a
⇧
⇤1

⌅⌃
. (10)

This Hamiltonian represents a collection of paramet-
ric oscillators (i.e. one oscillator per mode), the time-
dependent frequency of which can be expressed as

⌃2 (⌅,k) = k2 �
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⇧
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a
⇧
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. (11)

We see that the frequency depends on the scale factors
and its derivatives (up to the fourth). This means that
di⇥erent inflationary backgrounds (i.e. di⇥erent inflaton
potentials) lead to di⇥erent ⌃(⌅,k) and, therefore, to dif-
ferent behaviors for vk(⌅). From Eq. (10) or Eq. (8), it is
easy to derive the equation of motion for the Mukhanov-
Sasaki variable. One obtains

v⇤⇤k + ⌃2 (⌅,k) vk = 0, (12)

which confirms that each mode behaves as a parametric
oscillator. Once a model of inflation has been chosen, the
potential V (⌥) is known and, hence, the corresponding
scale factor can be calculated. This, in turn, allows us to
determine ⌃2(⌅,k) and, then, one can solve the equation
of motion (12). However, in order to find the solution for
the Fourier component of the Mukhanov-Sasaki variable,
one also needs to specify the initial conditions. Classi-
cally, there does not seem to exist a natural criterion to
choose them. However, when quantization has been per-
formed, the requirement that it be initially in the vacuum
state of the theory leads to well-defined initial conditions.
We now turn to these questions.

B. Quantization in the Schrödinger Picture

In this section, we review how the cosmological pertur-
bations are quantized. Very often in the literature, this
is done in the Heisenberg picture. Here, we carry out the
quantization in the Schrödinger picture [15] because this
is more convenient for the problem we want to investigate
in this article. In order to quantize the system, it is also
more convenient to work with real variables. Therefore,
we introduce the following definitions
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In the Schrödinger approach, the quantum state of the
system is described by a wavefunctional, � [v(⌅,x)].
Since we work in Fourier space (and since the theory is
still free in the sense that it does not contain terms with
power higher than two in the Lagrangian), the wavefunc-
tional can also be factorized into mode components as
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⌘
dWt|⇥⌃ �

�

2

⇣
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The next step consists in deriving an equation of mo-
tion for v(⌅,x). This can be done directly from the per-
turbed Einstein equations but, here, we first establish the
action for the quantity v(⌅,x). Expanding the action of
the system (i.e. Einstein-Hilbert action plus the action of
a scalar field) up to second order in the perturbations,
one obtains [12]
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where ⇤1 = 1 � H⇤/H2 is the first slow-roll parame-
ter [86, 87]. As the formula ä/a = H2(1 � ⇤1) shows,
the condition ⇤1 < 1 is in fact su⇤cient to have infla-
tion. Moreover, we have slow-roll inflation [19, 86–89]
if ⇤1 ⇤ 1. In this case, it is easy to show that ⇤1 ⌅
(M2

Pl
/2V 2)(dV/d⌥)2, i.e. ⇤1 is in fact a measure of how

much the inflaton potential deviates from a flat potential.
Equivalently, according to the previous considerations,
this is also a measure of how much the inflationary expan-
sion deviates from a pure de Sitter solution. In the case
of power-law inflation, one has ⇤1 = (2 + �)/(1 + �) and,
of course, ⇤1 = 0 when � = �2 (de Sitter solution). The
scale factor can also be rewritten as a(⌅) ⌅  0(�⌅)�1��1

and this formula is in fact valid for any slow-roll model
of inflation, i.e. for arbitrary shaped potentials, not nec-
essarily of the exponential type. In this sense, power-law
inflation with � � �2 is a simple representative of all
the slow-roll scenarios. Therefore, the fact that, in this
paper, we focus on this particular model for technical
reasons (again, because this model allows an easy inte-
gration of the equations of motion at the background and
perturbative level) does not restrict in any way the gen-
erality of our considerations.

Our next move consists in Fourier transforming the
quantity v(⌅,x). This is of course justified by the fact
that we work with a linear theory and, hence, all the
modes evolve independently. We have

v (⌅,x) =
1

(2⇧)3/2
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d3k vk (⌅)eik·x , (7)

with v�k = v⇥k because v(⌅,x) is real. Then inserting
this expansion into Eq. (6), one arrives at [12]
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where the integral over k is taken over half the Fourier
space only. Next, we define pk, the variable canonically
conjugate to vk

pk =
⇥L
⇥v⇥k

⇤ = v⇤k , (9)

where L is the Lagrangian density in Fourier space that
can be derived from Eq. (8). This allows us to calculate
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This Hamiltonian represents a collection of paramet-
ric oscillators (i.e. one oscillator per mode), the time-
dependent frequency of which can be expressed as
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We see that the frequency depends on the scale factors
and its derivatives (up to the fourth). This means that
di⇥erent inflationary backgrounds (i.e. di⇥erent inflaton
potentials) lead to di⇥erent ⌃(⌅,k) and, therefore, to dif-
ferent behaviors for vk(⌅). From Eq. (10) or Eq. (8), it is
easy to derive the equation of motion for the Mukhanov-
Sasaki variable. One obtains

v⇤⇤k + ⌃2 (⌅,k) vk = 0, (12)

which confirms that each mode behaves as a parametric
oscillator. Once a model of inflation has been chosen, the
potential V (⌥) is known and, hence, the corresponding
scale factor can be calculated. This, in turn, allows us to
determine ⌃2(⌅,k) and, then, one can solve the equation
of motion (12). However, in order to find the solution for
the Fourier component of the Mukhanov-Sasaki variable,
one also needs to specify the initial conditions. Classi-
cally, there does not seem to exist a natural criterion to
choose them. However, when quantization has been per-
formed, the requirement that it be initially in the vacuum
state of the theory leads to well-defined initial conditions.
We now turn to these questions.

B. Quantization in the Schrödinger Picture

In this section, we review how the cosmological pertur-
bations are quantized. Very often in the literature, this
is done in the Heisenberg picture. Here, we carry out the
quantization in the Schrödinger picture [15] because this
is more convenient for the problem we want to investigate
in this article. In order to quantize the system, it is also
more convenient to work with real variables. Therefore,
we introduce the following definitions
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In the Schrödinger approach, the quantum state of the
system is described by a wavefunctional, � [v(⌅,x)].
Since we work in Fourier space (and since the theory is
still free in the sense that it does not contain terms with
power higher than two in the Lagrangian), the wavefunc-
tional can also be factorized into mode components as
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The next step consists in deriving an equation of mo-
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turbed Einstein equations but, here, we first establish the
action for the quantity v(⌅,x). Expanding the action of
the system (i.e. Einstein-Hilbert action plus the action of
a scalar field) up to second order in the perturbations,
one obtains [12]
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where ⇤1 = 1 � H⇤/H2 is the first slow-roll parame-
ter [86, 87]. As the formula ä/a = H2(1 � ⇤1) shows,
the condition ⇤1 < 1 is in fact su⇤cient to have infla-
tion. Moreover, we have slow-roll inflation [19, 86–89]
if ⇤1 ⇤ 1. In this case, it is easy to show that ⇤1 ⌅
(M2

Pl
/2V 2)(dV/d⌥)2, i.e. ⇤1 is in fact a measure of how

much the inflaton potential deviates from a flat potential.
Equivalently, according to the previous considerations,
this is also a measure of how much the inflationary expan-
sion deviates from a pure de Sitter solution. In the case
of power-law inflation, one has ⇤1 = (2 + �)/(1 + �) and,
of course, ⇤1 = 0 when � = �2 (de Sitter solution). The
scale factor can also be rewritten as a(⌅) ⌅  0(�⌅)�1��1

and this formula is in fact valid for any slow-roll model
of inflation, i.e. for arbitrary shaped potentials, not nec-
essarily of the exponential type. In this sense, power-law
inflation with � � �2 is a simple representative of all
the slow-roll scenarios. Therefore, the fact that, in this
paper, we focus on this particular model for technical
reasons (again, because this model allows an easy inte-
gration of the equations of motion at the background and
perturbative level) does not restrict in any way the gen-
erality of our considerations.

Our next move consists in Fourier transforming the
quantity v(⌅,x). This is of course justified by the fact
that we work with a linear theory and, hence, all the
modes evolve independently. We have

v (⌅,x) =
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(2⇧)3/2
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R3
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with v�k = v⇥k because v(⌅,x) is real. Then inserting
this expansion into Eq. (6), one arrives at [12]
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where the integral over k is taken over half the Fourier
space only. Next, we define pk, the variable canonically
conjugate to vk

pk =
⇥L
⇥v⇥k

⇤ = v⇤k , (9)

where L is the Lagrangian density in Fourier space that
can be derived from Eq. (8). This allows us to calculate

the Hamiltonian which reads
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This Hamiltonian represents a collection of paramet-
ric oscillators (i.e. one oscillator per mode), the time-
dependent frequency of which can be expressed as
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We see that the frequency depends on the scale factors
and its derivatives (up to the fourth). This means that
di⇥erent inflationary backgrounds (i.e. di⇥erent inflaton
potentials) lead to di⇥erent ⌃(⌅,k) and, therefore, to dif-
ferent behaviors for vk(⌅). From Eq. (10) or Eq. (8), it is
easy to derive the equation of motion for the Mukhanov-
Sasaki variable. One obtains

v⇤⇤k + ⌃2 (⌅,k) vk = 0, (12)

which confirms that each mode behaves as a parametric
oscillator. Once a model of inflation has been chosen, the
potential V (⌥) is known and, hence, the corresponding
scale factor can be calculated. This, in turn, allows us to
determine ⌃2(⌅,k) and, then, one can solve the equation
of motion (12). However, in order to find the solution for
the Fourier component of the Mukhanov-Sasaki variable,
one also needs to specify the initial conditions. Classi-
cally, there does not seem to exist a natural criterion to
choose them. However, when quantization has been per-
formed, the requirement that it be initially in the vacuum
state of the theory leads to well-defined initial conditions.
We now turn to these questions.

B. Quantization in the Schrödinger Picture

In this section, we review how the cosmological pertur-
bations are quantized. Very often in the literature, this
is done in the Heisenberg picture. Here, we carry out the
quantization in the Schrödinger picture [15] because this
is more convenient for the problem we want to investigate
in this article. In order to quantize the system, it is also
more convenient to work with real variables. Therefore,
we introduce the following definitions
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In the Schrödinger approach, the quantum state of the
system is described by a wavefunctional, � [v(⌅,x)].
Since we work in Fourier space (and since the theory is
still free in the sense that it does not contain terms with
power higher than two in the Lagrangian), the wavefunc-
tional can also be factorized into mode components as

� [v(⌅,x)] =
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the condition ⇤1 < 1 is in fact su⇤cient to have infla-
tion. Moreover, we have slow-roll inflation [19, 86–89]
if ⇤1 ⇤ 1. In this case, it is easy to show that ⇤1 ⌅
(M2

Pl
/2V 2)(dV/d⌥)2, i.e. ⇤1 is in fact a measure of how

much the inflaton potential deviates from a flat potential.
Equivalently, according to the previous considerations,
this is also a measure of how much the inflationary expan-
sion deviates from a pure de Sitter solution. In the case
of power-law inflation, one has ⇤1 = (2 + �)/(1 + �) and,
of course, ⇤1 = 0 when � = �2 (de Sitter solution). The
scale factor can also be rewritten as a(⌅) ⌅  0(�⌅)�1��1
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inflation with � � �2 is a simple representative of all
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paper, we focus on this particular model for technical
reasons (again, because this model allows an easy inte-
gration of the equations of motion at the background and
perturbative level) does not restrict in any way the gen-
erality of our considerations.
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space only. Next, we define pk, the variable canonically
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pk =
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We see that the frequency depends on the scale factors
and its derivatives (up to the fourth). This means that
di⇥erent inflationary backgrounds (i.e. di⇥erent inflaton
potentials) lead to di⇥erent ⌃(⌅,k) and, therefore, to dif-
ferent behaviors for vk(⌅). From Eq. (10) or Eq. (8), it is
easy to derive the equation of motion for the Mukhanov-
Sasaki variable. One obtains

v⇤⇤k + ⌃2 (⌅,k) vk = 0, (12)

which confirms that each mode behaves as a parametric
oscillator. Once a model of inflation has been chosen, the
potential V (⌥) is known and, hence, the corresponding
scale factor can be calculated. This, in turn, allows us to
determine ⌃2(⌅,k) and, then, one can solve the equation
of motion (12). However, in order to find the solution for
the Fourier component of the Mukhanov-Sasaki variable,
one also needs to specify the initial conditions. Classi-
cally, there does not seem to exist a natural criterion to
choose them. However, when quantization has been per-
formed, the requirement that it be initially in the vacuum
state of the theory leads to well-defined initial conditions.
We now turn to these questions.
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In this section, we review how the cosmological pertur-
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is done in the Heisenberg picture. Here, we carry out the
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is more convenient for the problem we want to investigate
in this article. In order to quantize the system, it is also
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The next step consists in deriving an equation of mo-
tion for v(⌅,x). This can be done directly from the per-
turbed Einstein equations but, here, we first establish the
action for the quantity v(⌅,x). Expanding the action of
the system (i.e. Einstein-Hilbert action plus the action of
a scalar field) up to second order in the perturbations,
one obtains [12]
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where ⇤1 = 1 � H⇤/H2 is the first slow-roll parame-
ter [86, 87]. As the formula ä/a = H2(1 � ⇤1) shows,
the condition ⇤1 < 1 is in fact su⇤cient to have infla-
tion. Moreover, we have slow-roll inflation [19, 86–89]
if ⇤1 ⇤ 1. In this case, it is easy to show that ⇤1 ⌅
(M2
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/2V 2)(dV/d⌥)2, i.e. ⇤1 is in fact a measure of how

much the inflaton potential deviates from a flat potential.
Equivalently, according to the previous considerations,
this is also a measure of how much the inflationary expan-
sion deviates from a pure de Sitter solution. In the case
of power-law inflation, one has ⇤1 = (2 + �)/(1 + �) and,
of course, ⇤1 = 0 when � = �2 (de Sitter solution). The
scale factor can also be rewritten as a(⌅) ⌅  0(�⌅)�1��1

and this formula is in fact valid for any slow-roll model
of inflation, i.e. for arbitrary shaped potentials, not nec-
essarily of the exponential type. In this sense, power-law
inflation with � � �2 is a simple representative of all
the slow-roll scenarios. Therefore, the fact that, in this
paper, we focus on this particular model for technical
reasons (again, because this model allows an easy inte-
gration of the equations of motion at the background and
perturbative level) does not restrict in any way the gen-
erality of our considerations.

Our next move consists in Fourier transforming the
quantity v(⌅,x). This is of course justified by the fact
that we work with a linear theory and, hence, all the
modes evolve independently. We have

v (⌅,x) =
1

(2⇧)3/2
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R3
d3k vk (⌅)eik·x , (7)

with v�k = v⇥k because v(⌅,x) is real. Then inserting
this expansion into Eq. (6), one arrives at [12]
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where the integral over k is taken over half the Fourier
space only. Next, we define pk, the variable canonically
conjugate to vk

pk =
⇥L
⇥v⇥k

⇤ = v⇤k , (9)

where L is the Lagrangian density in Fourier space that
can be derived from Eq. (8). This allows us to calculate
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This Hamiltonian represents a collection of paramet-
ric oscillators (i.e. one oscillator per mode), the time-
dependent frequency of which can be expressed as
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We see that the frequency depends on the scale factors
and its derivatives (up to the fourth). This means that
di⇥erent inflationary backgrounds (i.e. di⇥erent inflaton
potentials) lead to di⇥erent ⌃(⌅,k) and, therefore, to dif-
ferent behaviors for vk(⌅). From Eq. (10) or Eq. (8), it is
easy to derive the equation of motion for the Mukhanov-
Sasaki variable. One obtains

v⇤⇤k + ⌃2 (⌅,k) vk = 0, (12)

which confirms that each mode behaves as a parametric
oscillator. Once a model of inflation has been chosen, the
potential V (⌥) is known and, hence, the corresponding
scale factor can be calculated. This, in turn, allows us to
determine ⌃2(⌅,k) and, then, one can solve the equation
of motion (12). However, in order to find the solution for
the Fourier component of the Mukhanov-Sasaki variable,
one also needs to specify the initial conditions. Classi-
cally, there does not seem to exist a natural criterion to
choose them. However, when quantization has been per-
formed, the requirement that it be initially in the vacuum
state of the theory leads to well-defined initial conditions.
We now turn to these questions.

B. Quantization in the Schrödinger Picture

In this section, we review how the cosmological pertur-
bations are quantized. Very often in the literature, this
is done in the Heisenberg picture. Here, we carry out the
quantization in the Schrödinger picture [15] because this
is more convenient for the problem we want to investigate
in this article. In order to quantize the system, it is also
more convenient to work with real variables. Therefore,
we introduce the following definitions
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In the Schrödinger approach, the quantum state of the
system is described by a wavefunctional, � [v(⌅,x)].
Since we work in Fourier space (and since the theory is
still free in the sense that it does not contain terms with
power higher than two in the Lagrangian), the wavefunc-
tional can also be factorized into mode components as
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conjugate to vk

pk =
⇥L
⇥v⇥k

⇤ = v⇤k , (9)

where L is the Lagrangian density in Fourier space that
can be derived from Eq. (8). This allows us to calculate

the Hamiltonian which reads

H =
�

d3k

⇧
pkp⇥k + vkv⇥k

⇤
k2 �

�
a
⇧
⇤1

⇥⇤⇤

a
⇧
⇤1

⌅⌃
. (10)

This Hamiltonian represents a collection of paramet-
ric oscillators (i.e. one oscillator per mode), the time-
dependent frequency of which can be expressed as

⌃2 (⌅,k) = k2 �
�
a
⇧
⇤1

⇥⇤⇤

a
⇧
⇤1

. (11)
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potential V (⌥) is known and, hence, the corresponding
scale factor can be calculated. This, in turn, allows us to
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Quantization is achieved by promoting vk and pk to
quantum operators, v̂k and p̂k, and by requiring the
canonical commutation relations
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The wavefunctional � [v(⇥,x)] obeys the Schrödinger
equation which, in this context, is a functional di⇤er-
ential equation. However, since each mode evolves in-
dependently, this functional di⇤erential equation can be
reduced to an infinite number of di⇤erential equations for
each �k. Concretely, we have

i
�R,I

k
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= ĤR,I
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k , (17)

where the Hamiltonian densities ĤR,I
k , are related to the

Hamiltonian by Ĥ =
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d3k
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k + ĤI
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⌅
. They can be

expressed as
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where we have made use of the representations (16).
We are now in a position where we can solve the

Schrödinger equation. Let us consider the following
Gaussian state

�R,I
k

⇤
⇥, vR,I

k

⌅
= Nk(⇥)e��k(�)(vR,I

k )2

. (19)

The functions Nk(⇥) and ⇥k(⇥) are time dependent and
do not carry the subscripts “R” and/or “I” because they
are the same for the wavefunctions of the real and imagi-
nary parts of the Mukhanov-Sasaki variable (see below).
Then, inserting �k given by Eq. (19) into the Schrödinger
equation (17) implies that Nk and ⇥k obey the di⇤eren-
tial equations

i
N ⌅

k

Nk
= ⇥k, ⇥⌅k = �2i⇥2

k +
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2
⌅2(⇥,k). (20)

The solutions can be easily found and read

|Nk| =
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⌃1/4

, ⇥k = � i

2
f ⌅k
fk

, (21)

where fk is a function obeying the equation f ⌅⌅k +⌅2fk =
0, that is to say exactly Eq. (12). The first equation (21)

guarantees that the wavefunction is properly normalized,
i.e.

�
�R,I

k �R,I
k

⇥dvR,I
k = 1. (22)

Let us now discuss the initial conditions. The funda-
mental assumption of inflation is that the perturbations
are initially in their ground state. At the beginning of in-
flation, all the modes of astrophysical interest today have
a physical wavelength smaller than the Hubble radius,
i.e. k/(aH)⇤⌅. In this regime, one has ⌅2(⇥,k)⇤ k2

and each mode now behaves as an harmonic oscillator (as
opposed to a parametric oscillator in the generic case)
with frequency ⌅ = k. As a consequence, the di⇤erential
equation for fk(⇥) can easily be solved and the solution
reads fk = Akeik� + Bke�ik�, Ak and Bk being integra-
tion constants. Upon using the second equation (21), one
has

⇥k ⇤
k

2
Akeik� �Bke�ik�

Akeik� + Bke�ik�
. (23)

The wavefunction (19) represents the ground state wave-
function of an harmonic oscillator if ⇥k = k/2. There-
fore, one must choose the initial conditions such that
Bk = 0. Moreover, it is easy to check that the Wronskian
W ⇥ f ⌅kf⇥k � f ⌅⇥k fk is a conserved quantity, dW/d⇥ = 0,
thanks to the equation of motion of fk. Straightforward
calculation leads to W = 2ik |Ak|2. In the Heisenberg
picture the canonical commutation relations require that
W = i. Even if in the Schrödinger picture presently used,
the specific value of W is irrelevant since it cancels out
on all calculable physical quantities, this value is conven-
tionally adopted, which amounts to setting Ak = 1/

⌃
2k.

As announced, requiring the initial state to be the ground
state has completely fixed the initial conditions. We
see that Eq. (12) (or, equivalently, the equation for fk)
should thus be solved with the boundary condition

lim
k/(aH)⇤+⇧

fk =
1⌃
2k

eik�. (24)

This choice of initial conditions is referred to as the
Bunch-Davies vacuum.

C. The Power Spectrum

Let us now turn to the calculation of the power spec-
trum and first introduce the two-point correlation func-
tion, defined by
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5

The next step consists in deriving an equation of mo-
tion for v(⌅,x). This can be done directly from the per-
turbed Einstein equations but, here, we first establish the
action for the quantity v(⌅,x). Expanding the action of
the system (i.e. Einstein-Hilbert action plus the action of
a scalar field) up to second order in the perturbations,
one obtains [12]

(2)⇥S =
1
2

�
d4x

⇤
(v⇤)2 � ⇥ij�iv�jv +

�
a
⇧
⇤1

⇥⇤⇤

a
⇧
⇤1

v2

⌅
,

(6)
where ⇤1 = 1 � H⇤/H2 is the first slow-roll parame-
ter [86, 87]. As the formula ä/a = H2(1 � ⇤1) shows,
the condition ⇤1 < 1 is in fact su⇤cient to have infla-
tion. Moreover, we have slow-roll inflation [19, 86–89]
if ⇤1 ⇤ 1. In this case, it is easy to show that ⇤1 ⌅
(M2

Pl
/2V 2)(dV/d⌥)2, i.e. ⇤1 is in fact a measure of how

much the inflaton potential deviates from a flat potential.
Equivalently, according to the previous considerations,
this is also a measure of how much the inflationary expan-
sion deviates from a pure de Sitter solution. In the case
of power-law inflation, one has ⇤1 = (2 + �)/(1 + �) and,
of course, ⇤1 = 0 when � = �2 (de Sitter solution). The
scale factor can also be rewritten as a(⌅) ⌅  0(�⌅)�1��1

and this formula is in fact valid for any slow-roll model
of inflation, i.e. for arbitrary shaped potentials, not nec-
essarily of the exponential type. In this sense, power-law
inflation with � � �2 is a simple representative of all
the slow-roll scenarios. Therefore, the fact that, in this
paper, we focus on this particular model for technical
reasons (again, because this model allows an easy inte-
gration of the equations of motion at the background and
perturbative level) does not restrict in any way the gen-
erality of our considerations.

Our next move consists in Fourier transforming the
quantity v(⌅,x). This is of course justified by the fact
that we work with a linear theory and, hence, all the
modes evolve independently. We have

v (⌅,x) =
1

(2⇧)3/2

�

R3
d3k vk (⌅)eik·x , (7)

with v�k = v⇥k because v(⌅,x) is real. Then inserting
this expansion into Eq. (6), one arrives at [12]

(2)⇥S =
�

d⌅
�

d3k

⇧
v⇤kv⇥k

⇤ + vkv⇥k

⇤�
a
⇧
⇤1

⇥⇤⇤

a
⇧
⇤1

� k2

⌅⌃
,

(8)

where the integral over k is taken over half the Fourier
space only. Next, we define pk, the variable canonically
conjugate to vk

pk =
⇥L
⇥v⇥k

⇤ = v⇤k , (9)

where L is the Lagrangian density in Fourier space that
can be derived from Eq. (8). This allows us to calculate

the Hamiltonian which reads

H =
�

d3k

⇧
pkp⇥k + vkv⇥k

⇤
k2 �

�
a
⇧
⇤1

⇥⇤⇤

a
⇧
⇤1

⌅⌃
. (10)

This Hamiltonian represents a collection of paramet-
ric oscillators (i.e. one oscillator per mode), the time-
dependent frequency of which can be expressed as

⌃2 (⌅,k) = k2 �
�
a
⇧
⇤1

⇥⇤⇤

a
⇧
⇤1

. (11)

We see that the frequency depends on the scale factors
and its derivatives (up to the fourth). This means that
di⇥erent inflationary backgrounds (i.e. di⇥erent inflaton
potentials) lead to di⇥erent ⌃(⌅,k) and, therefore, to dif-
ferent behaviors for vk(⌅). From Eq. (10) or Eq. (8), it is
easy to derive the equation of motion for the Mukhanov-
Sasaki variable. One obtains

v⇤⇤k + ⌃2 (⌅,k) vk = 0, (12)

which confirms that each mode behaves as a parametric
oscillator. Once a model of inflation has been chosen, the
potential V (⌥) is known and, hence, the corresponding
scale factor can be calculated. This, in turn, allows us to
determine ⌃2(⌅,k) and, then, one can solve the equation
of motion (12). However, in order to find the solution for
the Fourier component of the Mukhanov-Sasaki variable,
one also needs to specify the initial conditions. Classi-
cally, there does not seem to exist a natural criterion to
choose them. However, when quantization has been per-
formed, the requirement that it be initially in the vacuum
state of the theory leads to well-defined initial conditions.
We now turn to these questions.

B. Quantization in the Schrödinger Picture

In this section, we review how the cosmological pertur-
bations are quantized. Very often in the literature, this
is done in the Heisenberg picture. Here, we carry out the
quantization in the Schrödinger picture [15] because this
is more convenient for the problem we want to investigate
in this article. In order to quantize the system, it is also
more convenient to work with real variables. Therefore,
we introduce the following definitions

vk ⇥
1⇧
2

�
vR

k + ivI
k

⇥
, pk ⇥

1⇧
2

�
pR

k + ipI
k

⇥
. (13)

In the Schrödinger approach, the quantum state of the
system is described by a wavefunctional, � [v(⌅,x)].
Since we work in Fourier space (and since the theory is
still free in the sense that it does not contain terms with
power higher than two in the Lagrangian), the wavefunc-
tional can also be factorized into mode components as
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⌘
dWt|⇥⌃ �

�

2

⇣
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⌘2

dt|⇥⌥

E (dWtdWt0) = dtdt0⇥(t� t0)
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FIGURE 14. Di�erent regimes for the time evolution of a scalar mode: the potential in Eq. (123)
starts growing initially during the perturbation production epoch, then stabilizes for instance at the end of
inflation or at a bouncing point, and then decays again while getting into the radiation or matter domination
era (or any other relevant subsequent regime). For a short wavelength ⇥SW, the wavenumber k2 is at all
time larger than the potential, which therefore doesn’t a�ect the mode evolution: Eq. (123) then indicates
a simple oscillating behavior at all times. On the other hand, for a larger wavelength, ⇥LW, i.e. smaller
k2, di�erent regimes can be identified: initially, in region I, the mode oscillates as k2 ⇤ U(�), then there
is a transition through region II in which the mode passes below the potential. Then in region III, one
is in the opposite situation where k2 ⇥ U(�), and the mode now consists in a growing and a decaying
solution. Finally, region IV connects to the standard cosmology, the mode is above the potential again,
and therefore starts oscillating again; these oscillations are those one observes in the Cosmic Microwave
Background which I did not have space to discuss here.

Quantization

All what precedes does still not tell us what initial conditions we should use, or, in
other words, given (124), what should we take as functions A(k) and B(k)?

To achieve this goal, we need to quantize our system, which is quite simply done
when we have discussed the action expanded to second order.

Expanding the action

The action for our scalar field, still without a potential to keep things simple, is

S =
�

1
2

(⌅⇤)2 ⇧�gd4x =
1
2
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a4
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Vacuum state

The vacuum state

In quantum field theory and therefore here as well, the vacuum state is that which is
annihilated by all the operator ak, namely

âkkk|0⌥ = 0 for all kkk,

and all other states are obtained by repeated application of the "creation" operator â†kkk on
|0⌥.

In the limit |k�|⇤ 1, i.e. for large negative conformal times where we indeed want
to impose our initial conditions, we are back to the usual massless scalar field in a
Minkowski space time, and we know that the vacuum state must therefore satisfy

vkkk �⌅|k�|⌅⇧
e�ik�
�

2k
,

as indicated in any standard textbook on quantum field theory. Given the previously
obtained solution, this leads to the so-called Bunch-Davies vacuum state

⌅k (�) =
H��

2k

⇤
1+

1
ik�

⌅
e�ik�, (129)

which now provides a closed form initial solution for our perturbation. It is with such
initial condition that one finally gets the scale-invariant spectrum which one compares
with the observational data (and it works!).

The power spectrum is now obtained from the 2-point correlation function ⇥v (xxx� yyy) ⇥
⌃0|v̂ (xxx,�)v (yyy,�) |0⌥, which gives

⇥v =

⇧
d3kkk

(2⇤)3 |vk|2eikkk·(xxx�yyy) =

⇧
dk
k

k3

2⇤2 |vk|2
sinkr

kr
, (130)

after integration over the angles and setting r = |xxx� yyy|.
It turns out that for large scales, i.e. super-Hubble modes, one finds that the properties

of quantum field are the same as that of a classical stochastic field with gaussian
statistics. In particular, this means we can replace the quantum averages by statistical
ensemble averages. For the stochastic variables, we find a power spectrum that scales as

P⌅ (k) =
2⇤2

k3 P⌅ (k) =
|vk|2
a2 =

� H
2⇤

⇥2
, (131)

in other words a scale-invariant spectrum.

Realistic perturbations

If one wants to take into account all the actual complication of what is really going
on, one needs to consider all scalar, vector and tensor modes of the metric and treat

Initial conditions fixed!

Transmission & Reflexion coefficients!
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Primordial Power Spectrum 
Standard case 
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(quantum vacuum fluctuations)
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Quantum mechanics

Physical system = Hilbert space of configurations 
                              State vectors 
                              Observables = self-adjoint operators 
                              Measurement = eigenvalue A|an⇥ = an|an⇥
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Predictions for a quantum theory

Predictions of the theory: Calculated by quantum average ��|Ô|�⇥
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Possible extensions and a criterion: the Born rule

Superselection rules
Modal interpretation

Many worlds / many minds

Hidden variables
Modified Schrödinger dynamics

A. Bassi, G.C. Ghirardi / Physics Reports 379 (2003) 257–426 277

Fig. 1.

4. Possible ways out of the macro-objecti!cation problem

Various ways to overcome the measurement problem have been considered in the literature: in
this section we brie!y describe and discuss them. It is useful to arrange the various proposals in a
hierarchical tree-like structure [14], taking into account the fundamental points on which they di"er:
in the #gure below we present a diagram which may help in following the argument. Subsequently
we will comment on the various options.

4.1. Listing the possible ways out

A #rst distinction among the alternatives which have been considered in the literature derives
from taking into account the role which they assign to the statevector | ⟩ of a system (Fig. 1). This
leads to the Incompleteness versus Formal Completeness option:
Incompleteness: this approach rests on the assertion that the speci#cation of the state | ⟩ of the

system is insu$cient: further parameters, besides the wavefunction, must be considered, allowing us
to assign de#nite properties to physical systems.
Formal Completeness: it is assumed that the assignment of the statevector represents the most

accurate possible speci#cation of the state of a physical system.
When the assumption of Formal Completeness is made, two fundamentally di"erent positions can

be taken about the status of an ensemble—a pure case in the standard scheme—all individuals of

A. Bassi & G.C. Ghirardi, Phys. Rep. 379, 257 (2003)
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Quantum equilibrium
(Valentini & Westman, 2005)

Particle in a box - 2D
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Dynamical origin of quantum probabilities
Proc. Roy. Soc. A 461, 253 (2005).

In this paper, Valentini and Westman show using explicit numerical simulations that
⇢! | |2 arises naturally even from a grossly non-equilibrium particle distribution.

• System is a single particle in a 2D box with configuration q = (x, y) and a (pure
state) wave function  (x, y, t) satisfying Schrödinger equation (h̄ = 1)
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~F = G
N

m
1

m
2

r2
~u
r

n
1

1

Energy eigenfunctions �
mn

(x, y) =
2

⇡
sin (mx) sin (ny) E

mn

=
1

2

�

m2 + n2

�

⇢ (x, y, t) =) @⇢

@t
+

@

@x
(⇢ẋ) +
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Initial configuration

Dynamical origin of quantum probabilities: numerical simulations

Starting conditions for the simulation: initial ⇢ 6= | |2

Want grossly non-equilibrium starting distribution
for particles. Choose distribution equal to square
of ground-state wave function:

⇢(x, y, 0) = |�
11

(x, y)|2

.

Initial  is superposition of first 16 modes,
m, n = 1, 2, 3, 4, . . . with equal amplitudes but
randomly chosen phases ✓mn:

 (x, y, 0) =

4X

m,n=1

1

4

�mn(x, y) exp(i✓mn)

 (x, y, t) =

4X

m,n=1

1

4

�mn(x, y) exp i(✓mn � Emnt)

Note  periodic in time with period 4⇡ (since
4⇡Emn is always an integer multiple of 2⇡).
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Dynamical evolutions

Dynamical origin of quantum probabilities: numerical simulations

Results of evolution

⇢ | |2

Results for t = 0 (a,b), for t = 2⇡ (c,d) and for t = 4⇡ (e,f).

While | |2 recurs to its initial value, the smoothed particle distribution ⇢ shows a remarkable evolution towards quantum equilibrium!
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relaxation towards 
equilibrium

chaotic mixing…

just like ordinary 
thermal equilibrium

possibly slightly smaller width for low number of modes…
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Recall: Hamiltonian

5

The next step consists in deriving an equation of mo-
tion for v(⌅,x). This can be done directly from the per-
turbed Einstein equations but, here, we first establish the
action for the quantity v(⌅,x). Expanding the action of
the system (i.e. Einstein-Hilbert action plus the action of
a scalar field) up to second order in the perturbations,
one obtains [12]

(2)⇥S =
1
2

�
d4x

⇤
(v⇤)2 � ⇥ij�iv�jv +

�
a
⇧
⇤1

⇥⇤⇤

a
⇧
⇤1

v2

⌅
,

(6)
where ⇤1 = 1 � H⇤/H2 is the first slow-roll parame-
ter [86, 87]. As the formula ä/a = H2(1 � ⇤1) shows,
the condition ⇤1 < 1 is in fact su⇤cient to have infla-
tion. Moreover, we have slow-roll inflation [19, 86–89]
if ⇤1 ⇤ 1. In this case, it is easy to show that ⇤1 ⌅
(M2

Pl
/2V 2)(dV/d⌥)2, i.e. ⇤1 is in fact a measure of how

much the inflaton potential deviates from a flat potential.
Equivalently, according to the previous considerations,
this is also a measure of how much the inflationary expan-
sion deviates from a pure de Sitter solution. In the case
of power-law inflation, one has ⇤1 = (2 + �)/(1 + �) and,
of course, ⇤1 = 0 when � = �2 (de Sitter solution). The
scale factor can also be rewritten as a(⌅) ⌅  0(�⌅)�1��1

and this formula is in fact valid for any slow-roll model
of inflation, i.e. for arbitrary shaped potentials, not nec-
essarily of the exponential type. In this sense, power-law
inflation with � � �2 is a simple representative of all
the slow-roll scenarios. Therefore, the fact that, in this
paper, we focus on this particular model for technical
reasons (again, because this model allows an easy inte-
gration of the equations of motion at the background and
perturbative level) does not restrict in any way the gen-
erality of our considerations.

Our next move consists in Fourier transforming the
quantity v(⌅,x). This is of course justified by the fact
that we work with a linear theory and, hence, all the
modes evolve independently. We have

v (⌅,x) =
1

(2⇧)3/2

�

R3
d3k vk (⌅)eik·x , (7)

with v�k = v⇥k because v(⌅,x) is real. Then inserting
this expansion into Eq. (6), one arrives at [12]

(2)⇥S =
�

d⌅
�

d3k

⇧
v⇤kv⇥k

⇤ + vkv⇥k

⇤�
a
⇧
⇤1

⇥⇤⇤

a
⇧
⇤1

� k2

⌅⌃
,

(8)

where the integral over k is taken over half the Fourier
space only. Next, we define pk, the variable canonically
conjugate to vk

pk =
⇥L
⇥v⇥k

⇤ = v⇤k , (9)

where L is the Lagrangian density in Fourier space that
can be derived from Eq. (8). This allows us to calculate

the Hamiltonian which reads

H =
�

d3k

⇧
pkp⇥k + vkv⇥k

⇤
k2 �

�
a
⇧
⇤1

⇥⇤⇤

a
⇧
⇤1

⌅⌃
. (10)

This Hamiltonian represents a collection of paramet-
ric oscillators (i.e. one oscillator per mode), the time-
dependent frequency of which can be expressed as

⌃2 (⌅,k) = k2 �
�
a
⇧
⇤1

⇥⇤⇤

a
⇧
⇤1

. (11)

We see that the frequency depends on the scale factors
and its derivatives (up to the fourth). This means that
di⇥erent inflationary backgrounds (i.e. di⇥erent inflaton
potentials) lead to di⇥erent ⌃(⌅,k) and, therefore, to dif-
ferent behaviors for vk(⌅). From Eq. (10) or Eq. (8), it is
easy to derive the equation of motion for the Mukhanov-
Sasaki variable. One obtains

v⇤⇤k + ⌃2 (⌅,k) vk = 0, (12)

which confirms that each mode behaves as a parametric
oscillator. Once a model of inflation has been chosen, the
potential V (⌥) is known and, hence, the corresponding
scale factor can be calculated. This, in turn, allows us to
determine ⌃2(⌅,k) and, then, one can solve the equation
of motion (12). However, in order to find the solution for
the Fourier component of the Mukhanov-Sasaki variable,
one also needs to specify the initial conditions. Classi-
cally, there does not seem to exist a natural criterion to
choose them. However, when quantization has been per-
formed, the requirement that it be initially in the vacuum
state of the theory leads to well-defined initial conditions.
We now turn to these questions.

B. Quantization in the Schrödinger Picture

In this section, we review how the cosmological pertur-
bations are quantized. Very often in the literature, this
is done in the Heisenberg picture. Here, we carry out the
quantization in the Schrödinger picture [15] because this
is more convenient for the problem we want to investigate
in this article. In order to quantize the system, it is also
more convenient to work with real variables. Therefore,
we introduce the following definitions

vk ⇥
1⇧
2

�
vR

k + ivI
k

⇥
, pk ⇥

1⇧
2

�
pR

k + ipI
k

⇥
. (13)

In the Schrödinger approach, the quantum state of the
system is described by a wavefunctional, � [v(⌅,x)].
Since we work in Fourier space (and since the theory is
still free in the sense that it does not contain terms with
power higher than two in the Lagrangian), the wavefunc-
tional can also be factorized into mode components as

� [v(⌅,x)] =
⌥

k

�k

�
vR

k , vI
k

⇥
=

⌥

k

�R
k

�
vR

k

⇥
�I

k

�
vI

k

⇥
.
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Recall: Hamiltonian
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determine ⌃2(⌅,k) and, then, one can solve the equation
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The next step consists in deriving an equation of mo-
tion for v(⌅,x). This can be done directly from the per-
turbed Einstein equations but, here, we first establish the
action for the quantity v(⌅,x). Expanding the action of
the system (i.e. Einstein-Hilbert action plus the action of
a scalar field) up to second order in the perturbations,
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where ⇤1 = 1 � H⇤/H2 is the first slow-roll parame-
ter [86, 87]. As the formula ä/a = H2(1 � ⇤1) shows,
the condition ⇤1 < 1 is in fact su⇤cient to have infla-
tion. Moreover, we have slow-roll inflation [19, 86–89]
if ⇤1 ⇤ 1. In this case, it is easy to show that ⇤1 ⌅
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/2V 2)(dV/d⌥)2, i.e. ⇤1 is in fact a measure of how

much the inflaton potential deviates from a flat potential.
Equivalently, according to the previous considerations,
this is also a measure of how much the inflationary expan-
sion deviates from a pure de Sitter solution. In the case
of power-law inflation, one has ⇤1 = (2 + �)/(1 + �) and,
of course, ⇤1 = 0 when � = �2 (de Sitter solution). The
scale factor can also be rewritten as a(⌅) ⌅  0(�⌅)�1��1

and this formula is in fact valid for any slow-roll model
of inflation, i.e. for arbitrary shaped potentials, not nec-
essarily of the exponential type. In this sense, power-law
inflation with � � �2 is a simple representative of all
the slow-roll scenarios. Therefore, the fact that, in this
paper, we focus on this particular model for technical
reasons (again, because this model allows an easy inte-
gration of the equations of motion at the background and
perturbative level) does not restrict in any way the gen-
erality of our considerations.

Our next move consists in Fourier transforming the
quantity v(⌅,x). This is of course justified by the fact
that we work with a linear theory and, hence, all the
modes evolve independently. We have
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where the integral over k is taken over half the Fourier
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We see that the frequency depends on the scale factors
and its derivatives (up to the fourth). This means that
di⇥erent inflationary backgrounds (i.e. di⇥erent inflaton
potentials) lead to di⇥erent ⌃(⌅,k) and, therefore, to dif-
ferent behaviors for vk(⌅). From Eq. (10) or Eq. (8), it is
easy to derive the equation of motion for the Mukhanov-
Sasaki variable. One obtains

v⇤⇤k + ⌃2 (⌅,k) vk = 0, (12)

which confirms that each mode behaves as a parametric
oscillator. Once a model of inflation has been chosen, the
potential V (⌥) is known and, hence, the corresponding
scale factor can be calculated. This, in turn, allows us to
determine ⌃2(⌅,k) and, then, one can solve the equation
of motion (12). However, in order to find the solution for
the Fourier component of the Mukhanov-Sasaki variable,
one also needs to specify the initial conditions. Classi-
cally, there does not seem to exist a natural criterion to
choose them. However, when quantization has been per-
formed, the requirement that it be initially in the vacuum
state of the theory leads to well-defined initial conditions.
We now turn to these questions.

B. Quantization in the Schrödinger Picture

In this section, we review how the cosmological pertur-
bations are quantized. Very often in the literature, this
is done in the Heisenberg picture. Here, we carry out the
quantization in the Schrödinger picture [15] because this
is more convenient for the problem we want to investigate
in this article. In order to quantize the system, it is also
more convenient to work with real variables. Therefore,
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(⇢ẋ) +

@

@y
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The next step consists in deriving an equation of mo-
tion for v(⌅,x). This can be done directly from the per-
turbed Einstein equations but, here, we first establish the
action for the quantity v(⌅,x). Expanding the action of
the system (i.e. Einstein-Hilbert action plus the action of
a scalar field) up to second order in the perturbations,
one obtains [12]
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where ⇤1 = 1 � H⇤/H2 is the first slow-roll parame-
ter [86, 87]. As the formula ä/a = H2(1 � ⇤1) shows,
the condition ⇤1 < 1 is in fact su⇤cient to have infla-
tion. Moreover, we have slow-roll inflation [19, 86–89]
if ⇤1 ⇤ 1. In this case, it is easy to show that ⇤1 ⌅
(M2

Pl
/2V 2)(dV/d⌥)2, i.e. ⇤1 is in fact a measure of how

much the inflaton potential deviates from a flat potential.
Equivalently, according to the previous considerations,
this is also a measure of how much the inflationary expan-
sion deviates from a pure de Sitter solution. In the case
of power-law inflation, one has ⇤1 = (2 + �)/(1 + �) and,
of course, ⇤1 = 0 when � = �2 (de Sitter solution). The
scale factor can also be rewritten as a(⌅) ⌅  0(�⌅)�1��1

and this formula is in fact valid for any slow-roll model
of inflation, i.e. for arbitrary shaped potentials, not nec-
essarily of the exponential type. In this sense, power-law
inflation with � � �2 is a simple representative of all
the slow-roll scenarios. Therefore, the fact that, in this
paper, we focus on this particular model for technical
reasons (again, because this model allows an easy inte-
gration of the equations of motion at the background and
perturbative level) does not restrict in any way the gen-
erality of our considerations.

Our next move consists in Fourier transforming the
quantity v(⌅,x). This is of course justified by the fact
that we work with a linear theory and, hence, all the
modes evolve independently. We have

v (⌅,x) =
1

(2⇧)3/2
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R3
d3k vk (⌅)eik·x , (7)

with v�k = v⇥k because v(⌅,x) is real. Then inserting
this expansion into Eq. (6), one arrives at [12]
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where the integral over k is taken over half the Fourier
space only. Next, we define pk, the variable canonically
conjugate to vk

pk =
⇥L
⇥v⇥k

⇤ = v⇤k , (9)

where L is the Lagrangian density in Fourier space that
can be derived from Eq. (8). This allows us to calculate

the Hamiltonian which reads
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This Hamiltonian represents a collection of paramet-
ric oscillators (i.e. one oscillator per mode), the time-
dependent frequency of which can be expressed as
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We see that the frequency depends on the scale factors
and its derivatives (up to the fourth). This means that
di⇥erent inflationary backgrounds (i.e. di⇥erent inflaton
potentials) lead to di⇥erent ⌃(⌅,k) and, therefore, to dif-
ferent behaviors for vk(⌅). From Eq. (10) or Eq. (8), it is
easy to derive the equation of motion for the Mukhanov-
Sasaki variable. One obtains

v⇤⇤k + ⌃2 (⌅,k) vk = 0, (12)

which confirms that each mode behaves as a parametric
oscillator. Once a model of inflation has been chosen, the
potential V (⌥) is known and, hence, the corresponding
scale factor can be calculated. This, in turn, allows us to
determine ⌃2(⌅,k) and, then, one can solve the equation
of motion (12). However, in order to find the solution for
the Fourier component of the Mukhanov-Sasaki variable,
one also needs to specify the initial conditions. Classi-
cally, there does not seem to exist a natural criterion to
choose them. However, when quantization has been per-
formed, the requirement that it be initially in the vacuum
state of the theory leads to well-defined initial conditions.
We now turn to these questions.

B. Quantization in the Schrödinger Picture

In this section, we review how the cosmological pertur-
bations are quantized. Very often in the literature, this
is done in the Heisenberg picture. Here, we carry out the
quantization in the Schrödinger picture [15] because this
is more convenient for the problem we want to investigate
in this article. In order to quantize the system, it is also
more convenient to work with real variables. Therefore,
we introduce the following definitions
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In the Schrödinger approach, the quantum state of the
system is described by a wavefunctional, � [v(⌅,x)].
Since we work in Fourier space (and since the theory is
still free in the sense that it does not contain terms with
power higher than two in the Lagrangian), the wavefunc-
tional can also be factorized into mode components as
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essarily of the exponential type. In this sense, power-law
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perturbative level) does not restrict in any way the gen-
erality of our considerations.
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that we work with a linear theory and, hence, all the
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where the integral over k is taken over half the Fourier
space only. Next, we define pk, the variable canonically
conjugate to vk
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which confirms that each mode behaves as a parametric
oscillator. Once a model of inflation has been chosen, the
potential V (⌥) is known and, hence, the corresponding
scale factor can be calculated. This, in turn, allows us to
determine ⌃2(⌅,k) and, then, one can solve the equation
of motion (12). However, in order to find the solution for
the Fourier component of the Mukhanov-Sasaki variable,
one also needs to specify the initial conditions. Classi-
cally, there does not seem to exist a natural criterion to
choose them. However, when quantization has been per-
formed, the requirement that it be initially in the vacuum
state of the theory leads to well-defined initial conditions.
We now turn to these questions.

B. Quantization in the Schrödinger Picture

In this section, we review how the cosmological pertur-
bations are quantized. Very often in the literature, this
is done in the Heisenberg picture. Here, we carry out the
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is more convenient for the problem we want to investigate
in this article. In order to quantize the system, it is also
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⇧Ĉ
⌃⌘

d
W

t|⇥
⌃�

� 2

⇣ Ĉ
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|Ĉ

|⇥
⌃

5.
9
⇥

10
�

2
8

m
fo

r
th

e
E

ar
th

1

Simpler model: spectator scalar field in an expanding and finite size Universe

�k =

p
V

(2⇡)3/2
(qk1 + iqk2) H =

X

k, r=1,2

1

2a3
⇡2

kr +
1

2
ak2q2kr

�
mn

(x, y) =
2

⇡
sin (mx) sin (ny) E

mn

=
1

2

�

m2 + n2

�

⇢ (x, y, t) =) @⇢

@t
+

@

@x
(⇢ẋ) +
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The next step consists in deriving an equation of mo-
tion for v(⌅,x). This can be done directly from the per-
turbed Einstein equations but, here, we first establish the
action for the quantity v(⌅,x). Expanding the action of
the system (i.e. Einstein-Hilbert action plus the action of
a scalar field) up to second order in the perturbations,
one obtains [12]
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where ⇤1 = 1 � H⇤/H2 is the first slow-roll parame-
ter [86, 87]. As the formula ä/a = H2(1 � ⇤1) shows,
the condition ⇤1 < 1 is in fact su⇤cient to have infla-
tion. Moreover, we have slow-roll inflation [19, 86–89]
if ⇤1 ⇤ 1. In this case, it is easy to show that ⇤1 ⌅
(M2
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/2V 2)(dV/d⌥)2, i.e. ⇤1 is in fact a measure of how

much the inflaton potential deviates from a flat potential.
Equivalently, according to the previous considerations,
this is also a measure of how much the inflationary expan-
sion deviates from a pure de Sitter solution. In the case
of power-law inflation, one has ⇤1 = (2 + �)/(1 + �) and,
of course, ⇤1 = 0 when � = �2 (de Sitter solution). The
scale factor can also be rewritten as a(⌅) ⌅  0(�⌅)�1��1

and this formula is in fact valid for any slow-roll model
of inflation, i.e. for arbitrary shaped potentials, not nec-
essarily of the exponential type. In this sense, power-law
inflation with � � �2 is a simple representative of all
the slow-roll scenarios. Therefore, the fact that, in this
paper, we focus on this particular model for technical
reasons (again, because this model allows an easy inte-
gration of the equations of motion at the background and
perturbative level) does not restrict in any way the gen-
erality of our considerations.

Our next move consists in Fourier transforming the
quantity v(⌅,x). This is of course justified by the fact
that we work with a linear theory and, hence, all the
modes evolve independently. We have

v (⌅,x) =
1

(2⇧)3/2

�

R3
d3k vk (⌅)eik·x , (7)

with v�k = v⇥k because v(⌅,x) is real. Then inserting
this expansion into Eq. (6), one arrives at [12]
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where the integral over k is taken over half the Fourier
space only. Next, we define pk, the variable canonically
conjugate to vk

pk =
⇥L
⇥v⇥k

⇤ = v⇤k , (9)

where L is the Lagrangian density in Fourier space that
can be derived from Eq. (8). This allows us to calculate

the Hamiltonian which reads
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This Hamiltonian represents a collection of paramet-
ric oscillators (i.e. one oscillator per mode), the time-
dependent frequency of which can be expressed as

⌃2 (⌅,k) = k2 �
�
a
⇧
⇤1

⇥⇤⇤

a
⇧
⇤1

. (11)

We see that the frequency depends on the scale factors
and its derivatives (up to the fourth). This means that
di⇥erent inflationary backgrounds (i.e. di⇥erent inflaton
potentials) lead to di⇥erent ⌃(⌅,k) and, therefore, to dif-
ferent behaviors for vk(⌅). From Eq. (10) or Eq. (8), it is
easy to derive the equation of motion for the Mukhanov-
Sasaki variable. One obtains

v⇤⇤k + ⌃2 (⌅,k) vk = 0, (12)

which confirms that each mode behaves as a parametric
oscillator. Once a model of inflation has been chosen, the
potential V (⌥) is known and, hence, the corresponding
scale factor can be calculated. This, in turn, allows us to
determine ⌃2(⌅,k) and, then, one can solve the equation
of motion (12). However, in order to find the solution for
the Fourier component of the Mukhanov-Sasaki variable,
one also needs to specify the initial conditions. Classi-
cally, there does not seem to exist a natural criterion to
choose them. However, when quantization has been per-
formed, the requirement that it be initially in the vacuum
state of the theory leads to well-defined initial conditions.
We now turn to these questions.

B. Quantization in the Schrödinger Picture

In this section, we review how the cosmological pertur-
bations are quantized. Very often in the literature, this
is done in the Heisenberg picture. Here, we carry out the
quantization in the Schrödinger picture [15] because this
is more convenient for the problem we want to investigate
in this article. In order to quantize the system, it is also
more convenient to work with real variables. Therefore,
we introduce the following definitions
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In the Schrödinger approach, the quantum state of the
system is described by a wavefunctional, � [v(⌅,x)].
Since we work in Fourier space (and since the theory is
still free in the sense that it does not contain terms with
power higher than two in the Lagrangian), the wavefunc-
tional can also be factorized into mode components as
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⇧Ĉ
⌃⌘ 2

d
t|⇥

⌃

E
(d

W
td

W
t0
)

=
d
td

t0
⇥(

t
�

t0
)

⇧Ĉ
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dBB trajectory of the field component q̇
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Out-of-equilibrium time evolution

Usual behaviour = evolves towards equilibrium 
    (Minkowski or slowly expanding Universe)

expansion: there is a retarded time…
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Inflation: conservation of shape
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Out-of-equilibrium time evolution

Usual behaviour = evolves towards equilibrium 
    (Minkowski or slowly expanding Universe)

Inflation: conservation of shape

Freezing the pdf 
out of equilibrium
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without expansion with expansion

S. Colin & A. Valentini, Phys. Rev. D88 103515 (2013)
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A simplified model
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not completely relax during the preinflationary phase
(where the preinflationary modes are understood to refer
to the relevant fields that were then present). Given
our results for relaxation on expanding space with
a / t1=2, relic nonequilibrium at the end of preinflation
is most likely to exist for modes that remained in the
super-Hubble regime.

We therefore focus our attention on fieldmodes that enter
the Hubble radius during the transition from preinflation to
inflation.As shown inFig. 5, for suchmodes no time is spent
in the (preinflationary) sub-Hubble regime and therefore
relaxation is likely to be suppressed. However, relaxation
could still occur during the transition itself, around the time
tf. If we assume that nonequilibrium can survive the tran-
sition, then thesemodes can still be out of equilibrium at the
beginning of inflation and make a nonequilibrium contri-
bution to the CMB spectrum—providedH!1

! ðtfÞ<H!1
inf , so

that modes outside the Hubble radius just before tf can be
inside the Hubble radius just after tf.

Modes can enter the Hubble radius only if !phys in-
creases more slowly than does H!1—that is, only if the
comoving Hubble radius h!1 $ H!1=a ¼ 1= _a increases
with time. This occurs for a decelerating universe ( €a < 0),
which requires that the pressure p and energy density "
satisfy w $ p=">!1=3. If our putative nonequilibrium
modes are to contribute to the CMB spectrum, h!1 must
increase during the transition from preinflation to inflation.
To show that this could occur, let us consider how h!1

varies as a function of a. Writing

dh!1=da ¼ ð1= _aÞdh!1=dt ¼ !ðh!1Þ3 €a

and using the Friedmann–Lemaı̂tre equations

€a

a
¼ ! 4#G

3
ð"þ 3pÞ;

!
_a

a

"
2
¼ 8#G

3
"

yields

d lnh!1

da
¼ u

a
;

where the parameter

u $ 1

2
ð1þ 3wÞ

varies fromþ1 to!1 as the equation-of-state parameter w
varies fromþ1=3 to!1. We may then integrate across the
transition, yielding

h!1
2

h!1
1

¼ exp
!Z a2

a1

u

a
da

"
(90)

(where subscripts 1 and 2 denote values at the beginning
and end of the transition respectively). We will have the
desired increase, h!1

2 =h!1
1 > 1, if and only if

Z a2

a1

u

a
da > 0: (91)

Because u=a ranges from 1=a1 to!1=a2, where a2 > a1, it
is plausible that this integral will indeed be positive
(though logarithmically small)—in which case physical
wavelengths will be driven inside the Hubble radius,
thereby allowing the said modes to contribute to the
CMB spectrum.
A proper discussion of the transition would require a

detailed model, and it is quite possible that relaxation—or
at least significant relaxation—will occur during the tran-
sition. On the other hand, the transition takes place from a
preinflationary era of relaxation suppression for super-
Hubble modes to an inflationary era of totally suppressed
relaxation on all scales. It then seems possible that nonequi-
libriummodes that are outside the Hubble radius just before
the transition will not completely relax during the transi-
tion. Here we shall simply assume that if nonequilibrium
exists immediately prior to tf then it will survive, at least to
some degree, until the beginning of inflation itself. (A future
strategy to model the transition is noted in Sec. VIII.)
If we make that assumption, then nonequilibrium is

possible for all modes such that !physðtfÞ * H!1
! ðtfÞ. We

may then obtain an estimate for the cutoff !c—the minimal
comoving wavelength for which nonequilibrium is likely
to exist—by setting

af!c 'H!1
! ðtfÞ: (92)

The scale factor af (at the end of preinflation) may be
written as

af ¼ af=a0 ¼ ðaf=aendÞðaend=a0Þ;

FIG. 5. Inflation with a radiation-dominated preinflationary
era. The dashed line shows the Hubble radius H!1. The solid
lines show physical wavelength !phys for two different modes:

the lower line enters the Hubble radius during preinflation and
exits during inflation, while the upper line remains outside the
Hubble radius throughout the preinflationary era and enters only
during the transition.

SAMUEL COLIN AND ANTONY VALENTINI PHYSICAL REVIEW D 88, 103515 (2013)

103515-16
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Initial out-of-equilibrium conditions P(k) = P(k)
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Results…  
!

work in progress!

with S. Vitenti & A. Valentini

Usual Planck best-fit
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with only one parameter added, others held fixed: ⇠(k) = tan�1
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with only one parameter added, others held fixed: ⇠(k) = tan�1
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redder… not conclusive degeneracy
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convergence???
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⇠(k) = tan�1
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Constrained 
model ⇠(k) = tan�1
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demands a very 
red primordial spectrum
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much smaller quantum scale

⇠(k) = tan�1
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not very conclusive, but seems to favor c
3

� 1

k P
k
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summary for the constrained model:
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Full model ⇠(k) = tan�1
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still redder primordial 
spectrum, but converging!
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2 possible options: 
very large & small 
quantum scale

⇠(k) = tan�1
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still not very conclusive, but definitely favors c
3

� 1

k P
k

⇠(k) = tan�1
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summary for the constrained model:
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Conclusions

dBB = testable formulation of QM(1)

quantum non-equilibrium may produce new effects(2)

most systems did reach equilibrium(3)

primordial perturbations maybe not…(4)

specific shape for the primordial spectrum(5)

comparable with data!(6)

not incompatible with Planck… for the time being!(7)

(1) caveats…


