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Domain walls in helical magnets: Elasticity and pinning

T. Nattermann

Institut für Theoretische Physik, Universität zu Köln - Zülpicher Str. 77, D-50937 Köln, Germany
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Abstract – Recently completely new types of domain walls (DWs) have been discovered in helical
magnets, consisting generically of a regular array of pairs of magnetic vortex lines (Li F. et al.,
Phys. Rev. Lett., 108 (2012) 107203). Only for special orientations DWs are free of vortices. In
this paper we calculate their elastic and pinning properties, using the pitch angle θ as a small
parameter. In particular we show that vortex-free DWs exhibit long-range elasticity which makes
them very stiff and suppresses their pinning by impurities. Their roughening transition tempera-
ture is of the order of the Néel temperature. DWs including vortices (either by orientation or due
to step formation above their roughening transition) show short-range elasticity and strong pinning
by impurities. These results apply both to centrosymmetric as well as to non-centrosymmetric
systems. The application to chiral liquid crystals is briefly discussed.
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Introduction. – Pinning plays a key role in condensed-
matter systems: it restores the state of zero resistance in
type-II superconductors by anchoring flux lines, it hard-
ens steel by blocking the motion of dislocations [1], but,
in contrast, prevents charge density waves to become ideal
conductors [2]. In ferroelectrics and ferromagnets pinning
of domain walls influences their coercivity and switching
behavior [3,4], strongly relevant for potential applications
as storage media [5]. In all cases pinning and hystere-
sis result from the competition of the impurity potential,
which favors deformations of the condensed structure, and
the rigidity of the latter, which penalizes them. The ap-
pearance of a non-zero coercive force requires the emer-
gence of multistability of the resulting effective potential
landscape [6].

Recently a new type of magnetic DWs —different from
Bloch or Néel walls— has been predicted for helical
magnets [7]. Helical magnets are abundant, occurring as
metals and alloys [8–12], semiconductors [13] and multi-
ferroics [14–21]. The latter group is most interesting for
applications [15]. It was shown in [7] that for almost all
orientations DWs in these systems consist of a regular ar-
ray of magnetic vortex lines. These walls can be driven by
currents and, in multiferroics, by electric fields [7]. Vortex
walls have indeed be seen in circularly polarized X-rays
in Ho [9], and by Lorentz-TEM in FeGe [12]. Only for
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Fig. 1: (Colour on-line) Cross-section of Hubert walls in heli-
cal magnets. Left panel: centrosymmetric system, right panel:
non-centrosymmetric system. The small arrows denote the ori-
entation of m, the large arrows the wave vectors q. For systems
where m·x̂ = 0, m has been rotated by π/2 around y for better
visibility.

special orientations DWs are vortex free. Special cases of
the latter have been studied previously by Hubert [3] and
will called in this paper Hubert walls (see fig. 1).

Outline and results. – In the present letter I investi-
gate the elasticity and impurity pinning of DWs in helical
magnets. I show that their micro-magnetic model can be
considerably simplified by writing it in a form similar to
the London theory of superconductors. In this description
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magnetic vortices result from a fictitious magnetic field
acting only inside the DW. Vortex-free Hubert walls are
found to exhibit non-local elasticity which makes them too
stiff to be pinned by impurities. Hence they can easily dis-
appear from the sample, which may explain why Hubert
walls were not observed so far in experiment [22]. Rough-
ening of Hubert walls occurs by entropy or disorder-driven
proliferation of steps. Steps consist of pairs of vortex lines
of the same vorticity which attract each other. The rough-
ening transition temperature TR is calculated and found
to be of the order of the Néel temperature. Additional
disorder-driven roughening of Hubert walls is shown to
have a weak effect only.

On the contrary, DWs including vortices exhibit local
elasticity and are strongly pinned by disorder. I also
discuss the effect of weak anisotropy on Hubert walls.
Although most of the derivations are presented for cen-
trosymmetric systems, it is shown that the results transfer
to the non-centrosymmetric case as well. Finally I discuss
some conclusions for DWs in chiral liquid crystals.

Hamiltonian. – To describe helical magnets I use the
appropriate micro-magnetic Hamiltonian H[m(r)]. m =
(mx, my, 0) denotes the magnetization, assuming mz = 0.
Since in helical magnets both time and space inversion
symmetry are broken, their paraphase can be either cen-

trosymmetric or non-centrosymmetric.
Centrosymmetry requires invariance with respect to

space and time inversion, i.e. r → −r and m → −m. If
there are only two modulation vectors, q = ±(θ/a)x̂, as in
most centrosymmetric systems, one finds up to quadratic
terms in m [3]

H =
J

2

∫

r

[

− θ2

2a
(∂xm)2 +

a

4
(∂2

xm)2 +
1

a
(∇⊥m)2

]

. (1)

Here
∫

r
=

∫

d3r and ∇⊥ = ŷ∂y + ẑ∂z. θ and a denote
the angle between adjacent spins along the x-direction
and the lattice constant, respectively. The continuum
approach is valid provided θ ≪ π. Experimentally one
finds θ ≈ 0.27–0.73 under ambient conditions [8] and
θ → 0 under uniaxial pressure [23]. In systems where
indirect RKKY exchange between 4f electrons [24] re-
sults in nearest-neighbor ferromagnetic (J > 0) and next-
nearest-neighbor anti-ferromagnetic (J ′ < 0) interaction,
θ = arccos(J/4|J ′|) in the ground state [3]. With the
replacement mx + imy = eiφ Hamiltonian (1) can be
written as

H =
Ja

8

∫

r

{

[

(∂xφ)2 − q2
]2

+
4

a2
(∂⊥φ)2 +

(

∂2
xφ

)2
}

. (2)

Non-local elasticity of Hubert walls. – Calculation
of pinning forces requires the knowledge of the elasticity
of DWs [6]. It is convenient to introduce a rotated coordi-
nate system with one axis, say ξ, parallel to the (average)
normal n̂ of the DW and the two other axes, (η, z) ≡ η,
perpendicular to n̂, i.e. parallel to the DW plane. Since

the system is isotropic in the yz-plane, it is indeed suffi-
cient to restrict the normal n̂ to the xy-plane. Rotation
of n̂ around the x-axis does not change the results. Thus
we define

ξ = x cos α + y sin α, η = −x sin α + y cos α (3)

with α the angle between the x-axis and n̂. The energy of
long wavelength elastic DW distortions u(η) from a planar
reference configuration then reads

Hel = 1
2

∫

dηdη
′G−1(η − η

′)u(η)u(η′). (4)

We begin with the Hubert wall where α = 0, ξ = x, η =
y and hence η = (y, z). To determine G(η) I assume
that the DW distortions are of buckling type, i.e. free of
vortices (but see below). The saddle point solution for the
undistorted Hubert wall is known exactly [3]

φ0(x, x0) = ln cosh[q(x − x0)]. (5)

To find the corresponding solution for the distorted wall
is more cumbersome since (2) includes the quartic term
[

(∂xφ)2 − q2
]2

. Instead I will resort to an approxima-

tion and replace this term by 4q2 [∂xφ − A(r)]
2
. A(r)

is assumed to be constant inside a domain (A = ±q)
and to change smoothly from −q to q on a scale q−1

when crossing the DW. With this replacement the result-
ing quadratic Hamiltonian resembles the London theory
of type-II superconductors

H0 = 1
2Ja

∫

r

[

θ2 (∂xφ − A)
2

+ (∂⊥φ)2 +
a2

4

(

∂2
xφ

)2
]

. (6)

A = (A, 0, 0) plays the role of a vector potential which
generates a fictive magnetic field B = ∇× A acting only
inside the DW. The linear saddle point equation corre-
sponding to (6) and the non-linear saddle point equation
corresponding to (2) have identical solutions, provided
A(r) and φ(r) obey the relation

∂xA = 3
2

[

1 − (∂xφ/q)2
]

∂2
xφ. (7)

For a planar Hubert wall we get from (5), (7)

A(x) = q tanh(qx)
[

1 + cosh(qx)−2
]

(8)

which exhibits the expected smooth behavior of A. The
solution for a distorted Hubert wall is conveniently calcu-
lated from the saddle point equation of (6) by an Ansatz
invented by Joanny and de Gennes in the context of con-
tact lines [25]

φ(r) =

∫ x

0

dx′A(x′) +

∫

k

ei(kyy+kzz)−|k||x|/θαk. (9)

Here
∫

k
=

∫

dkydkz/(2π)2. The first term describes the
unperturbed phase field, the second term its corrections up
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to a distance |k|−1 from the average wall position. More-
over we ignored the last term in (6) which is justified for
k ≪ qθ. αk is to be determined from the condition

φ [u(η),η] = 0. (10)

To lowest order in u, one finds αk = −ukq, provided |k| <
qθ. Plugging (9) back into the quadratic Hamiltonian one
obtains for the Fourier transform of G(η)

Ĝ−1
H (k) ≈ J |q|3

(

4|k| + ak2/3
)

. (11)

Equation (11) is valid for distortions |qu| > 1. The domi-
nant term ∼ |k| results from the long-range self-interaction
of the DW which a makes it very stiff. The second term
in (11) is the contribution from the increased surface area
due to the wall distortion and is relevant only for large
k. In real space the energy expression (11) for the Hu-
bert wall is non-local, G−1

H (r) ∼ J(|q|/|r|)3, in contrast to
Bloch and Néel walls, whose elasticity is strictly local. As
we will see this has dramatic consequences for the pinning
of Hubert walls since a strictly planar wall is not pinned.

Roughening transition of Hubert walls. – Next
I consider the possibility of a roughening transition [26]
of the Hubert wall which would render elasticity short-
ranged [27]. A roughening transition occurs due to the
formation and proliferation of terraces, separated by steps,
on the Hubert wall (see fig. 2). Steps can occur due to
thermal fluctuations or disorder. To study step formation
more in detail I consider a Hubert wall with a step at
y = 0, parallel to the z-axis. The cross-section of a step is
shown in the left panel of fig. 2. The phase φ across the
step can be described by the function

φs(x, y) ≡ φ0 (x − τπ/q) + τπsign (x − τπ/q) (12)

where τ = signy and φ0(x) is given in (5). φs(x, y) is
smooth across y = 0 for |x| ≫ π/q. On the contrary, in
the region |x| < π/q the sign of ∂xφs is opposite for y ≶ 0.
Hence the integral along a contour C inclosing the step
gives

∮

C
φ = 4π, i.e. the step consists of two vortices. In

this construction the vortex configuration was restricted
to a narrow slice of width a. The step energy per unit
length, εs, is of the order J/(aθ). Further relaxation of
the configuration φs by allowing the vortex to extend over
a larger region can only decrease εs. The step consists of
two nearby vortices of the same vorticity. Each of them
fulfils the approximate saddle point equation

−a2∂4
xφs + 4∂2

⊥φs = 0, (13)

following from (2) provided the distance from the vortex
centre is less than 2π/q. An approximate solution of (13)
is given by the Ansatz

φ(x > 0, y) = arcsin
[

y/(κ2x4 + y2)1/2
]

. (14)

κ is a variational parameter. With x2 = ra cos ϕ/κ, y =
r sin ϕ , (14) gives for the vortex energy density JEv(x, y)

Ev(x, y) ≈ 1

2ar2

[

cos2 ϕ + κ2 sin2 ϕ(1 − 4 cos2 ϕ)2
]

. (15)

x
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y
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Fig. 2: (Colour on-line) Left panel: cross-section of a Hubert
walls with a step before relaxation. The arrows denote again
the orientation of m. The step extends perpendicular to the
picture plane. The contour C encloses two vortices. Right
panel: vortex wall consisting of an array of steps separated by
terraces of Hubert walls.

Minimization gives for the vortex core energy per unit
length Ev ≈ 0.6J/a, κ = 0.42 [28] and hence εs ≈ 1.2J/a.
The two vortices attract each other with a force propor-
tional to the length of the vortex line. Using the step
energy εs in the results for the roughening transition
in the ASOS model [29] one obtains for the roughening

transition temperature of the Hubert wall T
(H)
R ≈ J/kB .

Adopting for the Néel temperature TN the result for the
3D XY-model (corresponding to the use of (6)) one finds
TN ≈ 2.2J/kB [30]. This approximation is restricted to
a region not too close to the Lifshitz point θ = 0. Above
TR the Hubert wall exhibits short-range elasticity. How-
ever, since TR is of the order TN , the non-local elasticity
dominates over a large temperature region.

I have also studied the possibility of disorder-driven

roughening of Hubert walls which would render its elastic-
ity local [31]. Using arguments similar to those used in [32]
I found that the effective step energy surrounding a terrace
of linear size L vanishes on scales L > a exp[1/(|θ|7cimp)].
Here

cimp = nimpv2
0/a3 (16)

is a dimensional expression for the strength of collective
pinning. nimp and v0 denote the impurity concentration
and volume, respectively. Hence terraces are generated
spontaneously by the disorder. Because of the exponen-
tially large length scale this effect will hardly be seen and
hence Hubert walls remain flat and elasticity non-local as
long as T < TR.

Elasticity of vortex walls. – Next I consider a DW
whose normal is tilted away by an angle α from the x-axis.
Such a wall includes vortices. It consists of steps consid-
ered in the previous section which are separated by ter-
races of average width ℓ = 2πa/(θ tan α) (see fig. 2, right
panel). The surface energy σ(α) of the DW can then be
written as

σ(α) ≈ [σH + εint(ℓ)] | cos α| + σv| sin α|. (17)
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σH = Jθ3/(3a2) and σv = εsθ/(2πa) are the surface ten-
sion of the Hubert (α = 0) and the pure vortex wall
(α = π/2), respectively. εint(ℓ) describes the step in-
teraction. At T = 0, εint(ℓ) ≈ σv exp (−qℓ), whereas at
T > 0 εint(ℓ) ∼ T/ℓ2 due to collisions of meandering
steps [27]. To obtain the elastic constants of the DW one
has to consider an infinitesimal homogeneous distortion
∂ηu ≡ ǫ away from the plane perpendicular to the DW
normal n̂ [26]. This changes the surface energy density by

σ(α + ǫ)

cos ǫ
− σ(α) ≈ σ′(α)ǫ +

1

2
[σ(α) + σ′′(α)] ǫ2. (18)

The linear term in ǫ vanishes at finite temperatures since
the roughening transition temperature for the vicinal sur-
face considered here vanishes. This follows from the fact
that Hubert walls are structureless in the plane orthogo-
nal to x̂ and hence steps can meander freely, leading to a
rough surface [27]. A distortion ∂zu leads to a similar ex-
pression without derivative terms since the σ(α) depends
only on α. The total elastic energy for the vortex wall can
therefore be written as

Ĝ−1
v (k) = γ(α)k2

η + σ(α)k2
z , (19)

i.e. vortex walls exhibit conventional elasticity. Note that

γ(α) = σ(α) + σ′′(α) = ε′′int cos α − 2ε′int sin α (20)

only depends on the vortex interaction which is small for
small α. Here ε′int = dε′int[ℓ(α)]/dα etc.

A corresponding calculation for α ≈ π/2 is more dif-
ficult. The height h of steps in pure vortex walls can
take any value, but steps cannot meander freely since
vortex walls have a structure periodic in the x̂-direction.
However, the step energy is small in this case since vor-
tices can almost freely slide against each other and hence
TR ≪ J/kB .

DW pinning by impurities. – DWs can be pinned by
impurities [1]. The statistical pinning theory of DWs with
local elasticity has been developed some time ago [33]. In
the present context it will be applied to Hubert and vortex
walls. I assume the presence of non-magnetic impurities
which dilute the system and hence contribute a term

Himp = −J

∫

r

δτ(r)E [η, u(η) − ξ] (21)

to its energy. Here JE is the energy density of the domain
wall and δτ = v0

∑

i δ(r−ri) where ri denotes the impurity

position. We will assume that v
1/3
0 q ≪ 1 such that the

pinning energy correlation length parallel to ξ is of the
order of the DW width ∼ q−1. The local pinning force
density f(η, u) follows then from

f = −δHimp

δu(η)
=

∑

i
J2v0δ(η − ηi)E ′(η, u − ξi), (22)

where E ′(η, u−ξi) = dE(η, u−ξi)/du. Averaging over the
random ri one obtains 〈f〉 = 0 and

〈f(η, u)f(η′, u′)〉 = δ(η − η
′)Δ0(η, u − u′). (23)

Here 〈. . .〉 denotes the disorder average and

Δ0(η, u) = J2cimpa3

∫

dξE ′(η, u − ξ)E ′(η,−ξ). (24)

The second-order perturbation theory gives for the pin-
ning threshold of a driven DW [33]

fpin(η) = −Δ′
0(η, u → ±0)G(0). (25)

Here ± sign denotes the sign of the driving force. Gener-
ically Δ′

0(η, 0) ∼ −
∫

dξ{[E ′(η, u − ξ)]
2}′ = 0 for analytic

Δ(u), since E ′(x → ±∞) = 0. Then fpin = 0, i.e. there is
no coercivity from perturbation theory.

A finite parameter renormalization group calculation
gives a diverging coupling constant gl = Δ′′

l (0), l =
ln(L/a), when approaching the (Larkin) length scale L.
The latter follows from the balance between the elastic
energy Eel and the Epin ∼ LD/2. If Eel < Epin, the DW
can adapt to the disorder and hence acommmodate to
a potential valley where it gets pinned. In the opposite
case the DW is too stiff to stay in one valley. By cross-
ing the rugged energy landscape, potential forces on the
DW show either sign such that the resulting pinning force
∼ L and hence is surpassed by the driving force, which
is typically ∼ L2. For systems with short-range elasticity
Eel ∼ LD−2. D(= 2) denotes the dimension of the domain
wall. Hence Eel < Epin for D < Dc = 4 and L > L, where
Eel(L) = Epin(L). Since the random potential acting on
the domain wall is correlated in the ξ-direction over its
width q−1, the pinning force density can be estimated as

fpin ∼ Jq/L2. (26)

Pinning of Hubert walls. – As we have seen, Hu-
bert walls exhibit non-local elasticity. Since the typical
correlation length of the disorder seen by a domain wall
is equal to its width ∼ q−1, it makes sense to look at the
elastic energy of a distortion u ≈ q−1 on the scale L. This
gives with (19) Eel,H ∼ JLq ∼ JθL/a. The variance of the
pinning energy Epin is

〈

H2
imp

〉

= (Jv0)
2
∑

i
E2(ηi, ξi) ≈ (Jv0)

2nimp

∫

ξ,η

E2. (27)

The energy density of planar Hubert walls [3] is obtained
from (2) and (5) as

EH(η, ξ) ≈ a

2
[φ′′

0 (qξ)]
2

= θ4/
[

2a3 cosh4(qξ)
]

. (28)

We note that EH depends only via u on η in these cases.
From the last two relations we get for the Hubert wall

Epin,H ,= cHJc
1/2
impθ7/2L/a, (29)

where cH ≈ 0.49. This gives for the ratio of the pinning to
the elastic energy Epin,H/Eel,H ∼ (θ5cimp)1/2 ≪ 1. From
this argument one does not expect any pinning of Hubert
walls by impurities. However, the argument presented did
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not take into account that independent pinning energy
gains can be made on different length scales [32], which
leads to an additional logarithmic factor ln(Lq) in the pin-
ning energy. As a result, Epin,H/Eel,H is of order one on
the exponentially large length scale

LH ∼ q−1 exp[1/(θ5cimp)1/2]. (30)

Functional renormalization group. – We will now
calculate the pinning force on a Hubert wall using the
functional renormalization group calculation at the critical
dimension Dc = 2. Following the calculation scheme used
in [33] one can show that the effective force correlator
Δl(u) on scale L = ael obeys the RG flow equation (c =
1/(64πJ2q6))

dΔl(u)

dl
= c

d2

du2
Δl(u) [2Δl(0) − Δl(u)] . (31)

Differentiation twice with respect to u one finds from (31),
assuming Δ′(0) = 0, that g obeys the equation

dgl/dl = −6cg2
l . (32)

Integration with the generic initial value g0 < 0 shows,
that g develops a pole on scale LH = a exp[1/(6cg0)]. On
larger scale Δl(u) exhibits a cusp singularity. In this re-
gion (31) can be solved with the Ansatz

Δl(u) = c−1A2l−1+2µΔ∗(uA−1l−µ). (33)

This gives for Δ∗(u) the relation

(1 − 2μ − Δ∗′′)Δ∗ − μuΔ∗′ − Δ∗′2 + Δ∗′′ = 0. (34)

I have chosen A such that Δ∗(0) = 1. The value μ = 1/3
can be found from the fact that ∂l

∫

duΔl(u) = 0. For
small u one then gets

Δ∗(u) = 1 − |u|/
√

3 + 2u2/9. (35)

Thus Δ∗′(±0) ∼ −sign u and ∞ > g∗ > 0. One can
now apply (25) using the renormalized function Δl(u)
on scales larger LH . LH plays the role of the short
length scale cut-off of the renormalized theory. With
g0 ≈ −2.4cimpJ2θ11a−6, one obtains finally for the co-
ercive force

|f (H)
pin | ≈ (4|θ|/a)

3
πJ exp

[

−cp/(|θ|5cimp)
]

. (36)

and cp ≈ 14.2. This result is in agreement with our previ-
ous estimate (26), (30). Since both θ, cimp ≪ 1, pinning
of Hubert walls by direct interaction with impurities is
completely negligible, as long as one is below TR. This is a
direct consequence of their non-local elasticity. It implies
that after a quench to a metastable multidomain state Hu-
bert walls will quickly disappear from the sample. Indeed,
in films of helical magnets with film plane perpendicular
to the helical axis, domains were found to extend over the
whole film width [22].

Pinning of vortex walls. – We come now to the con-
sideration of the pining of vortex walls whose normal is
tilted away from the x-direction by an angle α. Since
their elasticity is short-ranged (see eq. (19)), the elastic
energy of a distortion u ∼ q−1 is of the order

Eel ≈ q−2 [σ(α)γ(α)]
1/2

. (37)

To find the variance of the pinning energy of the steps
(e.g., in a wall where α = π/2) we use the energy density
expression (15) of the variational study of vortices [28]
which gives for the pinning energy

Epin,s ≈ csJc
1/2
impL/a (38)

and cs ≈ 0.42. The pinning energy is dominated by con-
tributions from the centre of the vortex and hence it does
not depend on θ.

We estimate the pinning energy of a wall of general
orientation by

Epin ≈
[

cos2αE2
pin,H + sin2αE2

pin,s

]1/2
(39)

= Jc
1/2
impcs

L

a
sinα

[

1 + (cH cotα/cs)
2
θ7

]1/2

. (40)

Thus, as soon as tan α > cHθ7/2/cs pinning of the domain
wall is dominated by the steps. In this region the Larkin
length is then given by

L(α) ∼ a3 [σ(α)γ(α)]
1/2

[

Jc
1/2
impcsθ

2 sin α
]−1

(41)

and correspondingly the pinning force density (26). Note,
that this result does not cross over to LH since we assumed
here short-range elasticity. The latter is present only on
scales L ≫ ℓ(α). This result is confirmed by a functional
renormalisation group calculation in D = 4−ǫ dimensions
with ǫ = 2 which increases the estimate of the Larkin
length by a factor 70.

Anisotropy. – In systems where the U(1) symmetry
of the magnetic structure is broken Hubert walls are also
pinned by weak anisotropy, as I will show now. It is easy
to assure oneself that moving a rigid Hubert wall requires
the rotation of all spins in at least one half-space. This
rotation does not cost energy even in the presence of im-
purities, as long as the U(1) symmetry is preserved and
the interaction with impurities does not depend on the
spin direction, as I assume here. Most of the experimental
systems have however a weak anisotropy of the form

Hv = −J(v/a3)

∫

r

cos(pφ), v > 0. (42)

For sufficiently large anisotropy helical regions of width
w = aθ/(pv)1/2 are separated by commensurate regions of
almost constant phase φ = 2πn/p [26]. The latter increase
with increasing anisotropy until at w < wc ∼ q−1 the
system becomes ferromagnetic. Accommodation of a DW
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inside a commensurate region saves energy and hence leads
to pinning.

This effect works also in the case of very weak
anisotropy. The ground state can then be described by
a weak modulation of the wave vector

q(x) ≈ ±q {1 − ν sin[pq(x − x0)]} , ν ∼ v/θ4 ≪ 1. (43)

The absolute value of the phase gradient q(x) is smallest
for pq(xn − x0) ≈ 2πn, n integer, corresponding to the al-
most commensurate regions for large anisotropy. Assum-
ing for the moment ν ≈ 1 φx reaches zero at x = xn for
both helicities and hence a domain wall would not cost ex-
tra energy. It is clear that this effect also works for ν < 1.
Thus Hubert walls are pinned by the anisotropy.

Non-centrosymmetric systems. – In the generic
case the Hamiltonian of non-centrosymmetric systems has
the form [7]

H =
J

2

∫

r

[

(∇m)2 + |q|m(∇× m)
]

. (44)

The direction of q = θq̂/a is fixed by an additional weak
(cubic) anisotropy of the order θ4. θ is here proportional to
the spin-orbit coupling. The anisotropy term can therefore
be neglected otherwise. Hubert walls are characterized by
a normal n̂ obeying n̂ · q+ = n̂ · q−. q+, q− are the wave
vectors of the adjacent domains. To be specific I consider
q± = (qx(x), qy, 0) with qx(x) changing smoothly from qx

to −qx over a region of size q−1 when crossing the wall [7]
(compare fig. 1, right panel). Expressing m = ŷ cos φ +
q̂(x)× ŷ sin φ, and ignoring terms which are non-zero only
inside the Hubert wall (and hence do not contribute to
non-local elasticity), one can rewrite (44) as

H0 ≈ (J/2)

∫

r

[∇φ − q(x)] ,2 (45)

which has the same form as (6). Thus, Hubert walls in
non-centrosymmetric systems show long-range elasticity
as well. All other conclusions made for Hubert walls and
vortex walls transfer straightforwardly.

Liquid crystals. – Chiral nematic and smectic
phases of liquid crystals exhibit a helical phase [34,35].
Their description is similar to that used in the non-
centrosymmetric case, (44), provided m is replaced by the
director n, and J by the Frank constant. Further, in con-
trast to helimagnets, the direction of q is not fixed in space
by anisotropy since chirality is introduced through the chi-
rality of the molecules. DWs of the type described above
will occur however as grain boundaries between phases
with different q-direction. A detailed discussion is beyond
the scope of the present paper.
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