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4d/5d transition metal compounds
Transition metal oxides with partially filled 4d/5d shells exhibit an intricate interplay of  

spin-orbit coupling, electronic correlations,  and crystal field effects  
resulting in a broad variety of metallic and insulating states.

W. Witczak-Krempa, G. Chen, Y. B. Kim, and L. Balents,   
Annual Review of Condensed Matter Physics 5, 57 (2014). 
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B.J. Kim et al. PRL 101, 076402 (2008)
B.J. Kim et al. Science 323, 1329 (2009)Sr2IrO4

(Na,Li)2IrO3

exhibits cuprate-like magnetism 
superconductivity?

exhibits Kitaev-like magnetism 
spin liquids?

G. Jackeli, G. Khaliullin, J. Chaloupka  
PRL 102, 017205 (2009); PRL 105, 027204 (2010)

Why are these spin-orbit entangled j=1/2 Mott insulators interesting?
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bond-directional exchange
G. Jackeli and G. Khaliullin, PRL 102, 017205 (2009) 

J. Chaloupka, G. Jackeli, and G. Khaliullin, PRL 105, 027204 (2010)

(Na,Li)2IrO3 
RuCl3Sr2IrO4
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Kitaev model
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The Z2 gauge fields are static 
degrees of freedom. 

Generically, one has to find its 
gapped ground-state configuration 
via educated guesses, Monte Carlo 
sampling, or for some lattices via 

Lieb’s theorem.  

present MC results in the small α region, which strongly
supports that Tc estimated from the anomaly inCv is indeed
the critical temperature between the low-T QSL and high-T
paramagnet. Meanwhile, in the limit of α → 3=2, by using
the perturbation expansion in terms of Jz=J, we find that Tc
is scaled by J4z=J3 [18]. The dashed lines in Figs. 3(a) and
3(b) represent the fitting of MC data by this asymptotic
scaling. It also well explains the MC data, supporting the
phase transition at Tc.
Figure 3(c) summarizes the MC estimates of Tc in the 3D

plot. In the entire parameter space, the low-T QSL is
separated from the high-T paramagnet by the thermody-
namic singularity at Tc. There is no adiabatic connection
between the two states, and the transition always appears
to be continuous within the present calculations. These are
in sharp contrast to the situation in conventional fluids
where liquid and gas are adiabatically connected with each
other beyond the critical end point in the phase boundary
of the discontinuous transition. Thus, the thermodynamics
of the QSLs is not understood by the conventional theory
for liquids.
Interestingly, thevalue ofTc becomesmaximumatα≃ 1:

the QSL phase is most stable against thermal fluctuations

in the isotropic case. The bond-dependent interactions
in the Kitaev model compete with each other; it is not
possible to optimize the exchange energy on the x, y,
and z bonds simultaneously. The frustration becomes
strongest at α ¼ 1. Hence, interestingly, our MC results
in Fig. 3(c) show that the frustration tends to stabilize the
QSL against thermal fluctuations. This frustration effect
is opposite to that on conventional magnetically ordered
states where frustration suppresses the critical temperatures.
In the vicinity of α ¼ 1, the ground state is the gapless

QSL. By decreasing α, the ground state changes into the
gapped QSL at the quantum critical point at α ¼ 3=4, as
shown in Fig. 1(c). However, Tc changes smoothly around
α ¼ 3=4, as shown in Fig. 3. Also, we find no singularity in
the T dependence of Cv around α ¼ 3=4 within the present
precision, except for Tc [e.g., see Fig. 4(a)]. In the low-T
limit, however, there should be some anomaly in Cv,
reflecting the change of low-energy excitations. The results
suggest that such anomaly will happen to be seen at much
lower T than 10−4.
Now let us discuss the reason why the specific heat Cv

exhibits two peaks. We show the T dependence of the
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FIG. 2 (color online). (a) Temperature dependence of the
specific heat in the isotropic case with Jx ¼ Jy ¼ Jz ¼ 1=3
(α ¼ 1). (b) The enlarged view in the vicinity of the low-
temperature peak. The calculations were performed for the
systems on the hyperhoneycomb lattice with N ¼ 4L3 spins
up to L ¼ 6. The inset in (b) shows the peak temperature T 0

c of the
specific heat as a function of the inverse of the system sizeN. The
dotted line represents the linear fit for the three largest N.
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FIG. 3 (color online). Finite-temperature phase diagram of
the 3D Kitaev model. (a) Cut of the phase diagram along the
α and α0 axes shown in the insets. Log-scale plot for (a) is shown
in (b). The solid (dashed) line is the α dependence of Tc obtained
by the perturbation expansion in terms of J=Jz (Jz=J), where
J ¼ Jx ¼ Jy. (c) 3D plot of the phase diagram in the whole
parameter space. The base triangle represents the ground state
phase diagram shown in Fig. 1(c).
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The emergent Majorana fermions 
are itinerant degrees of freedom.  

 
Generically, they form a gapless 

collective state – a Majorana metal.

Kitaev model
Rep. Prog. Phys. 75 (2012) 056501 E Y Andrei et al

Figure 6. Graphene band structure. (a) Adapted with permission from [5]. (b) Zoom in to low-energy dispersion at one of the K points
shows the e–h symmetric Dirac cone structure.

The combination of many desirable properties in
graphene: transparency, large conductivity, flexibility, and
high chemical and thermal stability, make it [77, 78] a natural
candidate for solar cells and other optoelectronic devices.

1.5. Electronic properties

Three ingredients go into producing the unusual electronic
properties of graphene: its 2D structure, the honeycomb lattice
and the fact that all the sites on its honeycomb lattice are
occupied by the same atoms, which introduces inversion
symmetry. We note that the honeycomb lattice is not a Bravais
lattice. Instead, it can be viewed as a bipartite lattice composed
of two interpenetrating triangular sublattices, A and B with
each atom in the A sublattice having only B sublattice nearest
neighbors and vice versa. In the case of graphene the atoms
occupying the two sublattices are identical and as we shall see
this has important implications to its electronic band structure.
As shown in figure 5(a), the carbon atoms in sublattice A
are located at positions R⃗ = ma⃗1 + na⃗2, where m, n are
integers and a⃗1 = a

2 (3,
√

3), a⃗2 = a
2 (3, −

√
3) are the lattice

translation vectors for sublattice A. Atoms in sublattice B are
at R⃗ + τ⃗ , where τ⃗ = (a⃗2 + a⃗1)/3. The reciprocal lattice vectors,
G⃗1 = 2π

3a
(1,

√
3), G⃗2 = 2π

3a
(1, −

√
3) and the first Brillouin

zone, a hexagon with corners at the so-called K points, are
shown in figure 5(b). Only two of theK points are inequivalent,
the others being connected by reciprocal lattice vectors. The
electronic properties of graphene are controlled by the low-
energy conical dispersion around these K points.

Tight binding Hamiltonian and band structure. The low-
energy electronic states, which are determined by electrons
occupying the pz orbitals, can be derived from the tight binding
Hamiltonian [11] in the Hückel model for nearest neighbor
interactions:

H = −t
∑

|R⃗⟩

(|R⃗⟩⟨R⃗ + τ⃗ | + |R⃗⟩⟨R⃗ − a⃗1 + τ⃗ |

+ |R⃗⟩⟨R⃗ − a⃗2 + τ⃗ | + h.c.). (1)

Here ⟨r⃗|R⃗⟩ = #pz
(R⃗ − r⃗) is a wave function of the pz orbital

on an atom in sublattice A, ⟨r⃗|R⃗ + τ⃗ ⟩ is a similar state on
a B sublattice atom and t is the hopping integral from a
state on an A atom to a state on an adjacent B atom. The
hopping matrix element couples states on the A sublattice
to states on the B sublattice and vice versa. It is chosen
as t ∼ 2.7 eV so as to match the band structure near the
K points obtained from first principle computations. Since
there are two Bravais sublattices two sets of Bloch orbitals are
needed, one for each sublattice, to construct Bloch eigenstates
of the Hamiltonian: |k⃗A⟩ = (1/

√
N)

∑
R⃗ eik⃗·R⃗|R⃗⟩and |k⃗B⟩ =

(1/
√

N)
∑

R⃗ eik⃗·R⃗|R⃗ + τ⃗ ⟩. These functions block-diagonalize
the one-electron Hamiltonian into 2 × 2 sub-blocks, with
vanishing diagonal elements and with off-diagonal elements
given by: ⟨k⃗A|H |k⃗B⟩ = −teik⃗·τ⃗ (1 + e−ik⃗·a⃗1 + e−ik⃗·a⃗2) ≡ e(k⃗).
The single particle Bloch energies ε(k⃗) = ±|e(k⃗)| give the
band structure plotted in figure 6(a), with ε(k⃗) = |e(k⃗)|
corresponding to the conduction band π∗ and ε(k⃗) = −|e(k⃗)|
to the valence band π . It is easy to see that ε(k⃗) vanishes when
k⃗ lies at a K point. For example, at K⃗1 = (G⃗1 + 2G⃗2)/3,
e(K⃗) = −teik⃗·τ⃗ (1 + e−iG⃗1·a⃗1/3 + e−i2G⃗2·a⃗2/3) = 0 where we used
G⃗i · a⃗j = 2πδij . For reasons that will become clear, these
points are called ‘Dirac points’ (DP). Everywhere else in k-
space, the energy is finite and the splitting between the two
bands is 2|e(k⃗)|.

Linear dispersion and spinor wavefunction. We now discuss
the energy spectrum and eigenfunctions for k close to a DP.
Since only two of the K points—also known as ‘valleys’—are
inequivalent we need to focus only on those two. Following
convention we label them K and K ′. For the K valley,
it is convenient to define the (2D) vector q⃗ = K⃗ − k⃗.
Expanding around q⃗ = 0, and substituting q⃗ → −ih̄(∂x, ∂y)
the eigenvalue equation becomes [3–5]

HK#K = −ih̄vF

(
0 ∂x − i∂y

∂x + i∂y 0

) (
ψKA

ψKB

)
= ε

(
ψKA

ψKB

)
,

(2)

where vF =
√

3
2 (at/h̄) ≈ 106 m s−1 is the Fermi velocity of the

quasiparticles. The two components #KA and #KB give the

7
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Heisenberg-Kitaev model

components depending on the sublattice index. This trans-
formation results in the ~S Hamiltonian of the same form as
(1), but with effective couplings ~K ¼ K þ J and ~J ¼ #J,
revealing a hidden SUð2Þ symmetry of the model at
K ¼ #J (where the Kitaev term ~K vanishes). For the
angles, the mapping reads as tan ~’ ¼ # tan’# 1.

Phase diagram.—In its full parameter space, the KH
model accommodates 6 different phases, best visualized
using the phase-angle ’ as in Fig. 1(a). In addition to the
previously discussed [16,22,23] Néel-AF, stripy-AF, and
SL states near ’ ¼ 0, # !

4 , and # !
2 , respectively, we

observe 3 more states. First one is ‘‘AF’’ (K > 0) Kitaev
spin-liquid near ’ ¼ !

2 . Second, the FM phase broadly
extending over the third quadrant of the ’ circle. The
FM and stripy-AF states are connected [see Fig. 1(a)] by
the 4-sublattice transformation, which implies their iden-
tical dynamics. Finally, near ’ ¼ 3

4!, the most wanted
phase, zigzag AF, appears occupying almost a quarter of
the phase space. Thanks to the above mapping, it is under-
stood that the zigzag and Néel states are isomorphic, too.

In particular, the ’ ¼ 3
4! zigzag state is identical to the

Heisenberg-AF state of the fictitious spins [24].
To obtain the phase boundaries, we have diagonalized

the model numerically, using a hexagonal 24-site cluster
with periodic boundary conditions. The cluster is compat-
ible with the above 4-sublattice transformation and ’ $ ~’
mapping. As seen in Fig. 1(b), the second derivative of the
GS energy EGS with respect to the ’well detects the phase
transitions. Three pairs of linked transition points are
found: ’ ð88&; 92&Þ and (# 76&, #108&) for the spin
liquid-order transitions around ' !

2 , and (162&, #34&) or
the transitions between ordered phases.
The transitions from zigzag-AF to FM, and from stripy-

AF to Néel-AF are expected to be of first order by sym-
metry; the corresponding peaks in Fig. 1(b) are indeed very
sharp. The spin liquid-order transitions near ’ ¼ # !

2 lead
to wider and much less pronounced peaks, suggesting a
second- (or weakly first-) order transition [16]. On the
contrary, liquid-order transitions around ’ ¼ !

2 show up
as very narrow peaks; on the finite cluster studied, they
correspond to real level crossings. The nature of these
phase transitions remains to be clarified [25].
While at J ¼ 0 (i.e.,’ ¼ ' !

2 ) the sign ofK is irrelevant
[21], the stability of the AF- and FM-type Kitaev spin
liquids against J perturbation is very different: the SL
phase near !

2 (# !
2 ) is less (more) robust. This phase

behavior is related to a different nature of the competing
ordered phases: for the !

2 SL, these are highly quantum
zigzag and Néel states, while the SL near # !

2 is sand-

wiched by more classical (FM and ‘‘fluctuation free’’ stripy
[16]) states which are energetically less favorable than the
quantum SL state.
Exchange interactions in Na2IrO3.—Having fixed the

parameter space (K > 0, J < 0) for the zigzag phase, we
turn now to the physical processes behind the model (1).
Exchange interactions in Mott insulators arise due to vir-
tual hoppings of electrons. This may happen in many
different ways, depending sensitively on chemical bond-
ing, intra-ionic electron structure, etc. The case of present
interest (i.e., strong spin-orbit coupling, t52g configuration,

and 90&-bonding geometry) has been addressed in several
papers [8,11,16,26]. There are the following four physical
processes that contribute to K and J couplings.
Process 1: Direct hopping t0 between NN t2g orbitals.

Since no oxygen orbital is involved, 90& bonding is irrele-
vant; the resulting Hamiltonian isH1 ¼ I1Si ( Sj with I1 ’
ð23 t0Þ2=U [16]. Here, U is the Coulomb repulsion between

t2g electrons. Typically, one has t0=t < 1, when compared
to the indirect hopping t of t2g orbitals via oxygen ions.
Process 2: Interorbital NN t2g # eg hopping ~t. This is

the dominant pathway in 90& bonding geometry since
it involves strong tpd" overlap between oxygen-2p
and eg orbitals; typically, ~t=t) 2. The corresponding
Hamiltonian is [11]
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FIG. 1 (color online). (a) Phase diagram of the Kitaev-
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Kitaev materials

Na2IrO3, α-Li2IrO3, (H3/4Li1/4)2IrO3 

triangular Kitaev materials

honeycomb Kitaev materials

three-dimensional Kitaev materials

RuCl3 

Ba3IrTi2O9, Ba3Ir2TiO9, Ba3Ir2InO9 

β-Li2IrO3, γ-Li2IrO3, metal-organic compounds  

more conventional (4d, 3d) triangular quantum magnets  

3D Dirac matter 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honeycomb Kitaev materials

Sz
i S

z
j Sy

i S
y
j

Sx

i

Sx

j

a b

Sz
i S

z
j

Sy
i S

y
j

Sx

i

Sx

j

?

x

y

z

O
Ir

Na2IrO3, α-Li2IrO3, RuCl3, (H3/4Li1/4)2IrO3

http://www.thp.uni-koeln.de/trebst/


©  Simon Trebst

Na2IrO3 and α-Li2IrO3
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honeycomb Kitaev materials
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RuCl3
neutron scattering

ARTICLES NATUREMATERIALS DOI: 10.1038/NMAT4604
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Figure 3 | Collective magnetic modes measured with inelastic neutron scattering using 25 meV incident neutrons. a, False colour plot of the data at
T =5 K showing magnetic modes (M1 and M2) with band centres near E=4 and 6 meV. M1 shows an apparent minimum near Q=0.62 Å�1, close to the
magnitude of the M point of the honeycomb reciprocal lattice. The white arrow shows the concave lower edge of the M1 mode. The yellow ‘P’ denotes a
phonon that contributes to the scattering at an energy near that of M2, but at higher wavevectors of Q>2 Å�1. b, The corresponding plot above TN at
T = 15 K shows that M1 has disappeared, leaving strong quasi-elastic scattering at lower values of Q and E. c, Constant-Q cuts through the scattering
depicted in a and b centred at wavevectors indicated by the dashed lines. The cuts A and C are summed over the range [0.5, 0.8] Å�1, which includes the
M point of the 2D reciprocal lattice, whereas B and D span [1.0, 1.5] Å�1. The data from 2–8 meV in cut B is fitted (solid blue line) to a linear background
plus a pair of Gaussians, yielding peak energies E1 =4.1(1) meV and E2 =6.5(1) meV. d, Constant-E cuts integrated over the energy range [2.5, 3.0] meV, at
4 K (E) and 15 K (F). See text for detail. The intensity in all four panels, including the colour bars, is reported in the same arbitrary units. In c,d, the solid lines
through all the cuts A–F are guides to the eye. The error bars represent 1� (see Methods).

quantum fluctuations are weak. Although strictly speaking it is
inapplicable for strongly quantum fluctuating systems, it provides
a first starting point for estimating the approximate and relative
strengths of the couplings. In the honeycomb lattice appropriate for
↵-RuCl3, SWT predicts four branches, two of which disperse from
zero energy at the M point (1/2, 0) to doubly degenerate energies
!1 = p

K (K + J ) and !2 = |J |
p
2, respectively, at the 0 point

(0,0) (ref. 34). A large density of states in the form of van Hove
singularities is expected near !1 and !2. Figure 4a shows the SWT
and Fig. 4b the calculated powder-averaged neutron scattering.
Equating !1 and !2 with the peaks E1 and E2 yields K and J values
of (K =7.0, J =�4.6) meV (shown in Fig. 4) or (K =8.1, J =�2.9)
meV (shown in Supplementary Fig. 5), depending on whether !1
corresponds to E1 or E2. These two possibilities lie on either side
of the symmetric point K = �2J , where !1 = !2. The inset of
Fig. 4d shows each of these possibilities on theH–Kphase diagram34.
Either way, the Kitaev term is stronger and antiferromagnetic,
whereas theHeisenberg term is ferromagnetic; again consistent with
ab initio calculations26.

We note that the M1 mode has a gap of at least 1.7meV near
the M point (see Fig. 5a) that is not exhibited in the above SWT

calculations. Although such a gapless spectrum is a known artefact
of linear SWT for theH–Kmodel34, the experimentally observed gap
is too large to be accounted for within systematic 1/S corrections.
Extending the Hamiltonian to include further terms can lead to a
gap formingwithin SWT.However, calculations of the SWspectrum
(see Supplementary Fig. 5 and Supplementary Information) with
additional terms in theHamiltonian (such as0 and/or0’ terms35–39),
when su�cient to generate the observed gap, show features in
the powder-averaged scattering that are inconsistent with the
observations. Within the SW approximation, a gap can also be
generated by adding an additional Ising-like anisotropy, perhaps
at the level of 15% of J , which is also equivalent to an anisotropic
Kitaev interaction. As discussed below, the resulting SWT is still
incompatible with the data.

Although the SWTcalculation reproducesmany of the features of
the observed dynamical response, crucial qualitative disagreements
remain.Most importantly, the observed dependence of theM2 mode
on temperature and energy is incompatible with linear SWT. The
constant-wavevector cuts shown in Fig. 3c show thatM2 maintains
a totally consistent peak shape and intensity above and below TN.
Moreover, for temperatures well above TN, to at least 40K, the
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Figure 2 | Comparison between the numerical results and the
experimental data for ↵-RuCl3. Main panel: blue circles represent QMC
data for a L=20 cluster for the integrated Raman intensity Imid shown in
Fig. 3c. The errors evaluated by the standard deviation of the MC samplings
are su�ciently smaller than the symbol size. Red squares are the experi-
mental data in the energy window from 5 to 12.5 meV (ref. 4), from which
the non-magnetic background is subtracted (see text). Green dashed lines
represent the fitting by aM[1� f("⇤

M)]2 +bM (see caption of Fig. 3). We take
J= 10 meV in calculating Imid. Inset: red squares show the experimental raw
data and the orange curve indicates the bosonic background. Note that the
assignment of the bosonic background is slightly di�erent from that in
ref. 4. Details of the fitting procedure are given in Methods.

Jx = Jy = Jz = J ; a small anisotropy plausible in real materials does
not alter our main conclusions (see Supplementary Information).
The thermodynamic behaviour exhibits two characteristic crossover
T -scales originating from fractionalization at T ⇤/J ⇠ 0.012 and
T ⇤⇤/J ⇠ 0.38: the former is related to the condensation of flux
Majorana fermions, set by the flux gap ⇠0.06J (ref. 2), whereas
the latter arises from the formation of matter Majorana fermions
at much higher T , set by their bandwidth ⇠1.5J .

Figure 3a shows the QMC data for the Raman spectrum I(!)
at several T . At T = 0, it exhibits !-linear behaviour in the
low-energy region, due to a linear Dirac dispersion of matter
Majorana fermions7. With increasing T above T ⇤, the low-energy
part increases and the ! = 0 contribution becomes nonzero, as
shown in the figure for T/J = 0.0375. At higher T , the broad peak

in the intermediate energy range at !/J ⇠ 1 is suppressed above
T ⇠ T ⇤⇤. Indeed, the Raman spectrum at T/J = 0.75 shows no
substantial energy dependence for 0<!/J .2, as shown in Fig. 3a.
For higher T , the intermediate-to-high-energy weight gradually
decreases. The T and ! dependence of the Raman spectrum is
summarized in Fig. 3b. The result clearly shows that the broad peak
structure is slightly shifted to the low-energy side above T ⇤ and the
spectrum becomes featureless above T ⇤⇤.

For further understanding of the T dependence of the Raman
spectra, it is helpful to work in a basis of complex matter
fermions constructed as a superposition of real Majorana fermions
(see Methods). These elementary excitations determine the
T -dependence because their occupation (in a fixed background
of fluxes) is given by the Fermi distribution function. In detail,
one needs to analyse two di�erent processes contributing to
Raman scattering23: one consists of creation or annihilation of
a pair of fermions (process (A)), with the other a combination
of the creation of one fermion and the annihilation of another
(process (B)) (see Methods for details). Process (A) is proportional
to [1� f ("1)][1� f ("2)]�(!�"1 �"2), where ! is the Raman
shift, and "1 and "2 are the energies of fermions (see Fig. 1b).
Process (B) is proportional to f ("1)[1� f ("2)]�(! + "1 � "2) and
vanishes at T = 0 due to the absence of matter fermions in the
ground state (see Fig. 1c). Because of their di�erent frequency
dependence—for example, (A) vanishes for !!0 at low T—their
distinct T -behaviour can be extracted by looking at di�erent
frequency windows.

Figure 3c shows the T dependence of the integrated spectral
weight in the intermediate energy window, Imid for 0.5<!/J <1.25
(see the hatched region in Fig. 3a). The same is used in Fig. 2 in
accordance with the frequency window for the experimental data
with J = 10meV. We emphasize that the value of J is consistent
not only with the spectral width and peak position of the Raman
continuum at the lowest T (ref. 4), but also with the inelastic
neutron scattering in ↵-RuCl3 (ref. 15). As shown in Fig. 3c, Imid
has a non-monotonic change as a function of T : it grows around
T ⇤ with increasing T , but turns over to decrease above T/J ⇠ 0.1,
yielding the shift of the peak structure in I(!) to the low-energy side
shown in Fig. 3b. Note that the decrease persists up to temperatures
much higher than J due to thermal fluctuations of the itinerant
Majorana fermions. We also highlight the contributions from the
processes (A) and (B) in Fig. 3c. The result clearly indicates that Imid
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Figure 3 | Collective magnetic modes measured with inelastic neutron scattering using 25 meV incident neutrons. a, False colour plot of the data at
T =5 K showing magnetic modes (M1 and M2) with band centres near E=4 and 6 meV. M1 shows an apparent minimum near Q=0.62 Å�1, close to the
magnitude of the M point of the honeycomb reciprocal lattice. The white arrow shows the concave lower edge of the M1 mode. The yellow ‘P’ denotes a
phonon that contributes to the scattering at an energy near that of M2, but at higher wavevectors of Q>2 Å�1. b, The corresponding plot above TN at
T = 15 K shows that M1 has disappeared, leaving strong quasi-elastic scattering at lower values of Q and E. c, Constant-Q cuts through the scattering
depicted in a and b centred at wavevectors indicated by the dashed lines. The cuts A and C are summed over the range [0.5, 0.8] Å�1, which includes the
M point of the 2D reciprocal lattice, whereas B and D span [1.0, 1.5] Å�1. The data from 2–8 meV in cut B is fitted (solid blue line) to a linear background
plus a pair of Gaussians, yielding peak energies E1 =4.1(1) meV and E2 =6.5(1) meV. d, Constant-E cuts integrated over the energy range [2.5, 3.0] meV, at
4 K (E) and 15 K (F). See text for detail. The intensity in all four panels, including the colour bars, is reported in the same arbitrary units. In c,d, the solid lines
through all the cuts A–F are guides to the eye. The error bars represent 1� (see Methods).

quantum fluctuations are weak. Although strictly speaking it is
inapplicable for strongly quantum fluctuating systems, it provides
a first starting point for estimating the approximate and relative
strengths of the couplings. In the honeycomb lattice appropriate for
↵-RuCl3, SWT predicts four branches, two of which disperse from
zero energy at the M point (1/2, 0) to doubly degenerate energies
!1 = p

K (K + J ) and !2 = |J |
p
2, respectively, at the 0 point

(0,0) (ref. 34). A large density of states in the form of van Hove
singularities is expected near !1 and !2. Figure 4a shows the SWT
and Fig. 4b the calculated powder-averaged neutron scattering.
Equating !1 and !2 with the peaks E1 and E2 yields K and J values
of (K =7.0, J =�4.6) meV (shown in Fig. 4) or (K =8.1, J =�2.9)
meV (shown in Supplementary Fig. 5), depending on whether !1
corresponds to E1 or E2. These two possibilities lie on either side
of the symmetric point K = �2J , where !1 = !2. The inset of
Fig. 4d shows each of these possibilities on theH–Kphase diagram34.
Either way, the Kitaev term is stronger and antiferromagnetic,
whereas theHeisenberg term is ferromagnetic; again consistent with
ab initio calculations26.

We note that the M1 mode has a gap of at least 1.7meV near
the M point (see Fig. 5a) that is not exhibited in the above SWT

calculations. Although such a gapless spectrum is a known artefact
of linear SWT for theH–Kmodel34, the experimentally observed gap
is too large to be accounted for within systematic 1/S corrections.
Extending the Hamiltonian to include further terms can lead to a
gap formingwithin SWT.However, calculations of the SWspectrum
(see Supplementary Fig. 5 and Supplementary Information) with
additional terms in theHamiltonian (such as0 and/or0’ terms35–39),
when su�cient to generate the observed gap, show features in
the powder-averaged scattering that are inconsistent with the
observations. Within the SW approximation, a gap can also be
generated by adding an additional Ising-like anisotropy, perhaps
at the level of 15% of J , which is also equivalent to an anisotropic
Kitaev interaction. As discussed below, the resulting SWT is still
incompatible with the data.

Although the SWTcalculation reproducesmany of the features of
the observed dynamical response, crucial qualitative disagreements
remain.Most importantly, the observed dependence of theM2 mode
on temperature and energy is incompatible with linear SWT. The
constant-wavevector cuts shown in Fig. 3c show thatM2 maintains
a totally consistent peak shape and intensity above and below TN.
Moreover, for temperatures well above TN, to at least 40K, the
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Figure 5 | Disagreements with classical SWT and agreement with QSL calculations. a, Scattering from mode M1 measured using INS at T =5 K using
Ei =8 meV. Lower panel shows constant-energy cuts over the energy ranges shown, centred at the locations labelled (G,H) in the upper panel. The absence
of structured scattering below 2 meV confirms the gap in the magnetic excitation spectrum. b, Constant-E cuts of the data through the upper mode at four
di�erent temperatures, of which one curve at T =5 K is below TN (red squares) and rest above TN. The lines are guides to the eye. c, A constant-Q cut of
the Ei =25 meV, T =5 K data in the Q range shown. The blue triangles show the M2 portion of the cut B in Fig. 3c, but with the linear background term
subtracted, and the blue line is a fit to a Gaussian peak. As discussed in the text, the red line shows simulated SWT scattering and the green line shows the
scattering calculated from a Kitaev QSL response function. The shaded area represents magnetic scattering that is not captured by the SWT. The
double-ended arrow marked ‘R’ shows the full-width at half-maximum (FWHM) of the instrumental resolution of 0.5 meV at 6.5 meV. In panels a–c, the
error bars represent 1� (see Methods). d, The powder-averaged scattering calculated from a 2D isotropic Kitaev model, with antiferromagnetic K, using the
results of ref. 10, including the magnetic form factor. The upper feature is broad in energy and decreases in strength largely monotonically as Q increases.

non-dispersing high-energy band appears, centred at an energy
that corresponds approximately to the Kitaev exchange scale, K .
(For a similar calculation on the ferromagnetic Kitaev model, and
a general discussion, see Supplementary Fig. 6 and Supplementary
Information) The intensity of the upper band is strongest at Q=0,
and decreases with increasing Q.

With the Kitaev interaction dominant it is reasonable to expect
that ↵-RuCl3 is proximate to the QSL phase. The additional non-
Kitaev interactions lead to long-range order at low temperatures,
and strongly a�ect the low-energy excitations, which then exhibit
spin wave behaviour. Conversely, the high-energy spin fluctuations
native to the proximate quantum ground state are more immune,
and can persist even in the ordered state. This behaviour is well
known in coupled S= 1/2 antiferromagnetic Heisenberg chains6,
where at energies large compared to the interchain coupling the

spectrum of fractionalized excitations (spinons) of the pure chain
dominates the response above and below the magnetic ordering
temperature. This leads to a natural interpretation of the M2 mode
as having the same origin as the upper mode of the Kitaev QSL.
The broad width of the M2 mode as seen in the measurements
can be naturally explained in terms of the fractionalized Majorana
fermion excitations. The green line in Fig. 5c shows the calculated
powder-averaged QSL scattering, including the e�ects of instru-
mental resolution, with the value K =5.5meV chosen to match the
experimental peak position of M2 and the overall height chosen to
match the observed scattering. The calculatedQSL scattering profile
is wellmatched to the observed additional width of theM2 scattering
on the high-energy side. This value of K is slightly smaller than
that inferred from SWT, but it is very reasonable to expect that the
quantum description requires a renormalized parameter. The large
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FIG. 9: Illustration of the incommensurate, non-coplanar, counter-rotating spirals in (a)
�-Li2IrO3

109 and (b) �-Li2IrO3
110. For both these materials, the ordering wave-vector is aligned to

the orthorhombic â direction and three unit cells along that direction are depicted. The
non-coplanar nature is readily seen in the perspective illustrations on the left while the
counter-rotating nature of these spiral orders are evident in the projected illustration on the right.
Color indicates whether the b̂ component of the spin is positive (red), negative (blue) or zero
(black). Due to the di↵erence in crystal symmetry of the two lattices, the b̂ component of the
moments in �-Li2IrO3 transforms di↵erently from the â and ĉ components.

Using these interactions, several routes have been identified to stabilize an incommensurate spiral
ordering near the ferromagnetic Kitaev limit70,115,116. Though capable of stabilizing the ground
state, these theories have not been tested against current experimental findings such as magneti-
zation, torque magnetometry, and thermodynamic measurements. Moreover, experiments such as
inelastic scattering that probe low-energy dynamics of these systems have yet to be conducted.
These comparisons and results should provide a more comprehensive understanding of the role of
Kitaev physics in the unconventional magnetism encountered in these 3D honeycomb iridates.

Spin dynamics of counterrotating Kitaev spirals via duality

Itamar Kimchi1 and Radu Coldea2

1Department of Physics, Massachusetts Institute of Technology, Cambridge, MA 02139, USA
2Clarendon Laboratory, University of Oxford Physics Department,

Parks Road, Oxford OX1 3PU, United Kingdom

Incommensurate spiral order is a common occurrence in frustrated magnetic insulators. Typically,
all magnetic moments rotate uniformly, through the same wavevector. However the honeycomb
iridates family Li2IrO3 shows an incommensurate order where spirals on neighboring sublattices
are counter-rotating, giving each moment a di↵erent local environment. Theoretically describing its
spin dynamics has remained a challenge: the Kitaev interactions proposed to stabilize this state,
which arise from strong spin-orbit e↵ects, induce magnon umklapp scattering processes in spin-
wave theory. Here we propose an approach via a (Klein) duality transformation into a conventional
spiral of a frustrated Heisenberg model, allowing a direct derivation of the dynamical structure
factor. We analyze both Kitaev and Dzyaloshinskii-Moriya based models, both of which can stabilize
counterrotating spirals, but with di↵erent spin dynamics, and we propose experimental tests to
identify the origin of counterrotation.

Quantum spin liquid phases [1] have enjoyed renewed
attention in recent years, driven by candidate mate-
rial platforms. Possible experimental settings in mag-
netic insulators [2] include the layered kagome systems,
the nearly-metallic organics, as well as iridates includ-
ing the recently explored family of honeycomb iridates,
(Na/Li)

2

IrO
3

and the related ↵-RuCl
3

, distinguished by
their significant spin-orbit coupling. Here Ir4+ (Ru3+)
hosts an e↵ective S=1/2, observed to order magneti-
cally at low temperature. While Na

2

IrO
3

and ↵-RuCl
3

show collinear zigzag antiferromagnetism [3–14], the
three structural polytypes of the lithium iridate, ↵,�,�-
Li

2

IrO
3

, all order into an unconventional incommensu-
rate magnetic phase, involving counterrotating spirals
[15–19].

Recent experiments on �-Li
2

IrO
3

under high pressures
[16] as well as hydrogenated ↵-Li

2

IrO
3

[20] under ambi-
ent pressure found no evidence for magnetic long-range
order at base temperatures, raising the interesting possi-
bility of a transition into a long-sought Kitaev quantum
spin liquid. Robustly identifying the properties of such a
phase is experimentally rather challenging as the defining
long-range entanglement cannot be directly measured in
a solid, and the expected emergent fractionalized excita-
tions are predicted to produce only broad spectral fea-
tures [21–26]. A possible route to quantify proximity to
spin-liquid physics is through a knowledge of the appro-
priate Hamiltonian in the magnetically-ordered phase,
whose properties could in principle be more directly ac-
cessible experimentally. This requires detailed predic-
tions for characteristic signatures in the spin dynamics
for various Hamiltonians to be able to distinguish be-
tween competing models.

The counterrotating spiral orders in ↵,�, �-Li
2

IrO
3

of-
fer a promising avenue for such an approach. However,
theoretically computing the spin dynamics has proven to
be a nontrivial task. As we show below, the barrier con-
sists of strong magnon umklapp scattering, associated

both with the nonuniform spin environment of counter-
rotation as well as with the lack of any continuous spin
rotation symmetry in the Hamiltonian. A similar issue
was recently discussed for �-CaCr

2

O
4

[27, 28]. Easy-
axis and easy-plane anisotropy, as well as antisymmet-
ric Dzyaloshinskii-Moriya (DM) exchange, which are ex-
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Conventional spiral (Klein-dual of above)
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FIG. 1. Counterrotating spiral order of ↵,�, �-Li2IrO3

as the Klein dual of a conventional (co-rotating) spi-
ral.
(a): The counterrotating spiral on a zigzag chain is the uni-
fying common feature of the magnetic structures of all three
↵,�, �-Li2IrO3 honeycomb iridates. The bottom sublattice
rotates clockwise, while the top rotates counterclockwise.
(b): The co-rotating spiral, of a conventional Heisenberg J1-
J2 model, transforms by Klein duality into a counterrotating
spiral with a Kitaev-J1-J2 model and xy anisotropy.
(c): Competing models to stabilize counterrotation: Kitaev
exchange (x, y) or second-neighbor Dzyaloshinskii-Moriya
(DM) exchange (out/in for top/bottom bonds). The Klein
transformation µ2 {1, x, y, z} acts as identity 1 or by ⇡ rota-
tion around a spin’s x, y, z axis. This exact duality for the
counterrotating spiral shows its stability and circumvents the
magnetic umklapp of its Kitaev exchange for computing its
dynamical structure factor.
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Majorana metals
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Breaking time-reversal symmetry
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Weyl physics – energy spectrum
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Weyl physics – Chern numbers
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Weyl physics – surface states
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Experimental signatures?
specific heat

thermal Hall effect

Applying a thermal gradient to the system, a net heat current perpendicular to the gradient 
arises due to the chiral nature of the surface modes. 

Thermal Hall conductance given by 

see also T. Meng and L. Balents, Phys. Rev. B 86, 054504 (2012).

C(T ) ⇠ abulk · L3 · T 3 + asurf · L2 · T

Specific heat has bulk and surface contributions

K =
1

2

k2B⇡
2T

3h

d

2⇡
Lz

Could be distinguished via sample size variation.
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Summary lecture notes 
arXiv:1701.07056

Kitaev materials  
• a family of spin-orbit assisted j=1/2 Mott insulators 
• bond-directional exchange induces frustration 
• unconventional forms of magnetism 

Bond-directional exchange
• (proximate) spin liquids 
• signatures of Majorana fermions and Z2 gauge field 
• spin textures

Family of lattice geometries
• honeycomb – Na2IrO3, α-Li2IrO3, (H3/4Li1/4)2IrO3, RuCl3 
• triangular – Ba3IrTi2O9, Ba3Ir2TiO9, Ba3Ir2InO9 
• 3D – β-Li2IrO3, γ-Li2IrO3, metal-organic compounds 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