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Renormalization group methods are well-established tools for the (numerical) investigation of the low-energy
properties of correlated quantum many-body systems, allowing us to capture their scale-dependent nature. The
functional renormalization group (FRG) allows us to continuously evolve a microscopic model action to an effec-
tive low-energy action as a function of decreasing energy scales via an exact functional flow equation, which is
then approximated by some truncation scheme to facilitate computation. Here, we report on our implementation
of multiloop FRG, an extended truncation scheme recently developed for electronic FRG calculations, within the
pseudofermion functional renormalization group (pf-FRG) framework for interacting quantum spin systems. We
discuss in detail the conceptual intricacies of the flow equations generated by the multiloop truncation, as well as
essential refinements to the integration scheme for the resulting integrodifferential equations. To benchmark our
approach, we analyze antiferromagnetic Heisenberg models on the pyrochlore, simple cubic, and face-centered
cubic lattice, discussing the convergence of physical observables for higher-loop calculations and comparing
with existing results where available. Combined, these methodological refinements systematically improve the
pf-FRG approach to one of the numerical tools of choice when exploring frustrated quantum magnetism in higher
spatial dimensions.
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I. INTRODUCTION

The intriguing physics of quantum many-body systems
often plays out on a multitude of scales. Archetypal examples
include the spread of correlations on diverging length scales
at phase transitions, the formation of coherent states of matter
such as superconductivity at low temperatures, or the emer-
gence of macroscopic entanglement in topological quantum
liquids.

Capturing such diverse physics starting from simple mi-
croscopic models is a notoriously hard problem, since the
most interesting phenomena manifest themselves solely at
low temperatures and large system sizes. To establish a
stringent connection between microscopic models and their
effective low-energy, i.e., long-range physics, one often turns
to renormalization group (RG) techniques that, by design,
treat different scales iteratively rather than simultaneously,
and thereby allow us to evolve the original high-energy model
description in an RG flow to an effective low-energy action
[1,2].
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While the RG concept was originally developed in high-
energy particle physics [3], its quick adaptation in the context
of condensed matter physics and statistical physics has not
only provided deeper understanding but also a multitude
of applications and variations of the RG scheme. After
Kadanoff’s idea of a block spin RG [4] to describe magnetic
phase transitions, it was Wilson’s numerical renormalization
group (NRG) [5,6] that led to the solution of the Kondo
problem, i.e., the accurate, nonperturbative description of
metallic conduction electrons coupled to a magnetic impu-
rity below the Kondo temperature Tk and the explanation of
the finite electrical resistivity that these systems exhibit at
ultralow temperatures [7]. The density matrix renormaliza-
tion group (DMRG) developed by White [8] to capture the
formation of entanglement in the ground states of quantum
many-body systems has basically solved the one-dimensional
interacting quantum many-body problem [9]. Its application
to two-dimensional systems [10] and its generalization to
tensor network approaches [11] is one of the most active
developments in contemporary computational physics.

When it comes to systems of interacting electrons in two
and three spatial dimensions, a particularly appealing flavor
of the RG is the functional renormalization group (FRG)
[1,12]. This approach, which will be the foundation of this
paper, is based on an infinite hierarchy of ordinary integr-
differential equations; they govern the evolution of n-particle
Green’s functions or vertices controlled by a flow param-
eter � (usually chosen as an infrared cutoff). This allows
us to systematically derive effective low-energy actions for
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interacting electron problems and is routinely employed to
elucidate the pairing mechanism in certain superconductors or
other kinds of Fermi surface instabilities [13,14]. In practice,
unless for the exactly solvable model originally studied by
Polchinski [1], the FRG necessitates approximations imposed
on the coupled integrodifferential flow equations to render
their numerical solution feasible.

First, one needs to truncate their hierarchy to a level which
covers the physics of interest but is still amenable to semian-
alytical or numerical approaches. Most often, one considers
n-point functions with n � 4 and treats higher-order contri-
butions only to a small extent. Truncations which completely
neglect these Green’s functions are especially justified when
the bare interactions are weak and corrections to the flow
are thus presumably small. As it turns out, FRG studies of
itinerant fermion models have reached a remarkable degree
of precision for determining ground-state phase diagrams of,
e.g., the Hubbard model at, and even away, from half filling
[13,15,16].

Second, there exists no unique way of implementing the
RG parameter � into the generator of the vertices. Since
the flow equations are only used in their truncated form, it
naturally introduces a dependence of the results on the choice
of regulator function. For FRG, this has often led to a certain
inherent dependence of quantitative predictions on the actual
choice of regularization.

Recently, the multiloop truncation [17,18] of the FRG flow
equations (ml-FRG) has been developed to overcome some
of these shortcomings. This is done by iteratively advancing
the flow of the two-particle vertex to arbitrary orders in the
bare interaction until convergence to the first-order parquet
equation [19,20] is reached. Thereby, one recovers an in-
dependence of the choice of regulator while simultaneously
keeping the additional numerical cost at a manageable level.
For itinerant electron systems, this approximation has been
found to improve the outcome of the FRG calculations, e.g.,
allowing for quantitative agreement with determinant quan-
tum Monte Carlo simulations of the two-dimensional Hubbard
model [21]. For intermediate interaction strengths, a high
degree of convergence in the number of loops � was found
to already be reached at � ≈ 8 [22], with the numerical effort
scaling linearly in �.

In this paper, we apply the multiloop scheme to the pseud-
ofermion FRG (pf-FRG) approach to quantum spin systems
[23–26]. Based on a decomposition of spin operators into
fermionic partons [20], this adaptation of the FRG scheme
allows us to study the physics of frustrated quantum magnets
in two [23,24,27–45] and three spatial dimensions [38,46–
57], which are commonly beyond the reach of other numerical
quantum many-body schemes.

On a technical level, our multiloop pf-FRG approach intro-
duced here is a transcription of the multiloop weak coupling
implementations mentioned above. Besides certain subtleties
that result from the bilocal parametrization of the two-particle
vertex in real space, our technical formulation of the mul-
tiloop equations is in agreement with earlier studies [17].
Furthermore, we have implemented a characterization of the
high-frequency structure of vertex functions which fully cap-
tures their asymptotic behavior [21,22,58,59] to attenuate
numerical artifacts at higher loop orders and to stabilize the
flow of all dressed couplings.

We benchmark our method by applying the ml-FRG to
Heisenberg models on various three-dimensional lattices sub-
ject to different levels of frustration. For the antiferromagnets
on the pyrochlore and cubic lattice, we distill the impact of
higher loops on the signatures of the respective ground states,
i.e., the symmetry-preserving Coloumb spin liquid phase for
the former [51] and the symmetry-broken Néel state for the
latter [47,60]. We then add a finite third-nearest neighbor cou-
pling J3 to the antiferromagnetic nearest-neighbor Heisenberg
model on the simple cubic lattice and map out the phase
diagram both in the unfrustrated regime J3/J1 > 0, as well
as for mildly frustrated J3/J1 < 0. As a last step of exemplary
numerical analysis, we study the rich phase diagram of the
J1 − J2 Heisenberg model on the face centered cubic (fcc)
lattice, featuring spin liquid candidates with subextensively
degenerate ground state manifolds (GSMs) as well as mag-
netically ordered phases [53,61–64].

The paper is structured as follows. In Sec. II, we review
the conventional formulation of pf-FRG as put forward in
Refs. [23–26,47,65]. We further proceed by highlighting the
parametrization of the high-frequency structure of the two-
particle vertex [58] and the multiloop truncation. In Sec. III,
we discuss our refinements of the numerical implementation
of the pf-FRG procedure. Finally, for Sec. IV, we present our
benchmark results for Heisenberg models on the pyrochlore,
cubic and fcc lattice. In Sec. V, we conclude that the multiloop
pf-FRG promises to rise up as one of the few numerical
approaches available today that are capable of analyzing quan-
tum magnetism in higher dimensions. We further speculate
on the next potential methodological extensions and improve-
ments of pf-FRG which can use our work as a reference
point in terms of conceptual implementation and numerical
performance.

II. METHOD

In this section, we briefly review the conventional for-
mulation of pf-FRG as put forward in earlier studies
[23,25,26,29,43,47,49,51–53,65,66], before we continue with
a discussion of the methodological extensions which are sub-
ject to this paper.

A. Conventional pf-FRG

Our starting point is a spin-1/2 Heisenberg model of SU(2)
spins,

H =
∑

i j

Ji jSiS j, (1)

on a lattice with sites i, j subject to real exchange couplings
Ji j . The spin operators are represented in terms of complex
pseudofermions f (†)

iα with α ∈ {↑,↓} [20], i.e.,

Sμ
i = 1

2

∑
α,β

f †
iασ

μ
αβ fiβ, (2)

where σ
μ
αβ for μ ∈ {x, y, z} denote Pauli matrices. While

this results in a purely quartic Hamiltonian which can di-
rectly be treated by established functional RG techniques
[13], the pseudofermion representation of the spin algebra
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FIG. 1. Diagrammatic representation of the flow Eqs. (5) and (6) in terms of bilocal vertices where conserved lattice indices are indicated
by thick black lines. The self-energy flow (a) is decomposed into a local Fock diagram and a nonlocal Hartree term which contains a summation
over the full lattice. The two-particle vertex flow (b) can be written as a sum of five terms differing either in their two-particle reducibility or,
in the case of the three diagrams reducible in the d ph channel, in their spatial structure. Slashed lines denote pairs of differentiated propagators

is a priori not isomorphic to the original spin-1/2 rep-
resentation, since the dimensions of the Hilbert spaces of
pseudofermions (d = 4) and spin operators (d = 2) differ.
However, unphysical Fock states with net zero spin can be
projected out by an additional particle number constraint∑

α f †
iα fiα = 1, which has to be fulfilled on all lattice sites

individually.
In practice, this constraint is only enforced on average

(corresponding to the T → 0 limit of the Popov-Fedotov
chemical potential [67]) by an explicit implementation of
particle-hole symmetry on the level of irreducible vertex func-
tions [25,43,65] (cf. Appendix A). Furthermore, the impact
of occupation number fluctuations can be checked for by
implementing local level repulsion terms −ASμ

i Sμ
i , which gap

out the unphysical states. Though these fluctuations are indeed
further, though not entirely, suppressed for A > 0 [68], recent
studies [25,43,49,68] suggest that physical observables ex-
tracted from the pf-FRG flows are remarkably unaffected, that
is, they only differ by an overall energy rescaling between A =
0 and finite A [25,43,49]. As the A → ∞ limit, unfortunately,
spoils the numerical stability of the pf-FRG by introducing
a new predominant energy scale [68], we, instead, consider
the more stable Ansatz A = 0 in this paper. Note that the
existence of unphysical states in the fermionic Hilbert space
can be circumvented by decomposing the spin operators into
Majorana instead of Abrikosov fermions [69], allowing us to
transcribe the zero temperature pf-FRG approach considered
here to finite temperatures within the pseudo-Majorana FRG
[69]. At low temperatures T � |J|, on which we focus in the
present paper, however, this approach suffers from unphysical
divergencies due to an overcounting of physical Hilbert space
sectors. How to cure these divergencies is a question of current
research.

Due to the absence of kinetic contributions, the free prop-
agator for the pseudofermion Hamiltonian takes the simple
form

G0(w) = (iw)−1, (3)

diagonal in real and spin space, where w is a fermionic Mat-
subara frequency. Similar to other flavors of FRG, a regulator
function ��(w) is introduced to cut off infrared divergencies
in a controlled manner: For � → ∞, the product of full
propagator and regulator vanishes, while the original system
is recovered for � → 0. Here we choose

��(w) = 1 − e−w2/�2
. (4)

The FRG equations for the n-particle vertices then correspond
to an interpolation between the simple limit where vertices
collapse to the bare interaction Ji j and the physical limit of
vanishing cutoff. Although these equations are in principle
exact, the full hierarchy of integrodifferential equations is
not closed, rendering approximations necessary in attempts to
seek its solution.

Previous implementations of pf-FRG [23,25,26,43,47,66]
have made extensive use of the Katanin scheme, which trun-
cates the FRG equations after the two-particle vertex while
simultaneously approximating contributions from the three-
particle vertex by a self-energy feedback in the two-particle
vertex flow. After truncation, the flows for the self-energy ��

and the two-particle vertex 	� (see Fig. 1) read

d

d�
��(1) = − 1

2π

∑
2

	�(1, 2; 1, 2)S�(2)

≡ −[	� ◦ S�]� (5)
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d

d�
	�(1′, 2′; 1, 2)

= 1

2π

∑
3,4

[	�(3, 4; 1, 2)	�(1′, 2′; 3, 4)

− 	�(1′, 4; 1, 3)	�(3, 2′; 4, 2) − (3 ↔ 4)

+ 	�(2′, 4; 1, 3)	�(3, 1′; 4, 2) + (3 ↔ 4)]

× G�(3)S�(4), (6)

where the compound indices comprise a lattice and a spin
index as well as a Matsubara frequency e.g., 1 = (i1, α1,w1).
Conjugate Grassmann fields are discriminated by primes at-
tached to the respective index, where 1′ indicates an outgoing
and 1 an incoming fermionic parton. Furthermore, S� ≡
− d

d�
G�|��=const. is the single-scale propagator. Note that due

to local U(1) and global SU(2) symmetry of the Hamiltonian
in Eq. (1) the self-energy as well as the dressed propagators
are diagonal in real and spin space. The Katanin truncation
now amounts to the replacement

S� → − d

d�
G� (7)

in the 	� flow. In this form, the pf-FRG equations become
equivalent to mean-field gap equations in the limit of large
spin length S, where they collapse to a mere resummation of
RPA diagrams, as well as a large dimension of the spin algebra
N [25,66], where only crossed particle-hole diagrams remain.

Transitions into phases with broken symmetries become
visible in pf-FRG by an instability (indicated by a kink, cusp,
or divergence) in the flowing spin-spin correlation

χ�
i j (iw = 0) =

∫ β

0
dτ

〈
Tτ Sμ

i (τ )Sμ
j (0)

〉�
, (8)

where the renormalization has to be stopped to still extract
sensible results. Here, Tτ is the imaginary time ordering op-
erator and μ ∈ {x, y, z} can be chosen arbitrarily due to spin
rotation invariance of Eq. (1). For long-range ordered states,
the momentum k for which the susceptibility (i.e. the Fourier
transform of χi j) is most dominant characterizes the respec-
tive type of order. The absence of a flow breakdown is, on the
other hand, associated with putative spin liquid phases.

B. Asymptotic frequency parametrization

For the T = 0 implementation of pf-FRG, the spectrum
of Matsubara frequencies becomes continuous and vertices
need to be discretized on a finite number of frequency mesh
points to compute a numerical RG flow. Moreover, a crucial
ingredient for the solution of the truncated set of equations is
the integration of products of Green’s functions in frequency
space during the evaluation of the inner sums in Eq. (6).
Hence, numerical computations with limited resolution need
to capture all relevant features of the vertices to obtain robust
results. We employ an established parametrization scheme,
which sorts all diagrams that may become finite during the
flow into one of four classes and thereby tracks the high-
frequency structure of the two-particle vertex in an efficient
manner [58]. We start by grouping the contributions in Eq. (6)

into three channels, which differ in their two-particle re-
ducibility, i.e., the way in which external legs are assigned
to vertices after cutting the two propagators in the respective
diagrams. In this sense, the first term is particle-particle (pp)
reducible, the second one direct particle-hole (dph) reducible,
and the last one crossed particle-hole (cph) reducible. Equa-
tion (6) with the Katanin substitution Eq. (7) can therefore be
compactly stated as

d

d�
	� = ġ�

pp + ġ�
dph + ġ�

cph (9)

ġ�
c ≡ [	� ◦ ∂�(G� × G�) ◦ 	�]c, (10)

where the precise definitions of the channels are given in
Appendix B. As a consequence of imaginary time translation
invariance and therefore Matsubara frequency conservation,
each term can be associated with a specific bosonic frequency,
corresponding to the energy transferred through the internal
loop: pp with s = w1′ + w2′ , dph with t = w1′ − w1, and
cph with u = w1′ − w2. If the frequency dependence of the
channels is projected onto the respective transfer frequency,
two independent fermionic frequency arguments remain to
be determined, with our choice displayed in Fig. 2. This
specific parametrization simplifies the internal symmetries
of the channels under frequency inversions and exchange of
fermionic frequencies (cf. Appendix D).

The diagrams contributing to each channel are classified
according to the number of external arguments, which enter
the internal summations [58], i.e.,

ġ�
c (wc, vc, v

′
c) = K�

1c(wc) + K�
2c(wc, vc)

+ K̄�
2c(wc, v

′
c) + K�

3c(wc, vc, v
′
c) (11)

for c ∈ {pp, dph, cph}. Note that we have only stated the fre-
quency dependence explicitly while suppressing site and spin
indices. Each kernel captures a certain asymptotic limit of the
channels, since they decay to zero if one of their respective ar-
guments is taken to infinity [58]. This can be seen by recalling
that the full propagator effectively scales as 1/(iw) for large
Matsubara frequencies. In this regard, one gains, in principle,
explicit access to the asymptotic behavior of all contributions,
allowing us to model different diagrams more effectively in
numerical calculations, where only a finite number of frequen-
cies can be used. For computational purposes, however, it is
far more advantageous to define new kernels,

Q�
1c(wc) ≡ lim |vc|, |v′

c| → ∞ġ�
c (wc, vc, v

′
c),

Q�
2c(wc, vc) ≡ lim |v′

c| → ∞ġ�
c (wc, vc, v

′
c),

Q̄�
2c(wc, v

′
c) ≡ lim |vc| → ∞ġ�

c (wc, vc, v
′
c),

Q�
3c(wc, vc, v

′
c) ≡ ġ�

c (wc, vc, v
′
c), (12)

where the limits are either performed numerically, by setting
the respective frequency to a large value or by scanning the
boundaries of Q3c after evaluating the right-hand side of the
flow equations. In the latter case, the asymptotic classes,
though they can individually be extracted in each stage of
the flow, only serve as efficient numerical buffers for con-
stant extrapolations beyond the domain where Q3c has been
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FIG. 2. Symmetrized frequency parametrization of the two-particle vertex channels. Shifting all arguments by half a transfer frequency
allows for a more convenient implementation of symmetries on the level of vertex functions (see Appendix D for more details).

discretized. The new functions are related to the old kernels
by

Q�
1c(wc) = K�

1c(wc),

Q�
2c(wc, vc) = K�

1c(wc) + K�
2c(wc, vc),

Q̄�
2c(wc, v

′
c) = K�

1c(wc) + K̄�
2c(wc, v

′
c),

Q�
3c(wc, vc, v

′
c) = K�

1c(wc) + K�
2c(wc, vc)

+ K̄�
2c(wc, v

′
c) + K�

3c(wc, vc, v
′
c). (13)

Keeping only these sums, one significantly reduces the num-
ber of memory accesses in a numerical implementation of the
method, since for a given set of frequency arguments, only one
function Q� needs to be accessed instead of multiple kernels
K�. Another advantage of this definition is that the additional
cost of extracting the asymptotic functions after computing
limits of the flow [58] is avoided.

C. Multiloop extension

In the context of FRG for itinerant fermions [21,22,59], it
has been shown that an extended truncation, dubbed the multi-
loop scheme, leads to a substantial improvement of functional
RG calculations by (1) restoring independence of the choice
of regulator function for � → 0 [17,18] and (2) generation
of all two-particle reducible (parquet) diagrams, which can
be computed at a manageable numerical cost. This multiloop
FRG (ml-FRG) scheme is based on the parquet equations.
i.e., the Schwinger-Dyson equation (SDE) connecting the
self-energy to the two-particle vertex and the Bethe-Salpeter
equations (BSEs) for the two-particle reducible channels,
which compactly written read

� = [(	0 + [	0 ◦ (G × G) ◦ 	]pp) ◦ G]�, (14)

gc = [(
	 − gc

) ◦ (G × G) ◦ 	
]

c. (15)

Note that we have already applied the well-known parquet
approximation (PA), substituting the fully irreducible ver-
tex with the bare vertex 	0. To construct from the parquet
equations (in the PA) the ml-FRG flow, one regularizes the
propagators as in Eq. (4). In consequence the SDE and BSEs
become scale dependent and can be put into differential form
by taking derivatives with respect to � on both sides of the

equation. The multiloop flow in a channel gc can then be
computed via an iterative scheme which reads [17,18]

ġc =
∑
��1

ġ(�)
c , (16)

ġ(1)
c = [	 ◦ ∂�(G × G) ◦ 	]c, (17)

ġ(2)
c = [

ġ(1)
c̄ ◦ (G × G) ◦ 	

]
c + [

	 ◦ (G × G) ◦ ġ(1)
c̄

]
c

≡ ġ(2),L
c + ġ(2),R

c , (18)

ġ(��3)
c = ġ(�),L

c + [
ġ(�−1),R

c ◦ (G × G) ◦ 	
]

c + ġ(�),R
c , (19)

= ġ(�),L
c + [

	 ◦ (G × G) ◦ ġ(�−1),L
c

]
c + ġ(�),R

c , (20)

≡ ġ(�),L
c + ġ(�),C

c + ġ(�),R
c , (21)

where we have defined the left, right, and central part of the
� loop contribution. The flow equation for the self-energy
Eq. (5) is in principle exact, at least given an exact two-particle
vertex 	�. One computes, however, an approximate RG flow
for the latter, such that additional corrections become neces-
sary [18,21,59]. The ml-FRG flow for the self-energy then
reads

�̇ = �̇0 + �̇1 + �̇2, (22)

�̇0 = −[	 ◦ S]�, (23)

�̇1 =
[∑

��3

(
ġ(�),C

pp + ġ(�),C
cph

) ◦ G

]
�

, (24)

�̇2 = [	 ◦ (G × �̇1 × G)]�. (25)

Since the flow of the vertex requires the self-energy derivative,
which itself builds on the central parts of the particle-particle
and crossed particle-hole channels, one usually computes the
vertex corrections using only the standard expression �̇ = �̇0

and accounts for self-energy corrections �̇1, �̇2 afterward.
The revised value for �̇ can in turn be used to recompute the
vertex corrections until convergence is reached. In this paper,
however, these numerically expensive self-energy loops are
not considered, as the self-energy corrections already turn out
to be small during the flow.

For systems of itinerant fermions, it is widely known [13]
that truncation of the two-particle vertex flow equation bears
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a resemblance to considering perturbative contributions up
to some order in the bare interaction. Indeed, for a weakly
coupled system, the inclusion of higher loops is therefore
expected to improve upon the one-loop results in a system-
atic manner [17,18,21,59]. For inherently strongly coupled
systems, such as the spin systems in the pseudofermion
representation considered here, however, the question arises
whether loop convergence can be achieved at all and, if so,
how the loop expansion has to be interpreted.

To discuss the latter aspect further, we focus on the large-S
(similar arguments can be made for large-N [26]) generaliza-
tion of pf-FRG as put forward in Ref. [25]. It turns out that
the leading O(1) contribution to the two-particle vertex flow
consists of a single diagram, namely, the nonlocal RPA loop in
the direct particle-hole (dph) channel (see Fig. 1), whereas all
other diagrams are O(1/S). From Eqs. (16)–(21), it then be-
comes clear which diagrams are added to the pf-FRG flow at
higher loop orders. Two-loop contributions augment the series
of O(1/S) diagrams by inserting contributions of O(1) into
subleading one-loop diagrams, while further contributions of
O(1/S2) are generated by merging two O(1/S) terms, such
as the particle-particle (pp) and crossed particle-hole (cph)
ladder. The � = 3 terms then complete the possible O(1/S)
contributions and simultaneously new O(1/S3) diagrams are
generated. Every other odd loop order � then finalizes the set
of O(1/S(�−1)/2) diagrams of the previous loops, while adding
some new O(1/S�) diagrams.

This line of argument has three important consequences: (i)
For S → ∞, all higher loop contributions vanish, leaving, as
expected, the already exact one-loop results unchanged [25].
(ii) For any finite S < ∞, multiloop corrections may, in the
above sense, loosely be regarded as a 1/S series expansion,
with, for example, � = 1 corresponding to a level-1 truncation
of that series, that is, it generates the full set of leading-order
diagrams and it consistently includes subleading corrections
via the Katanin truncation (such that the exact results are
recovered considering the S(N ) → ∞ limit [25,26]). (iii) The
latter fact, however, renders the physical conclusiveness of
a nonconverged � > 1 multiloop result in pf-FRG somewhat
unclear. This is because, in contrast to itinerant FRG, where
every loop by itself is controlled, higher loops in pf-FRG,
where a small parameter is absent (usually 1/S = 2 and
1/N = 1/2), only partially include subleading 1/S and 1/N
corrections, leading to an inconsistency in the respective or-
ders of expansion.

Hence, only the two limits � = 1, contributing the essen-
tial leading order contributions for magnetic and spin liquid
phases, and � → �c < ∞, where the multiloop expansion in
pf-FRG has (up to this point hypothetically) converged to a
self-consistent solution of the parquet equations should be
regarded as physically relevant.

III. NUMERICAL IMPLEMENTATION

To treat the closed set of integrodifferential equations form-
ing the truncated pf-FRG equations, we have to introduce a
few more approximations to both the infinite real space lat-
tice and the continuous Matsubara frequencies to make them
numerically tractable.

A. Finite lattice graphs

The parton decomposed spin operators Eq. (2) are invariant
under local U(1) transformations f (†)

iα → e±iφ f (†)
iα , implying

conservation of the number of spinons per lattice site. The
site dependence of the two-particle vertex can therefore be
efficiently reduced by the bilocal parametrization [65]

	�(1′, 2′; 1, 2) = 	�=
i1i2 (1′, 2′; 1, 2)δi1′ i1δi2′ i2

+ 	�×
i1i2

(1′, 2′; 1, 2)δi1′ i2δi2′ i1 , (26)

where vertices with crossed fermion lines 	�×
i1i2

can be re-
placed by vertices with parallel fermion lines 	�=

i1i2 (or
vice versa) by making use of the crossing symmetry
	�(1′, 2′; 1, 2) = −	�(2′, 1′; 1, 2). We therefore focus only
on vertices with parallel lines in the following and drop the
additional superscript “=” for brevity [Fig. 1]. In addition,
by treating all sites as symmetry equivalent, the site depen-
dence of the self-energy can be entirely discarded, while
lattice symmetries can be employed to obtain an effective
dependence on a single site i∗1 for the two-particle vertex, i.e.,
	�

i1i2 → 	�
i∗1 i0

. Here i0 is a fixed reference site, taken to be
invariant under point-group symmetries, and i∗1 is the image
of i1 for i2 mapped to i0. Given a unit cell of the lattice,
our code automatically performs this symmetry reduction by
explicitly computing transformations, which leave the lattice
invariant. Finally, vertices are truncated if the bond distance
d (i∗1, i0) exceeds a threshold L, which amounts to artificially
introducing a maximal correlation length. In this paper, we
choose L = 6 to keep the numerical effort for the multiloop
truncation in conjunction with the three-dimensional lattices
of interest at a manageable level.

B. Matsubara frequency discretization and integration

The pf-FRG flow equations have been derived in the T = 0
limit, where Matsubara frequencies become continuous and
internal summations are promoted to integrals. To solve the
flow equations numerically, one therefore has to make an
appropriate choice both for the integration algorithm as well
as the discretization of the vertices on a finite grid. To this end,
one should carefully consider the interplay between the choice
of regulator function, the propagators, and the vertices. In
Fig. 3, we have schematically plotted the product P�

0 (w, v) =
−[G�

0 (w)G�
0 (v)] as it typically (up to self-energy corrections)

appears for evaluations of the right-hand side of the multiloop
flow. By integrating this function, one initially generates the
frequency dependence of the vertices, and respecting its fea-
tures is therefore crucial to obtain precise results.

The integration domain can roughly be split into three
regions, two algebraically decaying tails that enclose a vivid
structure residing symmetrically around v = 0. The position
of the peaks is directly related to the transfer frequency of the
respective channel wc as well as the RG scale � necessitating
a dynamical adjustment of integration breakpoints during the
flow. Note that, although the outer domains formally require
an integration up to infinity, one can in practice cut off the
integral at a finite upper bound, where additional contributions
to the integral become negligible.
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FIG. 3. Schematic plot of P�
0 . The numerical integration of this

function can be separated into three domains, each featuring either
a multiply peaked structure, where high resolution is required, or
a simple 1/v2 decay. While successively lowering the value of the
flow parameter, the peaks shift closer to wc/2, making it necessary to
dynamically adjust the breakpoints used for the integration to obtain
precise results. See main text for further details on the quadrature
rule utilized during the RG flow.

To cope with these characteristics, we utilize an adaptive
quadrature rule, tailored toward the functions at hand. The
integration domains are first split into linearly (for the inner
domain) or logarithmically (for the outer domains) distributed
intervals, where the interval’s width is the smallest close to the
peaks of P�

0 for the logarithmic part. In each of those subdo-
mains, we then apply an adaptive trapezoidal rule ameliorated
by a Richardson extrapolation for the final result, where the
number of function evaluations is increased until we meet an
absolute error tolerance of 10−10 or a relative error tolerance
of 10−3.

The vertices are discretized on non-negative frequency
meshes composed of a linear part starting at w = 0 with
spacing h and a logarithmic part from Nh to some large upper
bound, where N = 0.4Ntot is the number of linearly spaced
frequencies. Negative frequencies are not used explicitly as
they can always be mapped onto their positive counterpart by
the symmetries outlined in Appendix D. In total, we monitor
seven independent meshes throughout the flow: one for the
self-energy (N� = 200) and two for every channel, thereby
one for the the transfer frequency axis (N� = 40) and one for
the fermionic frequency axis (Nν = 30). Decoupling the fre-
quency meshes for the different two-particle channels turned
out to be crucial to stabilize our code for small values of the
flow parameter because competing ground states, paramag-
netic ones for the s/u channel, and magnetic ones for the t
channel, could be resolved in an unbiased way.

Finally, the evaluation of the right-hand side of the flow
equations requires knowledge of the vertices for frequencies,
which do not necessarily align with the points in the chosen
frequency mesh. To address this issue, we perform multilinear
interpolations in between grid points for all (at most three)
arguments of the different diagram classes, which in the worst
case require eight kernel values to be taken into account.

C. Differential equation solver

To initialize the RG flow in the ml-FRG framework there
are, in principle, two ways. As commonly done in FRG calcu-
lations, one can set the initial scale �i to a value much larger

than the spin coupling |J| ≡
√∑

i J2
i (where Ji are the cou-

plings with a finite value in the Hamiltonian) to approximate
the � → ∞ limit where only bare vertices remain. On the
other hand, since the ml-FRG converges to the regularized
PA by construction, one could also initialize the flow at a
somewhat smaller value �i/|J| with a solution of the SDE
and the BSEs [68]. Here, we chose the latter, as it allows us to
remedy small numerical artifacts, primarily in the self-energy,
that appear when the conventional option is selected.

Starting from an initial scale �i/|J| = 5, we therefore
first solve the parquet equations by simple fixed point iter-
ations with a damping factor β (where β = 1 corresponds
to a full update). The self-energy and two-particle channels
are declared to have converged sufficiently once the max-
imumabsolute/relative deviation between two iterations is
smaller than 10−10/10−5. In practice, we found quick conver-
gence as long as �/|J| > 1, where no damping was needed
to reach the fixed point, while slowing down rapidly when
�/|J| � 1. In the latter case, smaller and smaller values of β

were required and directly solving the parquet equations soon
became unfeasible, in agreement with Ref. [68].

The ml-FRG flow equations are integrated using the
Bogacki-Shampine method [70] with adaptive step-size con-
trol. This causes the flow to first progress rapidly, while
slowing down when instabilities, signaling spontaneous sym-
metry breaking, emerge at smaller energy scales. A third order
solver, although it requires multiple (costly) evaluations of the
right-hand side of the flow equations, in our opinion resembles
a good compromise between reliability and numerical effi-
ciency. We have set an absolute error tolerance of 10−10 and a
relative error tolerance of 10−3 for one step of the solver, with
a minimum step size of hmin = 10−4|J| and maximum size
hmax = 0.1�, where � is the current cutoff value in units of
|J|. To prevent the step size h increasing too rapidly whenever
we meet the desired tolerances (and potential features in the
flow are therefore overlooked), we limit its growth to at most
10% with respect to the old value. The RG flow is continued
down to a minimal value � f /|J| = 0.05 if the following san-
ity checks are fulfilled:

(1) The absolute maximum of the vertex is smaller than
50|J|.

(2) The correlations do not show nonmonotonicities like
peaks or cusps.

(3) The relative integration error of the ODE solver does
not exceed the error tolerance by more than an order of mag-
nitude.

The first and second criterium ensure that the solver is
terminated whenever the flow breaks down at some large value
of �/|J| and the step size of the Bogacki-Shampine method
therefore diminishes to hmin, resulting in a critical loss of per-
formance. The last check secures that the adaptive step-size
control of our ODE solver is still reliable and that h is properly
reduced in critical regions of the flow to keep the errors inside
the desired bounds. We found the latter test to be occasionally
violated when either χ� diverges or sufficient convergence
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in loops cannot be achieved beyond a symmetry-breaking
phase transition. That the flow in these cases becomes unstable
is, however, an expected result and the ODE solver is only
stopped to prevent excessive run times.

Furthermore, we found that to obtain stable results also
at small �/|J|, resolving all relevant features of the ver-
tices at different stages of the flow is of special importance.
Therefore, we have developed a simple scanning routine (cf.
Appendix E 3) which analyzes the vertices and subsequently
proposes a new linear step width for the different frequency
meshes after each Runge-Kutta step. The vertices are then
transferred to the updated meshes via multilinear interpola-
tions.

D. Algorithmic complexity

The asymptotic scaling of computation times with the dif-
ferent numerical parameters can be read off directly from the
flow equations and is given by

O
(
N2

L × NI N�N2
ν × �

)
,

where NL ∼ Ld is the number of symmetry-reduced lattice
sites for a lattice of dimension d , NI the initial number of
linearly/logarithmically spaced intervals for the adaptive fre-
quency integration, N� the number of mesh points for the
transfer frequency axis of the channels, Nν the respective
number of points on the fermionic axes and � the number of
loops.

Let us examine in more detail how this scaling is obtained.
To do so, we can focus on the computation of the two-particle
vertex, as the effort of computing the self-energy derivative,
the latter being a function of one frequency argument only,
is negligible. After exploiting lattice symmetries and time
translation invariance, each channel is parametrized by one
site index, one transfer, and two fermionic frequencies. To
compute the derivative for each of these components, one
needs to evaluate the respective right-hand side of the flow
equations, which comprise a single frequency integration over
at least NI frequency points and, in the case of the dph channel,
another summation over the full lattice. Although, for large �,
the number of terms to compute within each loop stays con-
stant, and as such the numerical effort asymptotically scales
as O(�), there is a computational overhead going from � = 1
to � = 3. The two-loop contribution consists of two terms,
a left and right part, which both are as costly to evaluate as
the one-loop terms. Furthermore, for � � 3, the central part
additionally comes on top.

E. Code performance

Given the computational complexity outlined in the pre-
vious section, the question arises how the ml-FRG flow
equations can be efficiently integrated down to small values of
the infrared cutoff �/|J|, as their number Neq rapidly grows
for larger system sizes and increased frequency resolution (in
this paper, for example Neq ≈ 107). Efficient code is therefore
crucial to obtain results with modest computational resources
and feasible run times.

Our code is written in the Julia programming language and
so far utilizes two levels of parallelization [71]: vectorization

utilizing on-core SIMD units and the invocation of multiple
cores per CPU via Julia’s native multithreading support.

To accelerate the evaluation of the integrands on the
right-hand side of the flow equations, we buffer all spatial con-
tributions for a given tuple of outer frequencies (wc, vc, v

′
c) in

an array which is subsequently passed to the adaptive quadra-
ture routine. This not only allows us to recycle interpolation
parameters for different lattice sites but also makes it possible
to vectorize the actual read-out process for the vertices.

Since different frequency components of the vertex can
be computed independently, parallelizing the pf-FRG flow
over several cores is in principle straightforward. The largest
pitfall in distributing the calculations over multiple threads
comes, however, from the adaptiveness of the quadrature rou-
tine. This is because every frequency component (wc, vc, v

′
c)

may require a different number of integrand evaluations (and
therefore computing time) before the trapezoidal rule con-
verges in each domain. In consequence, the workload is highly
asymmetric and load balancing becomes vital for boosting
code performance to its full extent. The Julia language offers
dynamic thread scheduling out of the box and is therefore
well-suited for this problem.

Another possible level of parallelization that could in prin-
ciple be exploited is the distribution of calculations across
multiple computing nodes (for example via MPI). We found,
however, that computing times are still tolerable when only
a single node is used. For example, a � = 4 flow for the
pyrochlore lattice with ∼460 sites was obtained in ∼10 hours
with 48 threads on two Intel Xeon Platinum 8168 CPUs.
Therefore, distributed memory parallelization is currently not
implemented in our code.

IV. BENCHMARK CALCULATIONS

In this section, we present benchmark calculations of our
multiloop pf-FRG machinery for a number of (frustrated)
quantum spin models—the Heisenberg antiferromagnet on the
pyrochlore lattice, a J1 − J3 Heisenberg model on the simple
cubic (sc) lattice, and a J1 − J2 model on the fcc lattice, with
respective Hamiltonians

Hpyro = J1

∑
〈i j〉

Si · S j, (27)

Hsc = J1

∑
〈i j〉

Si · S j + J3

∑
〈〈〈i j〉〉〉

Si · S j, (28)

Hfcc = J1

∑
〈i j〉

Si · S j + J2

∑
〈〈i j〉〉

Si · S j, (29)

where the nearest-neighbor coupling J1 > 0 is always anti-
ferromagnetic. Here Jn denotes the spin coupling to the nth
nearest neighbor determined by spatial distance. We start
by considering two limiting examples, the nearest-neighbor
antiferromagnets on the pyrochlore and cubic lattices, re-
spectively. While the former hosts an extensively degenerate
(classical) GSM at T = 0 and in its quantum version is con-
sidered a candidate model for a quantum spin liquid ground
state, the latter is free from geometric frustration and features
a symmetry-broken ground state at low temperatures [60],
even in the presence of a third-nearest neighbor coupling
J3. As a final benchmark, we consider the phase diagram of
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FIG. 4. Results for the S = 1/2 nearest-neighbor Heisenberg antiferromagnet on the pyrochlore lattice indicating a potential quantum spin
liquid ground state. (a) Susceptibility flows depicted at the momentum with the largest amplitude. Increasing the loop order from � = 1 to
� = 4 leads to rapid convergence (as demonstrated in the inset) and a substantial reduction of χ�(k). (b) Multiloop self-energies obtained at
two different stages of the flow. The inset shows that two-loop corrections already become relevant at relatively large scales � ∼ |J|, with
excellent convergence for � > 2. At small cutoffs, deviations between one and higher loops become more pronounced with respect to position
and height of the quasiparticle peak. Though the self-energies seem well converged in loops for most frequencies, small differences around
the peak are visible, indicating that loop convergence for small �/|J| on the level of vertices is more difficult to reach than for the spin-spin
correlations, in agreement with Ref. [68].

the J1 − J2 model on the fcc lattice, which in its classical
limit is interesting for its appearance of degenerate GSMs of
codimensions 2 (lines) and 1 (surfaces) at T = 0 [61,62], thus
providing a promising playground to realize a competition be-
tween magnetically ordered and quantum spin liquid ground
states.

From a technical point of view, these benchmark calcu-
lations show how the multiloop framework can capture the
sometimes delicate balance between quantum fluctuations and
ordering tendencies. Our case studies provide examples where
either one of the two tendencies is strengthened when going
to higher loop orders in our pf-FRG calculations.

A. Heisenberg model on the pyrochlore lattice

The S = 1/2 nearest-neighbor Heisenberg antiferromagnet
on nonbipartite lattices, such as the kagome or pyrochlore
lattices of corner-sharing triangles or tetrahedra, remains an
unresolved problem in frustrated quantum magnetism. For the
pyrochlore antiferromagnet, there are strong indications for
a quantum paramagnetic ground state [51,73–77]; however,
deciphering its nature has proven to be notoriously difficult
[78–85]. Recently, there is mounting evidence in favor of a
ground state which breaks only point-group symmetries while
the nature of the symmetry-broken ground state remains under
debate [78–80]. Indeed, while a DMRG calculation [78] has
provided indications for inversion symmetry breaking, un-
constrained many-variable variational Monte Carlo [79] and
pf-FRG [80] calculations support a scenario where both inver-
sion and C3 symmetries are broken in the ground state [86].
Nonetheless, the competition of the recently proposed sym-
metric and chiral U(1) and Z2 quantum spin liquids [83,87,88]
with the symmetry broken states of Refs. [78–80] remains
to be investigated. In a recent � = 1 pf-FRG calculation, it
was shown that the RG flow of the susceptibility does not
develop a divergence at finite � for any wave vector in the
extended Brillouin zone, indicating quantum paramagnetic
behavior [51]. Here we show that this finding is remarkably

robust up to � = 4, where our results have sufficiently con-
verged (see Fig. 4), providing compelling evidence in favor of
a quantum paramagnetic ground state. This low-temperature
phase is characterized by the presence of a bowtie pattern
in the susceptibility profile of the [hhl], i.e., kx = ky plane
[72], with the points at the center of the bowties (called
pinch points) being host to sharp features (singularities) in
the case of the corresponding classical model at T = 0 [89].
These pinch points are reflective of dipolar spin correlations
[90,91] which are hallmark of a cooperative paramagnetic
state—a Coulomb phase [92], and have been argued to arise
from the zero total spin moment rule (called ice-rule) on
every tetrahedron [72,93,94]. In contrast, for a quantum model
it is impossible to have a vanishing magnetization on ev-
ery tetrahedron because the Hamiltonian does not commute
with the total spin operator of any given tetrahedron. Hence,
quantum fluctuations lead to violations of the ice rule, with
the pinch points losing their sharpness and their singularity
rounded off. Consequently, the pinch points [the (0, 0,±4π )
(and symmetry related) points in Fig. 5(a)] smear out, ac-
quiring a finite width [51,73,75,77,82,95–97], which serves
as a measure of the degree of violation of the ice rule, i.e.,
the net magnetization acquired by the tetrahedra. To get a
quantitative picture concerning the impact of diagrammatic
contributions at higher loop orders, we plot the susceptibil-
ity along the h = 0 momentum cut [the vertical solid white
line in Fig. 5(a)] for different loop orders in [Fig. 5(c)].
One observes that the width of the pinch point, as quanti-
fied by the full width at half maximum (σ ) increases with
� and finally converges at � = 4 to σ = 1.328π compared
to σ = 1.2π at � = 1 (see Refs. [51,77,82] for compari-
son of σ with other methods). This finding suggests that in
the pyrochlore Heisenberg antiferromagnet quantum fluctua-
tions get amplified with increasing loop order. In Fig. 5(d),
we show the evolution of σ with � (effective temperature)
[47] and find that it remarkably obeys (to a good accuracy)
the same

√
� scaling at small � expected of a classical

model [72].

023185-9



DOMINIK KIESE et al. PHYSICAL REVIEW RESEARCH 4, 023185 (2022)

FIG. 5. Analysis of pinch points in the momentum-resolved susceptibility profile of the nearest-neighbor Heisenberg antiferromagnet on
the pyrochlore lattice at � = 0.05|J|. (a) Susceptibility in the [hhl] plane for � = 4. (b) Cut through momentum space along the [hh4π ]
direction as indicated by the dashed horizontal line in (a). (c) Cut through momentum space along the [00l] direction as indicated by the solid
vertical line in (a) with the respective full width at half maximum σ . The latter increases upon the inclusion of higher loops, in contrast to the
classical result, where one expects that the peaks become singular. (d) Flow of σ for different loop orders. The inset shows σ (for � = 4) at
small values of �/|J|, which to good accuracy obeys a

√
� behavior, a result hitherto expected only for the classical model [72]. However, for

large cutoffs σ rather scales linear in �.

The variation of the intensity along a horizontal cut through
the pinch point [dashed horizontal line in Fig. 5(a)] is shown in
Fig. 5(b). It is interesting to note that the maxima of the static
susceptibility in the [hhl] plane is not located at the pinch
points [(0, 0,±4π )] but rather in the two symmetrical lobes
of the bowties in agreement with Ref. [73]. This should be
compared with the findings from a recent finite-temperature
matrix product state study [78,82] on clusters up to 128 sites
(with fully periodic boundary conditions) which located the
maxima of the equal-time structure factor S(q) at the pinch
points. Given the fact that all but two of the cluster geome-
tries considered in this paper do not preserve the full cubic
pyrochlore symmetry, it is difficult to reliably establish the
behavior of S(q) in the thermodynamic limit. A rotation-
invariant Green’s function method (RGM) [77] (computing
S(q)) and bold-diagrammatic Monte Carlo simulations (com-
puting static susceptibility) [75] find the intensity distribution
to be essentially constant across the length of the bowtie.
This variance in the findings between the three methods calls
for further investigations since these different patterns of in-
tensity distributions likely correspond to different quantum
spin liquid mean-field ansätze [83]. Hence, for an accurate
identification of the nature of the quantum spin liquid ground
state [83,87,88] of the S = 1/2 Heisenberg antiferromagnet
on the pyrochlore lattice, which still remains at large, it will

be important to unambiguously resolve the behavior of S(q)
and the static susceptibility in the thermodynamic limit from
other numerical approaches.

From a purely methodological perspective, we have
demonstrated that loop convergence toward a symmetric
ground state for the pyrochlore antiferromagnet can be ob-
tained even at small values of the cutoff (percent level relative
to the bare coupling) and already with a modest number of
loops (� ≈ 4). We would also like to mention that our ml-
FRG framework and its implementation have the versatility
to probe for different symmetry-breaking patterns by intro-
ducing a bias in the initialization of the two-particle vertex
functions, and studying the evolution of the corresponding
response functions under RG flow. In particular, it would be
important to investigate the loop converge toward the different
patterns of symmetry breaking recently studied at the � = 1
level in Ref. [80]. Such a ml-FRG analysis, which we defer
to a future work, could possibly inform whether the inversion
symmetry alone is broken or in combination with C3 as these
two gave similar responses at � = 1 level.

B. J1 − J3 Heisenberg model on the cubic lattice

We now turn our attention to a similar Heisenberg-
type Hamiltonian, but for a lattice geometry devoid of any
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FIG. 6. Results for the S = 1/2 nearest-neighbor Heisenberg antiferromagnet on the simple cubic lattice. (a) Susceptibility flows at the
dominant momentum k = (π, π, π ). With increasing loop order, the � = 1 divergence is rounded off to a gentle shoulder in the � > 1
flows. However, beyond �/|J| ≈ 0.85 (marked by the vertical turquoise line in the inset, where the deviation between the � = 5 and � = 6
flows exceeds 5% ), the multiloop flows cannot be properly converged, indicating a breakdown of ml-FRG and therefore a phase transition.
(b) Normalized real-space correlations in the z = 0 plane for a L = 4 patch of the full lattice obtained from � = 1 calculations right before the
divergence. Here, purple (yellow) dots denote positive (negative) values of χi0 j where the reference site i0 is marked by a grey circle. (c) Same
as (b) but for � = 6 at the point where loop convergence breaks down.

geometric frustration—the simple cubic lattice, which we,
however, augment by a third-nearest-neighbor interaction J3.
This model system exhibits a magnetically ordered ground
state for all couplings, with a transition from staggered Neél
to collinear magnetic order for ferromagnetic J3 < −0.3 J1.
Indeed, quantum Monte Carlo simulations [47,60] have con-
firmed that the model orders at relatively large temperatures
Tc/|J| ∼ 1, a result which could already be reproduced by
previous one-loop pf-FRG calculations [47]. For J3 < 0, how-
ever, exchange frustration sets in and QMC approaches are
not applicable due to the negative sign problem, though the
classical ground states (at T = 0) are nondegenerate and the
magnetic order simply changes from staggered to collinear at
J3/J1 = −0.25. Here, we probe the effect of quantum fluctu-
ations on the phase transition in the frustrated regime.

To start our analysis, we consider the limit J3 = 0 and study
the impact of higher loops on the formation of magnetic order
for the cubic antiferromagnet [see Fig. 6(a)]. On the one-loop
level, the susceptibility flow diverges at �c/|J| ≈ 0.86, where
the real-space correlations are in line with an antiferromag-
netic ground state [Fig. 6(b)], consistent with Refs. [47,60].
When higher loop orders are included, the one-loop diver-
gence is diminished and only a soft shoulder appears in the
� > 1 flows, though in close vicinity to the former. In addition,
we were not able to properly converge the multiloop flows
beyond �c/|J| ≈ 0.85 [see the inset in Fig. 6(a)] with the er-
rors produced by our Runge-Kutta method growing relatively
large such that the step size of the ODE solver was drastically
reduced.

Considering the rapid convergence at higher loops for the
pyrochlore model even at an order of magnitude smaller
values of the cutoff, we can exclude that the nonsystematic
behavior we observe beyond �/|J| ≈ 0.85 in the present case
is due to the numerical stability of our implementation. From
this, and our analytical argument in Sec. II C, we therefore
conclude that once magnetic order sets in, loop convergence
apparently gets spoiled due to large couplings in the magnetic
(dph) channel, causing the 1/S (1/N) expansion presented
by multiloop pf-FRG to break down at this point. In other
words, a pf-FRG flow which lacks a bosonic field to describe
order parameter fluctuations [67] seems insufficient to pro-
vide a solution to the PA in the symmetry-broken regime.

Conversely, the correlations computed for �c/|J| � 0.85,
where our flows still converged sufficiently well, support the
formation of antiferromagnetic order [Fig. 6(c)] though their
range and amplitude are reduced with respect to the � = 1
result [compare Figs. 6(b) and 6(c)].

For finite J3, we found the behavior between one and
higher loops to qualitatively agree with our findings for the
nearest-neighbor antiferromagnet. Using the absence of loop
convergence as an indicator for breakdown of the ml flow, we
coarsely scanned the phase diagram of the J1 − J3 model in
the frustrated (J3 < 0) and nonfrustrated (J3 > 0) parameter
regime (see Fig. 7), determining the critical scales �c where
the flow cannot be faithfully continued for � = 1 and � > 1.
We find that both at the one and higher loop levels, �c is

FIG. 7. Phase diagram for the J1 − J3 model on the simple cu-
bic lattice. The pf-FRG data is obtained from one and higher loop
calculations with at most � = 6. Antiferromagnetic third-nearest-
neighbor couplings J3 > 0 stabilize Neél order with wave vector k =
(π, π, π ). Ferromagnetic J3 < 0 introduces exchange frustration,
leading to a suppression of the breakdown scale �c for intermediate
values −0.4 < J3/J1 < 0.0. At J3/J1 = −0.3 (vertical black line),
the magnetic order changes, promoting the momentum k = (π, π, 0)
instead. Insets show the static susceptibilities (for � = 6) in the
two phases, plotted in the first Brillouin zone for kz = π . Though
�c slightly deviates between one and higher loops, the results are
qualitatively consistent.
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FIG. 8. Phase diagram of the J1 − J2 fcc model at T = 0. Clas-
sically, one finds three phases with energetically favorable momenta
located at the X , W , and L high-symmetry points of the first Brillouin
zone. These magnetic states are separated by two points, at J2/J1 =
0.0 and J2/J1 = 0.5, where sub-extensively degenerate ground-state
manifolds (lines and surfaces) appear. In the quantum model, we find
an extended regime (J2/J1 ≈ 0.0 − 0.65) without a breakdown of the
(ml-) FRG flows, marking a possible realm to realize quantum spin
liquid behavior. Increasing the loop order leads to a small decrease
in the extent of the paramagnetic regime with respect to the lower
bound, which is shifted from J2/J1 ≈ −0.1 for � = 1 to J2/J1 ≈ 0.0
for � > 1. Black markers indicate the couplings for which we display
the results more explicitly in Fig. 9.

suppressed close to the phase transition from (π, π, π ) to
(π, π, 0) magnetic order at J3/J1 = −0.3. The value of the
breakdown scale is similar between � = 1 and � > 1, with
the higher loop result being slightly smaller in most cases.
Given that the classical phase boundary at J3/J1 = −0.25 lies
in close vicinity to our FRG result, we conclude, that quantum
fluctuations, which were boosted for the strongly frustrated
pyrochlore model, have only little influence on the ground
state of the mildly frustrated model at hand.

C. Heisenberg model on the fcc lattice

The fcc crystal structure serves as another classic textbook
example of a three-dimensional Bravais lattice which is not
bipartite, thereby frustrating the two-sublattice Néel order.
A measure of the degree of frustration is provided for by
the dimensionality of the GSM, i.e., the set of wave vectors
{Q} where J (q) takes on its minimal value. At T = 0, the
corresponding classical (S → ∞) version of Eq. (29) with
J2 = 0 features a one-dimensional degenerate GSM [62,63]
(see left plot in Fig. 8), while at J2 = 0.5, the GSM takes the
form of a two-dimensional spin spiral surface [61],

cos
Qxa

2
+ cos

Qya

2
+ cos

Qza

2
= 0, (30)

(see right plot in Fig. 8) reflective of an increased frustration.
This two-dimensional manifold can be topologically charac-
terized as a triply periodic Schwarz-P surface with an Euler
characteristic χ = −4 [98], rationalized by an affine lattice
construction [99], and can be associated with an electronic
Fermi surface via a supersymmetry construction [100].

The origin of these degeneracies is manifest once the
Hamiltonian is recast as a sum of complete squares of spins
over edge-sharing tetrahedra (for J2 = 0) and edge sharing
octahedra (for J2 = 0.5) which tessellate the fcc lattice [64],

H = J1

4

∑
tetra

(S1 + S2 + S3 + S4)2 − 2J1N, (31)

H = J1

4

∑
octa

(S1 + S2 + S3 + S4 + S5 + S6)2 − 3

2
J1N, (32)

where S1, . . . , S4 [Eq. (31)] and S1, . . . , S6 [Eq. (32)]
refer to the four and six spins on the sites of a tetrahedron
and octahedron, respectively. Since J1 > 0, the Hamiltonian
is minimized if and only if the spins sum up to zero on every
tetrahedron (for J2/J1 = 0) and octahedron (for J2/J1 = 0.5),
with the additional constants giving the ground-state energy.
Every spin configuration satisfying this zero magnetization
constraint is a valid classical ground state at T = 0. When
the temperature T �= 0 or/and the reciprocal spin 1/S �= 0,
thermal and quantum fluctuations could potentially lift this de-
generacy via the entropic order-by-disorder mechanism [101]
and stabilize long-range magnetic order. However, if they fail
to do so, one realizes a quantum paramagnet which could pos-
sibly be a quantum spin liquid. Thus, the J1–J2 fcc Heisenberg
antiferromagnet serves as an ideal test bed to study the role of
diagrammatic contributions at higher loop orders in distilling
the nontrivial and subtle interplay of quantum and thermal
selection effects for S = 1/2.

For the nearest-neighbor S = 1/2 Heisenberg antiferro-
magnet [see Fig. 9(a)], we find that the RG flows of the
susceptibility at loop orders � � 5 do not display a diver-
gence at finite �/|J| for the wave vectors of either of the
two classically degenerate orders present for J2 = 0, namely,
the X (1, 0, 0) (type 1) or W (1, 1/2, 0) (type III) orders (we
henceforth adopt the notation where the points in the Brillouin
zone are referred to by their names and coordinates in units of
2π , e.g., QW = (2π, π, 0) = W (1, 1/2, 0), where the lattice
constant a = 1). Furthermore, one observes that the suscepti-
bility displays strongly broadened maxima at the W (1, 1/2, 0)
points [see � = 5 in Fig. 9(a)], consistent with earlier pf-FRG
calculations [53], resembling the classical lines of degeneracy.
Although loop convergence is excellent up to � = 4, small
deviations become visible for � = 5 at the smallest cutoffs.
We attribute the latter to numerical interpolation errors which
become stronger the higher the loop order and the lower �,
rather than a breakdown of the flow (as, e.g., in the cubic
antiferromagnet), since lower loop orders were shown to be
converged already. Further simulations with even higher fre-
quency resolution will presumably remedy these artifacts and
allow flows with large � toward and beyond the minimum cut-
off value of �/|J| = 0.05 chosen here. This is likely to shed
light toward addressing a long-standing problem of whether
the ground state of the S = 1/2 fcc Heisenberg antiferromag-
net develops long-range magnetic order or is nonmagnetic in
nature. The latter scenario (for which we see some signa-
tures) provides a rare example of a frustrated model with a
codimension-2 manifold where the combined effect of quan-
tum and thermal fluctuations fails to lift the degeneracy thus
realizing a paramagnetic ground state.
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FIG. 9. Multiloop results for the J1 − J2 Heisenberg model on the fcc lattice. (a) Susceptibility flows for the fcc antiferromagnet, showing
smooth and converging (for � � 4) flows down to the numerical lower bound set for �. Insets show the momentum-resolved susceptibilities
in the first Brillouin zone, extracted at the lowest possible cutoff. (b) Same as (a) but for J2/J1 = 0.5. (c), (d) Results for J2/J1 = −0.5 and
J2/J1 = 1.0 deep in the ordered phases (see Fig. 8). In contrast to the one-loop flow, which diverges at a finite �c, the multiloop results remain
regular, though they could not be converged far below the characteristic scale of the one-loop result, as indicated by a thick turquoise line. The
susceptibilities plotted in the inset are computed from the results right before the divergence for � = 1 and before loop convergence breaks
down for � = 6.

The classically degenerate point J2/J1 = 0.5 is a triple
point of the W (1, 1/2, 0) (type III), L(1/2, 1/2, 1/2) (type II),
and incommensurate spiral (q, q, 0) orders [102], and the RG
flows for the susceptibility tracked at the corresponding wave
vectors display a smooth and monotonically increasing be-
havior down to the lowest simulated cutoff at all loop orders,
with well-converged results to � = 5 [see Fig. 9(b)], similar
to the nonmagnetic ground state probed for the pyrochlore
antiferromagnet. The absence of a divergence at finite � (and
the rapid convergence for � > 1) provides strong evidence in
favor of a quantum paramagnetic ground state [103,104]. With
increasing loop order, one observes a progressive smearing
and softening of the spectral weight [compare � = 1 and
� = 5 in Fig. 9(b)], and at � = 5 order we have a broadly
homogeneous distribution of intensity over the surface of the
Brillouin zone with soft maxima at the W (1, 1/2, 0) points.
A recent work [105] has identified two symmetric Z2 quan-
tum spin liquids which could potentially serve as candidate
ground states: (i) a gapped Z2 state and (ii) a Z2 spin liq-
uid featuring a network of symmetry-protected linelike zero
modes in reciprocal space. Within a self-consistent mean-field
treatment, state (ii) was found to have a lower energy with
the corresponding dynamical spin structure factor exhibiting
enhanced intensity at the L(1/2, 1/2, 1/2) point. This find-
ing lends support to a scenario whereby a redistribution of

spectral weight from the W (1, 1/2, 0) to the L(1/2, 1/2, 1/2)
is likely to occur at a relatively lower energy scale. In contrast
to S = 1/2, in the semiclassical limit (1/S � 1), quantum
fluctuations (treated within the harmonic approximation) have
been shown to select the L(1/2, 1/2, 1/2) (type II) long-range
magnetically ordered state [99].

For J2/J1 = −0.5 (J2/J1 = 1.0), i.e., deep in the mag-
netically ordered phases of the classical model, our results
display the same behavior that we observed for the symmetry-
broken ground state of the cubic lattice antiferromagnet [see
Figs. 9(c) and 9(d)]. At the one-loop level, the susceptibil-
ity flows at the X (1, 0, 0) [or L(1/2, 1/2, 1/2), respectively]
points diverge, with clearly resolved incipient Bragg peaks
in the corresponding momentum-resolved susceptibilities.
While the structure factors do not change qualitatively at
higher loops, the divergence vanishes, though for cutoffs close
to the respective �c/|J| of the � = 1 flows, loop convergence
cannot be achieved up to � = 6.

Finally, we performed a rough scan of the full phase dia-
gram of the antiferromagnetic J1 − J2 fcc model. In between
the two degenerate points J2/J1 = 0.0 and J2/J1 = 0.5, we
found an extended regime of paramagnetic ground states (see
grey bar in Fig. 8), where one and higher loop results consis-
tently show no flow breakdown. Furthermore, at J2/J1 ≈ 0.65,
both calculations with � = 1 and � > 1 predict a transition

023185-13



DOMINIK KIESE et al. PHYSICAL REVIEW RESEARCH 4, 023185 (2022)

into the L(1/2, 1/2, 1/2) ordered state. For J2/J1 � −0.1 on
the other hand, one-loop calculations predict type-I magnetic
order, whereas higher loop calculations show no loop conver-
gence down to the lowest cutoffs for J2/J1 � 0.0. The extent
of the putative spin-liquid regime is therefore slightly reduced
between � = 1 and � > 1.

V. CONCLUSIONS AND OUTLOOK

In this paper, we set out to add several methodological
refinements to the pf-FRG approach for quantum spin mod-
els. Our primary goal was the employment of the multiloop
truncation scheme [17,18] in pf-FRG, whose numerical im-
plementation the manuscript at hand describes in meticulous
detail. On a technical level, we found that the implementa-
tion of the multiloop pf-FRG approach necessitates a critical
reevaluation of the (adaptive) integration schemes employed
in solving the coupled integrodifferential equations, particu-
larly with regard to the underlying frequency discretization.
These methodological advancements we make accessible via
the open-source package PFFRGSOLVER.JL written in the Ju-
lia programming language [106].

As a benchmark, we have employed this multiloop pf-
FRG approach to a family of Heisenberg antiferromagnets,
subject to varying levels of geometric frustration. For the
model with the highest degree of frustration, i.e., the py-
rochlore antiferromagnet (the GS is extensively degenerate
in the classical limit), we find that the multiloop corrections
strengthen quantum fluctuations, which we decipher via a
careful analysis of the width of the pinch points characterizing
the low-temperature quantum spin liquid phase. In addition,
we found excellent convergence of χ� already for � = 4
even at the smallest cutoff �/|J| = 0.05. These results are to
be contrasted with the data obtained for the cubic antiferro-
magnet, which, due to the bipartite nature of the underlying
lattice, is free from geometric frustration. Though we have
shown that resolving a divergence of χ�(k) for � > 1 is
rather challenging due to long computation times and large
errors of the ODE solver, we could demonstrate that con-
verging the multiloop flows was not possible far beyond the
characteristic scale of the one-loop result, indicating a break-
down of ml-FRG in this regime. Furthermore, the real space
correlations, momentum-resolved susceptibilities, and phase
boundary, when a finite third-nearest-neighbor coupling J3 is
included, are qualitatively consistent between � = 1 and � >

1. These two different scenarios, loop convergence at small
cutoffs for putative spin liquids and the absence thereof when
SU(2) symmetry is spontaneously broken, were shown to be
consistent with our findings for the J1 − J2 Heisenberg model
on the fcc lattice, settled between the cubic and pyrochlore
antiferromagnets frustrationwise. Enclosed between the two
degenerate points J2/J1 = 0.0 and J2/J1 = 0.5, we found an
extended regime of paramagnetic states, whose full extent is,
however, slightly reduced when higher loop calculations are
employed.

Even though the inclusion of higher loop orders for FRG
calculations on itinerant fermion systems has demonstrated
that, already with a few iterations, convergence in several
susceptibilities can be reached [21,59], for spin systems as
considered here one could not anticipate that the RG flow

is similarly well behaved. Formally, since the spinons do
not carry kinetic energy, our parton decomposed Hamiltonian
resembles the U → ∞ limit of the Hubbard model and con-
sequently there is no small parameter that one can build a
perturbative argument on. Remarkably, our work shows that
convergence in loop order can also be achieved for an FRG
treatment of strongly coupled pseudofermions, complement-
ing the initial development of multiloop FRG in the weakly
coupled regime [17,18].

Employing the multiloop pf-FRG may pave an avenue
for further systematic improvements. Besides the demon-
stration of loop convergence on the level of postprocessed
susceptibilities, no difference between the latter and suscep-
tibilities computed from response functions should remain at
higher loops [22]. Similarly, self-energies and two-particle
vertices should converge to solutions of the regularized PA at
all cutoffs where the symmetries of the microscopic model
are preserved. Note that, for moderate cutoffs, this has
been shown in Ref. [68]. Although the PA provides a self-
consistent many-body framework to derive flow equations for
the self-energy and two-particle vertex, one could increase the
diagrammatic complexity of the FRG equations even further
by employing higher order approximations for the fully two-
particle irreducible vertex to generate a more sophisticated
starting point for strong-coupling FRG approaches. These
methodological refinements are, however, beyond the scope
of this paper. Furthermore, we want to emphasize that the
generalization of our formulation to Hamiltonians with re-
duced spin symmetries [65,107,108] or additional degrees of
freedom [43] is in principle straightforward, as it does not alter
the principal structure of the multiloop equations.

Finally, a long-term objective of the further development
of the pseudofermion FRG is to gain access not just to static
correlators but also to dynamic correlations of frustrated quan-
tum spin systems to facilitate an in-depth comparison between
microscopic theoretical modeling and experimental evidence
from, e.g., neutron scattering. It is likely that for all such
enterprises, the refinements of pf-FRG reported in this paper
are vital to achieve sufficient numerical performance.
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APPENDIX A: HALF-FILLING CONSTRAINT

The decomposition of the spin operators Si into auxiliary
fermionic partons introduces an artificial enlargement of the
Hilbert space, which needs to be handled by a constraint
on the occupation number on each lattice site i. However,
enforcing the constraint exactly, in our case

∑
α f †

iα fiα = 1

with α ∈ {↑,↓}, is technically difficult, since it would re-
quire the inclusion of an additional flowing gauge field in
our FRG approach [67]. Therefore, we enforce the constraint
only on average 〈∑α f †

iα fiα〉 = 1, by imposing particle-hole
symmetry on the level of vertices. The successful (numerical)
implementation can be checked by computing the product
Giα (τ )Giα (−τ ) for the single-particle Green’s function

Giα (τ ) = −〈T̂τ fiα (τ ) f †
iα (0)〉 (A1)

in imaginary time, which, written as the convolution of its
Fourier transform Giα (w), is given by

Giα (τ )Giα (−τ ) = 1

(2π )2

∫ ∞

−∞
dw

∫ ∞

−∞
dv Giα (w)

× Giα (w − v)eivτ . (A2)

If the constraint is fulfilled, on average, one should then have

lim
τ→0+

Giα (τ )Giα (−τ ) = Giα (0+)Giα (0−) = − 1
4 . (A3)

For the T = 0 implementation of pf-FRG, one cannot directly
compute Giα (0±), since the propagator is an odd function in
frequency space, such that an integral over the full frequency
domain vanishes. Note that Eq. (A3) should generally hold
for any particle-hole symmetric self-energy, especially the one
obtained in our FRG flow. Therefore, we have computed the
double integral Eq. (A2) with our numerical ��(w) as input
to check the consistency of our implementation. We find that,
independent of the scale �, the coupling, the system size, and
the loop order, the half-filling constraint is indeed fulfilled on
average.

APPENDIX B: DEFINITION OF TWO-PARTICLE
REDUCIBLE CHANNELS

In Eq. (10), we introduced the decomposition of the two-
particle vertex flow in three two-particle reducible channels
ġ�

c with c ∈ {pp, dph, cph}, which were symbolically defined
as

ġ�
c = [	� ◦ ∂�(G� × G�) ◦ 	�]c. (B1)

Starting from Eq. (6), the concrete expressions read

ġ�
pp(1′, 2′; 1, 2) = − 1

4π

∑
3,4

	�(3, 4; 1, 2) ∂�(G�(3)G�(4)) 	�(1′, 2′; 3, 4), (B2)

ġ�
dph(1′, 2′; 1, 2) = 1

2π

∑
3,4

	�(1′, 4; 1, 3) ∂�(G�(3)G�(4)) 	�(3, 2′; 4, 2), (B3)

ġ�
cph(1′, 2′; 1, 2) = − 1

2π

∑
3,4

	�(2′, 4; 1, 3) ∂�(G�(3)G�(4)) 	�(3, 1′; 4, 2), (B4)

where the pp channel needs to be defined with an additional prefactor 1
2 . Note that the crossing symmetry of the two-particle

vertex 	�(1′, 2′; 1, 2) = −	�(2′, 1′; 1, 2) holds similarly for the pp channel, while the dph and cph channel are exchanged, that
is,

ġ�
pp(1′, 2′; 1, 2) = −ġ�

pp(2′, 1′; 1, 2),

ġ�
dph(1′, 2′; 1, 2) = −ġ�

cph(2′, 1′; 1, 2),

ġ�
cph(1′, 2′; 1, 2) = −ġ�

dph(2′, 1′; 1, 2). (B5)
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APPENDIX C: TWO-PARTICLE REDUCIBLE CHANNELS IN BILOCAL PARAMETRIZATION

In Eq. (26), we introduced a bilocal parametrization for the real-space dependence of the two-particle vertex. This represen-
tation can be carried over to the two-particle reducible channels from Appendix B by plugging in the bilocal form and collecting
terms with the same spatial structure. This procedure yields

ġ�
pp i1i2 (1′, 2′; 1, 2) = − 1

2π

∑
3,4

	�
i1i2 (3, 4; 1, 2) ∂�(G�(3)G�(4)) 	�

i1i2 (1′, 2′; 3, 4),

ġ�
dph i1i2 (1′, 2′; 1, 2) = 1

2π

∑
j,3,4

	�
i1 j (1

′, 4; 1, 3) ∂�(G�(3)G�(4)) 	�
ji2 (3, 2′; 4, 2)

− 1

2π

∑
3,4

	�
i1i2 (1′, 4; 1, 3) ∂�(G�(3)G�(4)) 	�

i2i2 (3, 2′; 2, 4)

− 1

2π

∑
3,4

	�
i1i1 (1′, 4; 3, 1) ∂�(G�(3)G�(4)) 	�

i1i2 (3, 2′; 4, 2),

ġ�
cph i1i2 (1′, 2′; 1, 2) = − 1

2π

∑
3,4

	�
i1i2 (3, 2′; 1, 4) ∂�(G�(3)G�(4)) 	�

i1i2 (1′, 4; 3, 2). (C1)

Here, the multi-indices on the right-hand side only contain
a spin and frequency index, with spatial indices written out
explicitly. Vertices 	� are to be understood as a shorthand
notation for the bilocal vertex component with parallel legs,
i.e., 	�=. For the local vertices 	�

i1i1 and 	�
i2i2 in the second

and third terms of the dph channel, crossing symmetry was
applied to map 	�× to 	�=. This is irrelevant as long as
full vertices 	� are used in this expression. For the ml-FRG
flow Eqs. (16)–(21), however, one also needs to insert only
partial contributions to the full vertex. In this case, the channel
mapping Eqs. (B5) needs to be accounted for explicitly.

APPENDIX D: SYMMETRIES OF TWO-PARTICLE
REDUCIBLE CHANNELS

In previous work [65], a full symmetry analysis for the two-
particle vertex in the presence of nondiagonal spin interactions
has been performed. Although we focus our effort on Heisen-
berg spin systems here, we may nevertheless use the derived
symmetries in the special case of diagonal interactions. To
this end, we use the SU(2) symmetric parametrization of the
bilocal vertex into a spin (s) and density (d) component,

	�
i1i2 (1′, 2′; 1, 2) =

[
	�s

i1i2 (s, t, u)
∑

μ

σμ
α1′α1

σμ
α2′α2

+ 	�d
i1i2 (s, t, u)δα1′ α1δα2′α2

]

× δ(w1′ + w2′ − w1 − w2), (D1)

for which the symmetries read

	
�s/d
i1i2

(s, t, u) = 	
�s/d
i2i1

(−s, t, u), (D2)

	
�s/d
i1i2

(s, t, u) = 	
�s/d
i1i2

(s,−t, u), (D3)

	
�s/d
i1i2

(s, t, u) = 	
�s/d
i2i1

(s, t,−u), (D4)

	
�s/d
i1i2

(s, t, u) = ζ	
�s/d
i1i2

(u, t, s), (D5)

where ζ = +1 for the spin part and ζ = −1 for the density
part. Combinations of one or more symmetries can directly
be related to symmetries of the channels by recalling that the
fermionic frequencies of each channel are directly related to
linear combinations of the three bosonic transfer frequencies.
This yields

g�s/d
pp i1i2

(s, vs, v
′
s) = g�s/d

pp i2i1
(−s, vs, v

′
s), (D6)

g�s/d
pp i1i2

(s, vs, v
′
s) = ζg�s/d

cph i2i1
(s,−vs, v

′
s), (D7)

g�s/d
pp i1i2

(s, vs, v
′
s) = ζg�s/d

cph i1i2
(s, vs,−v′

s), (D8)

g�s/d
pp i1i2

(s, vs, v
′
s) = g�s/d

pp i2i1
(s, v′

s, vs) (D9)

for the pp channel;

g�s/d
dph i1i2

(t, vt , v
′
t ) = g�s/d

dph i1i2
(−t, vt , v

′
t ), (D10)

g�s/d
dph i1i2

(t, vt , v
′
t ) = ζg�s/d

dph i1i2
(t,−vt , v

′
t ), (D11)

g�s/d
dph i1i2

(t, vt , v
′
t ) = ζg�s/d

dph i1i2
(t, vt ,−v′

t ), (D12)

g�s/d
dph i1i2

(t, vt , v
′
t ) = g�s/d

dph i2i1
(t, v′

t , vt ) (D13)

for the d ph channel, and, finally,

g�s/d
cph i1i2

(u, vu, v
′
u) = g�s/d

cph i2i1
(−u, vu, v

′
u), (D14)

g�s/d
cph i1i2

(u, vu, v
′
u) = ζg�s/d

pp i2i1
(u,−vu, v

′
u), (D15)

g�s/d
cph i1i2

(u, vu, v
′
u) = ζg�s/d

pp i1i2
(u, vu,−v′

u), (D16)

g�s/d
cph i1i2

(u, vu, v
′
u) = g�s/d

cph i1i2
(u, v′

u, vu) (D17)

for the cph channel. Given these symmetries, one can fur-
ther conclude how they affect the respective kernel functions
by successively eliminating certain kernels considering their
asymptotic limit. Performing the full symmetry analysis, we
were able to drastically reduce the numerical effort in comput-
ing the two-particle vertex flow. Most notably, all kernels need
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to be saved only for positive Matsubara frequencies. Finally,
the v ↔ v′ symmetry allows us to restrict Qs/d

3 c to a mesh with
v � v′.

APPENDIX E: NUMERICAL IMPLEMENTATION DETAILS

To clarify the implementation details of the code used for
the numerical pf-FRG computations, we further elaborate on
the general concepts outlined previously in Sec. III.

1. Finite lattice graphs

The finite lattice graphs are implemented by first enu-
merating all points within a bond distance L. Subsequently,
using a small test lattice of two unit cells in all directions,
the code determines the point group symmetry transforma-
tions with respect to a test site i0 by trying to rotate pairs
of connections onto other pairs of bonds. Afterward, the full
lattice is checked for symmetry equivalent points and the set
of symmetry-inequivalent points together with their respective
multiplicity is determined. As a next step, a mapping table
of any connection from point i1 to i2 in the full lattice to a
symmetry equivalent connection i0 to i∗1 within the reduced
lattice is generated. This can then be used to construct the full
overlap between two sites in the reduced lattice, i.e., a map-
ping table of pairs of connections i0 to i1 with an intermediate
point i2 located within the full lattice, as is needed for the site
summation in the dph channel.

2. Discrete frequency meshes and interpolation

For a numerical treatment, we have to discretize the con-
tinuous, positive Matsubara frequency axis. We do this by
constructing a mesh consisting of 0.4Ntot linearly spaced fre-
quencies, amended by 0.6Ntot logarithmically spaced ones,
where Ntot is the total number of nonzero frequencies. Ad-
ditionally, ω = 0 is always part of the mesh. This means the
frequencies can be obtained as

ωi = i · ωlin

0.4Ntot
for i = 0, 1, . . . , 0.4Ntot, (E1)

ωi = ωlin ·
(ωmax

ωlin

) i
0.6Ntot for i = 0.4Ntot + 1, . . . , Ntot,

(E2)

assuming that 0.4Ntot corresponds to an integer value (other-
wise a ceil / floor operation has to be performed). The
parameters ωlin and ωmax are the extent of the linear part and
full mesh, respectively, and are determined by the scanning
routine outlined in Appendix E 3.

In the evaluation of the flow equations, values of the ver-
tices are needed, which do not necessarily correspond to one
of these discrete frequencies and, as such, we have to use a
multilinear interpolation scheme to obtain them. In practice,
this means that the value of a two-particle reducible channel
at an arbitrary frequency combination (ω, ν, ν ′) is given by

g(ω, ν, ν ′) = [g(ωi<, νi<, ν ′
i< )(ωi> − ω)(νi> − ν)(ν ′

i> − ν ′)

+ g(ωi>, νi<, ν ′
i< )(ω − ωi< )(νi> − ν)(ν ′

i> − ν ′)

+ g(ωi<, νi>, ν ′
i< )(ωi> − ω)(ν − νi< )(ν ′

i> − ν ′)

+ g(ωi<, νi<, ν ′
i> )(ωi> − ω)(νi> − ν)(ν ′ − ν ′

i< )

+ g(ωi>, νi>, ν ′
i< )(ω − ωi< )(ν − νi< )(ν ′

i> − ν ′)

+ g(ωi>, νi<, ν ′
i> )(ω − ωi< )(νi> − ν)(ν ′ − ν ′

i< )

+ g(ωi<, νi>, ν ′
i> )(ωi> − ω)(ν − νi< )(ν ′ − ν ′

i< )

+ g(ωi>, νi>, ν ′
i> )(ω − ωi< )(ν − νi< )(ν ′ − ν ′

i< )]

× 1

(ωi> − ωi< )(νi> − νi< )(ν ′
i>

− ν ′
i<

)
, (E3)

using subscripts i<(i>) to indicate that the nearest smaller
(larger) discrete frequency should be used. If one or both
of the fermionic frequency arguments are larger than the
respective maximum frequency of the mesh, the correspond-
ing asymptotic kernels as defined in Eqs. (12) are used for
the analogous interpolation in two or one dimensions. If the
bosonic frequency exceeds the mesh boundary, the vertex is
taken to be zero.

3. Scanning routine for frequency mesh adaptation

Continuing the ml-FRG flow to small values of the flow
parameter requires that all relevant features of the vertices
are well resolved in intermediate stages of the flow. Care-
fully analyzing the vertices, we found that most structures
are usually located around the zero-frequency regime, where
sharp peaks right at or close to (wc, vc, v

′
c) = (0, 0, 0) appear,

and for lattice sites close to the reference site i0. Our routine
to scan the vertices after each step of the ODE solver and
to determine from that a suitable linear spacing h for the
frequency meshes uses the relative deviation � = |g2−g1|

max(|g2|,|g1|)
as a control parameter. Here {gi} are the respective vertex
values along a given frequency axis {wi} with w1 = 0. More
precisely, the mesh spacing h is increased or decreased such
that p1 � � � p2, where p1 and p2 are external parameters.
We choose p1 = 0.05 and p2 = 0.1. As an additional sanity
check, the spacing h must fulfill p3� � h � p4� to avoid
overambitious shrinking or expanding of the linear part of
the mesh. We choose p3 = 0.05 and p4 = 2.0. The scanning
is carried out for the bosonic and fermionic axis right at the
reference site i0 for all channels and with the respective other
frequency arguments set to zero. Note that this scanning is
only carried out when max({|gi|}) > 10−3 to prevent adapting
the meshes according to noisy (i.e., not well captured with
respect to the chosen error tolerances) data.

4. Frequency integration

For the quadrature of the frequency integrals on the right-
hand side of the flow equations, we use an adaptive routine
tailored to the structure of the propagator bubbles as outlined
in Sec. III B. We first divide the integration into four in-
tervals: [−100 × (� + ω/2),−2 × (� + ω/2)], [−2 × (� +
ω/2), 0], [0, 2 × (� + ω/2)], and [2 × (� + ω/2), 100 ×
(� + ω/2)], where ω is the external bosonic frequency for the
integration at hand. This is to accurately capture the features
around ±(� + ω/2) as well as the those at large frequencies.
We have found empirically that 100 × (� + ω/2) is a good
approximation for the infinite upper and lower boundaries in
the integration.
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The two outer intervals are then logarithmically [analogous
to Eq. (E2)], the inner two linearly [cf. Eq. (E1)] divided into
30 subintervals. In each of those, we use an adaptive trape-
zoidal rule, which subdivides the intervals even further until

an absolute error of less than 10−10 and a relative error of less
than 10−3 is reached. Errors are computed by the difference
between two subdivision steps. The final result is ameliorated
by a Richardson extrapolation.
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