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Introduction

This script has evolved from lectures in Advanced Quantum Mechanics at the University
of Cologne given in the first year of a master’s course in physics. It should replace neither
one of the excellent books in the field nor the visit of the lecture itself. I would strongly
recommend to read a book on advanced quantum mechanics (e.g., books from Sakurai,
Schwabl, or Messiah) parallel to this lecture. Scattering theory on the level needed for this
lecture is sometimes also covered in more elementary textbooks on quantum mechanics.
The script assumes that you are familiar with standard quantum mechanics as taught
worldwide in bachelor courses in physics. This includes topics like the foundations of
quantum mechanics, measurement principles, the Dirac notation (bra and ket), atomic
physics and perturbation theory.

I would like to thank Richard Altenkirch who typed in a first version of these notes based
on my blackboard presentation. The single most important source for the script is probably
the book and lecture notes of my colleague Alexander Altland which I used especially in
the chapter on second quantization. Thanks also for the input of many students in the

summer semester of 2020, which helped to eliminate at least some of the typos.

Note that this is a preliminary version of the script. There has been no

proof-reading and there will be many mistakes.



1 Second Quantization

In this chapter you will learn the language of second quantization. This is “the” language of
quantum field theory in which we can formulate and describe (almost) all know phenomena
in the world around us: the properties of matter, of light and of all known elementary
particles. An important exception is quantum gravity: it is presently not clear how the
ultimate quantum theory of, e.g., a black holes looks like. While in ordinary quantum
mechanics one considers the properties of just a few quantum particles, we will develop the
methods to describe many, sometimes an infinite number of particles. Most importantly,
we will also be able to formulate a theory of how particles are created and destroyed. This

will allow us to describe, e.g., how photons are created and absorbed.

1.1 Concepts of Quantum Mechanics

This section is a brief reminder on the basic structures underlying quantum mechanics. It
assumes that you have heard (and understood) all this before.

Probably the single most important concept of quantum mechanics (and quantum field
theory) is that the laws of nature are formulated in terms of probability amplitudes ¥
written as complex numbers. These are not directly observable but instead |¥|? gives the

probability.

U e, [¢*=rprobability

With this mathematical tool, one can describe the dual nature of quantum particles like the
electron: like waves electrons show interference but when measured they can be viewed as
a point-like particle. Superposition, i.e. the addition of probability amplitudes naturally

leads to interference.

| W1t 2= [+ (2] + 20 ][] - cos (g1 — p2)  with: ¢y = [ih] €
N——
linear theory
The natural mathematical structure describing probability amplitudes, their addition and
calculating the probabilities by taking the modulus square is the Hilbert space.! There-
fore we describe a quantum mechanical state by a vector in a Hilbert space.
state = vector in Hilbert-space, |¢) € H

Do you recall the definition of a Hilbert space and its scalar product? If not look it up!



Two simple examples are

i) QBit: [¢) = a|0) + B|1) = ( ; ) e

ii) wavefunction: ¢ : R3 — C,

scalar product: (¢| @) = /¢*(F) ®(7) d®r

After having decided how to describe states, the next step is to find out how properties of
a states are measured. For this we have to identify which mathematical structure describes
observables.

observable — linear, hermitian operators with A = (4*)T = Af

Some examples are

) § h_ 0 1 0 —1 1 0

1 =50, Oy = y Oy = y Oz =

2 10 Y 1 0 0 —1
for: H = C?

i) p=—ihV

But how can we obtain the result of a measurement? The answer is that in a (idealized)

measurement

In an idealized measurements the eigenvalues o, € R of the observ-
ables, A|Yyi) = oy [tni) @ =1,...,m can be measured. Thereby,

the eigenvalue o, is measured with the probability

Po= Y [@ul®)>  for (9] 9)) =1 (Pl ¢ny) = &

i=1,....m
By repeating these measurements one obtains the expectation value

(A) =" ompn = Y (W] Yni) (Wil Althna) (Wil ¥)
=) (] Vmg) (WGms| A ltbs) (il ¥) = (] AJoh)

For example, consider

g _ffo1 , S , rop: L 1
= — elgenvalue: — elgenvector: ——
T 2\1 0 & 2 & V2 \ +1

1 h 2
for o) = < 0 ) one measures — with probability ’% (1,-1) ((1))’ = 50%



Above, we have described a highly idealized quantum mechanical measurement. Here one
should emphasize that in practice most measurements done in experimental labs (e.g.,
measuring the resistance of a piece of metal) cannot be described in such terms. One can,
nevertheless, use the above described concepts as a starting point to develop a theory of
measurement. In many cases it turns out that macroscopic measurements can be described
by certain expectation values (more precisely by correlation functions). This is a topic
which is not captured in this lecture (in Cologne this topic is covered in the quantum field
theory course).

An interesting question is how the state of a system is described after an idealized quantum

measurement. Effectively, this can be described by the collapse of the wave function
after measurment of eigenvalue a,: ‘1[~J> = CZ [tni) (¥nil V),
i

c: normalisation

Note that the collapse of the wave function is a non-linear process, very different from all
other laws of quantum mechanics where all evolution is always linear. One can actually
avoid to use the collapse of the wave function when one is willing to include the observer
(i.e. the experimental apparatus) in the quantum mechanical description. This approach
is usually called “many-world interpretation” of quantum mechanics (a quite misleading
term).

Above, we have found out how states and measurements are described. The missing
element is the time-evolution of states which is governed by the

Schrodinger-equation: ihd; [¢(t)) = H [1(t))

H is the Hamiltonian which is hermitian, H = H'

A well known example is the single particle Hamiltonian

H= 2+ V()

1.2 Identical particles

Our next goal will be to develop the quantum mechanics of many particles starting from
the quantum mechanical description of a single particle. The key element of the follow-
ing discussion will be to think about a deep question: Can one in principle distinguish
one electron from another electron? And, if not, how is this reflected in their quantum
mechanical description?

We start with a single particle whose state are elements of the Hilbert space H;. For the

following, it will be useful to define a basis of H;. We therefore introduce
1-particle Hilbert-space H; with basis |a;) or ¢;(r)

An arbitrary wave function of the single particle is written a s a linear superposition of
basis vectors, |¥) =" ¢;|a;) or U(r) = cahi(r).



These concepts are easily generalized to n quantum particles if they are distinguishable
(e.g, one electron, one proton and one neutron). Then the wavefunction ¥ (rq,r2,...,r,)
describes the quantum mechanical amplitude that particle k is at position ;. Expressed

in terms of the one-particle eigenfunctions this can be written as

¢(r1, T2y evvy T‘n) = Z Cj17j2,~~-,jn\lljl (Tl)\I/jQ (T‘Q) PN ‘Ifjn (’I“n)
W> = Z Cj1,42, . dn ’Oéj1> ‘Oéj2> e ‘%n>

particle k in state‘ajk>

The Hilbert space H% of n distinguishable particles is therefore given by the product of n
one-particle Hilbert spaces H;
n-distinguishable particles: ]Hle _HioH ®... Hy

In recent years it has been more and more realized that thinking about quantum mechanics
and quantum field theory from the perspective of quantum information theory has proven
to be extremely useful. By asking, for example, the question what information can be
encoded in quantum states and how precisely a quantum state differs from a classical
state, one can learn a lot about quantum physics and about the question of how to solve
quantum mechanical problems. We will now encounter an early example of how useful this
type of approach is by considering the description of indistinguishable particles.

As one electrons - as a matter of principle - cannot be distinguished from another electron,
we have to include this property into our quantum mechanical description. Consider two
indistinguishable particles. For those we have to postulate that i (r,r2) and ¥ (rg, 1)
have to describe the same state. To formulate this property formally, we introduce the

permutation operator, F;; which exchanges particle ¢ and particle j.
PV (ry,...,riy..rj,...) =V (ry, .. rj, .1, ...)
For identical particles we postulate

Ppp =1 €%

not
observable

as multiplying a wave function by a global phase provides the same quantum state.

When we assume furthermore that P;;P;; =1 , we obtain

2. 2 o
Pip=¢"¢y —e¥==+1
=1

Nature has realized both of these option! One obtains



two types of particles:
“bosons” e¥ =1 = (ry,ra) = ¥(re,r1) symmetric

“fermions” e =—1= (ry,r2) = —1(r2,1) antisymmetric

For the descriptions of two bosons (fermions) only symmetric (antisymmetric) wave func-
tions are allowed. Electrons, protons, neutrons are all fermions, while photons, pions or
the newly discovered Higgs particle are bosons.

note:

- in 2-dim also e’? # =+1 is possible (so-called anyons) or more exotic representations

of permutation group

- causality & Lorentz invariance in 3-dimensions results in the spin-statistics theorem:
bosons have integer (0,1,2,...), fermions half integer spin (1/2,3/2,5/2,...). We will
not prove this statement. Note that it is not relevant for non-Lorentz-invariant

matter, e.g. excitations in a solid.

For a definition of the Hilbert space we consider Sy, the set of all permutations P of n

particles with:
—1 odd number of permutations

n"

P = ‘Dl'17j1Pi27j2 . "Pimvjm, and (_1>P = (_1)m =
1 even number

Starting from the Hilbert space ]Hﬁ of n distinguishable particles, we can introduce the
Hilbert space of n bosons or n fermions by allowing only the symmetric or antisymmetric

states.

symmetric n-particles Hilbert-space for n bosons:
Hy = {|¢) € H | PlY) = |[¢) VP € Su}

antisymmetric Hilbert-space for n fermions:
i = {|0) € B | Plw) = (-1)"|[y) vPeS,}

A direct consequence is the Pauli-principle: 2 Fermions cannot occupy same state as
such a state is not part of the Hilbert space:

¥y eHA  Pigla)la) = ) |a) # — |a) |a) ¢ HA

One way to write down a completely antisymmetric wave function of N electrons occupying

N single particle states, aq,...,ay, is the so-called Slater determinant.

Yo (Tl) Yoy (7'2) coo Yoy (TN)
" 1/)012 (7"1) ¢a2 (T2) cee ¢a2 (TN)

de € ]Hﬁ

Yan (1) oo Yap(TN)

Here one uses that the determinant by definition produces something completely antisym-
metric. Starting from a given single-particle basis ¥, (r) one can use the slater determi-

nants to build a basis of the N particle fermionic Hilbert space ]Hﬁ.



For N = 2 one obtains

?l)al (Tl)waz (7"2) - waz (Tl)wou (T‘Q)'

For a gold atom with N = 79 electrons, one would have to write
79! =~ 1017

terms, clearly not a good idea! We will therefore not use Slater determinants in the

following but will be looking for something more physical and more easy to handle.

1.3 Creation and Annihilation operators

1.3.1 Fock space

We have learned that describing N identical particle by a wave function ¢ (ry,...,ry) is

clearly not a good idea. What to do instead?
- We want to use H4/¥ directly (never using ¢ (r1,...,7y))

- The main idea is that we will just count how frequently a given quantum state is

occupied. Counting is the only meaningful thing to do for indistinguishable particle.

This simple idea is most easily understood by doing simple examples.

Consider the single-particle Hilbert space H; with the basis {|a1), |a2), |as)} and corre-
sponding wave functions 1, (r) = (r| ;). To describe the state with 2 bosons in the first
state, none in the second state, and 2 in the third state, we can use the following simple

notation:
12,0,2)

. This is much shorter than writing the totally symmetric wave function

S
V6

[\Iloq (Tl)qjoq (TQ)\IlOca (T3)\Ijoc3 (T4) + \IJOQ (rl)lpm (T3)\I]a3 (7“2)\11&3 (7“4)

+ Vo, (Tl)\Ilal (T4)\Ila3 (T2)\Ila3 (T3) + Vo, (7“2)\1/&1 (r3)\11043 (?”1)\1/&3 (?”4)
+ \Ilal (T2)‘Ila1 (T4)‘Ila3 (Tl)\Ile, (T3) + \IJOQ (T3)\Ifa1 (r4)\11043 (rl)\IjO@ (?”2)]

Similarly, for one fermion in the first, and one in the third state we write

1
1,0,1) = — (|aq) |ag) — |ag) |«
| ) ﬂ(l 1) os) — |as) [oa))
L1
= ﬁ (Yo (r1)Vas(r2) = Yy (12)Yas (1))
To formalize this, we first combine the Hilbert spaces of 0, 1, 2, ... particles to one large

Hilbert space, the so-called Fock space

10



F=FoF1DF2...

HY  for Bosons

with ]:nz{ .

4 for Fermions

with: Fy = 1-dim Hilbert-space with basis |0) = |0,0,...,0)

= no particle present = vacuum state

To define a basis in this Hilbert space, we start from a given single-particle basis. By
counting how often each state is occupied, we obtain
Basis in Fock-space: |ni,ng,ng,...) € F
defined for given single-particle basis {|a1),|a2),...} of the single-
particle Hilbert space Hj

with n; € Ny for bosons or n; € {0,1} for fermions

Then an arbitrary wave function in F takes the form

[¥) = Z Cny,na,... |ni,mi,...)
n;

This result is a major achievement. We have not only found a very economic way to
write N-particle wave functions but also found a way to describe superposition of states
with different particle number which was not possible in the old first-quantized quantum
mechanics. This will be important to describe things like photons, superconductivity or

antiparticles as we will see.

1.3.2 Creation & Annihilation

We have found out that simple counting is the best way to describe indistinguishable
particles. What is left is that we have to learn how to add and subtract using operators.
There is one problem in your first quantum mechanics course, where you had precisely

learned how to do this. Remember the solution of the harmonic oscillator

2
1
H = 2p—m + §mw2x2

To solve this problem algebraically, one can use a simple trick. One defines “raising” and

“lowering” operators

t mw 7 mw )
a’ = T — pl,a= T+ —p,
2 mw 2 mw

N = a'a, eigenvalue of N =0,1,2, ... (counting)

11



Then H = hw (N—i— %) where the operator N = afa has eigenvalues 0,1,2,... and is

therefore ideally suited for counting. Based on the eigenstates of N, one obtains in this

case an algebra of counting

N |n) = nn)
a'ln) =vn+1|n+1) adding 1
aln) =+v/nin—1) substraction 1

In the case of the harmonic oscillator this was just a convenient trick to solve the problem.
Now we want to use this math (not the physics) to count indistinguishable particles.

We therefore define operators, which describe adding and subtracting one particle, i.e., we
define creation and annihiliation operators. We thereby have to know, how these operators
act on the basis |n1,ng,...) of the Fock space (defined by counting particles in a given

single particle basis).

Definition: creation & annihilation operators

bosons: a;r N1, sy ) =Vni+ 1 ng,.oong+ 1,000
fermions: a;r ni,...,1,...) =0
> nj

al|ny,...,0,...) = (=1 " |ng,...,1,...)

T
annihilation operator: a; = (ai) <<<p| a; [¥) = (| a;r |<p>*)

bosons: a;|ny,...,ng,...) =/ni|ng,..,ng— 1,000

fermions: ai|ny,...,0,...) =0

2
a¢|n1,...,1,...>:(—1)3<1 |7’Ll,...,0,...>

For bosons, we just copied the definition from the harmonic oscillator. For fermions, the

fact that af [1) = 0 is enforced by the constraint that only n = {0, 1} are allowed elements
"
of the Fock space. Less obvious is the factor (—1)7<? ", As we will see below, it encodes the

Pauli principle and is needed to obtain simple rules to do calculations with the fermionic
creation and annihilation operators.

As we have learned to raise the number of particles by one, we can now build the basis of
the Hilbert space just starting from the vacuum, the state without any particles.

for bosons & fermions:

vacuum: |0) = 10,0,0,...) with; a;|0) =0 Va;

R, g, ) = H\/% (af)™ 0} (1.1)

12



For fermions the order or operator matters - here we use the convention that one starts
from the right with ¢ = 0.

Later, all calculations will be based on the creation and annihilation operators. It is
therefore important to work out the rules for these calculation, i.e., the algebra of ag, a;

which directly follows form the definitions given above.

bosons: i # j aja; = a}aj = sym. wave function
ala; = aja]
— A f —
1= azai aial ’nla y Mgy > -

These rules can be written in a compact way using the commutator:
commutator: [A,B] = AB — BA

We obtain

bosonic commutation relations:

[ai,a}] = (Sij (1.2)
[a}, al] = [as, a5] = 0

For fermions we find instead

o

fermions: i #j aja;[- = —a;[a;[ due to (—1)7<! = antisym wave function
aja}[0) = —ajal 0)
Z:j CLICLZ’...,TLZ, :nl| y Mgy >

Defining
anticommutator: {4, B} = AB+ BA

we can write in a compact way

fermionic commutation relations:

{ai,a;r'} = 0y (1.3)
{af,al} = {a;,a;} =0

13



Some important consequences are:

T; = agai count particles (for both bosons & fermions)

1

Z\,m,) =

raises the particle number by 1. These results can be written

as nl...,ni,...) = ni|...,n;...). As a consequence, one obtains 7;a
_I.

aI(ni—}—l)]...,ni,..) as a;

in the form (counting algebra)

5oall = of
(7, a;] = a }bosons&fermions (1.4)

(7, ai] = —a;

This formula expresses in a compact way all properties needed for counting. Please check
t

; raises 7; by an integer.

Let us check Eq. (1.4) for fermions: [a;-rai , ag] = azaiaz - aiajai. To simplify such an

that starting from this equation, one can derive that a

expression, one usually performs a procedure called normal ordering. Here one moves
creation operators to the left and destruction operators to the right using the commutation
Tooo0 Tt _ T ot Tof T

relations. aja;a; — a;a;a; = a; —a;a; a; —a;a; a; = a.
{aia;r}:l =0 =0
a,-a;r—i—a;(ai:l
tot fot o ott t)?

Here we used that {a;, a;} =0 Z::; a;a;, +aja; =0 = (%‘) = 0, reflecting again
the Pauli principle.

Concluding remarks: The logic of the previous chapter was that we started from the
definition of Fock space, then defined creation & annihilation operators and obtained fi-
nally their commutation relations and the rules for counting expressed in Eq. (1.4). An
alternative (and, perhaps, deeper) approach is the reverse order: One can start by asking
the question, how one can realize “counting” (and therefore Eq. (1.4)) on the operator
level. Two realizations are the bosonic and fermionic commutation relations, (1.2) and
(1.3). Postulating the existence of a vacuum state, one can then build up the Hilbert space

as in Eq. (1.1).

1.4 Operators in Fock-space

In this chapter we will learn the essence of second quantization: we express all types of
operators (including the Hamiltonian) in creation and annihiliation operators. We will

furthermore see what quantum fields are.

1.4.1 Basis change

We have defined the basis of the Fock space and therefore also the creation operator ai\

relative to a given single particle basis |A), |\) = af\ |0) and A denotes a set of quantum
numbers (you can think of A = 1,2,... just enumerating the basis vectors). For the

following, it will be important to learn how to change this basis. We denote the vectors of

14



the new basis by |A\) and express them in terms of the old basis vectors |A) using

=TI AIN) =D U N
A A
=1

where Uz, = ()| A) is a unitary matrix.
For the changed basis, we want to define a new creation operator &g such that |\) = ~T/~\ |0) =

> Us )\a;r\ |0). Therefore the old and new operators have to be related in the following way
A

We should check that the new operators fulfill the same commutation relations as the old

one. For fermions, e.g., we find
=~ _ 3 3 T _ X _
{a;\l, a;\z} —Z<)\‘)\1> </\2‘/\’> {aw a)\/} —Z</\2‘ /\ ‘)\1> /\2’)\1>—(5)\,)\
AN SN——— A
=0/
1.4.2 Field operator in real- & momentum-space

After having learnt how to change a basis, we will discuss two special basis sets which
play an important role when formulating quantum field theory: the real-space and the
momentum-space basis.

The single-particle state ]a?> describes a particle with wave function ¥(7) = §(F — &)

localized at point Z. The overlap to another wave function is given by
(7] o) = /5 o (7) dr = §(2)

and therefore one also obtains
= /5(?—5) S(F—a)dPr=6(F-17).

We use this to define the field operator W'(Z), which creates a particle located at point

Z. We can, e.g., use the formulas from the previous chapter to obtain

u'(@ = (A al, o = / (2] \) U (@) d3F (1.5)

A

Repeating the last calculation of the previous section, we obtain directly the commutation

relations

15



fermions: {\I/(a_:'), \I/T(f’)} = (F|7") = &3(F - &)

bosons: [\p(f), \y*(f’)] = (#|7) = %7 — 7)

Note that WU(Z) is an operator but not a wave function and also Z is just a label not an
operator. ¥ (&) is example of a quantum field, i.e., a real-space operator destroying (or
creationg) a particle. Later we will see that also other fields, like the electric or magnetic
field. E(7), B(7), should be viewed as quantum fields.

Let us practice this a new notation. How can we obtain a single particle with wave function

©(7) using the field operator WT(Z)? The following formula gives the answer:

) = / d () U (7) [0)

This should be read from right to left: We start with the vacuum state, then we create a
linear superpostion of particles located at point & weighted with the wave function ¢(Z).
The result is the desired state.

To check this, let us calculate (%) = (ZFo|p) using that |z¢) = ¥f(zg)|0). We therefore

obtain
(o] @) = (0] ¥ (o) / & p(x) ¥ () [0)

To proceed, we use a standard trick: normal ordering, i.e., we move all annihilation
operators to the right. For this we need the anticommutation relation W(zo)¥'(x) +
U (2)W(z0) = 63(F — o) and then ¥(xg) |0) = 0 to eliminate the second term.

{zol @) = (0] /d?’w 0%(& — To) p(2) |0) — = ¢(0) (0] 0) = (x0)

0
~—
W(20)]0)=0
Momentum space: Besides field operators in position space, also operators which gener-
ate a particle in a momentum eigenstate are very useful. Momentum eigenstates are just
plane waves, €’**. To normalize those, we consider a 3-dimensional box of length L with
periodic boundary conditions. In this case only discreet momenta, k= (kg ky, k), are

allowed with
27

ki:fni:AKni 1=x,Yy,2, N EZL

We normalize the single-particle eigenstates with

(K.

Em> =0z, R

and therefore have

16



where V = L2 is the volume of the box.
Using the previously obtained relation (1.5), we can define the creation operator in mo-

mentum space using the position-space field operators

" ez‘Ef s " e—z‘EiT
el = Uh(Z)dz Ul(z) = cl 1.6
L= [ v @ @=3 7 (16)

Here, c% creates a particle with momentum nk.

As we have normalized the eigenstates to 1, we obtain the usual commutation relations

fermions: {cK, ck,} = 0K’ (1.7)
bosons: [CK, c},} = KK

In the following, we will often use the limit of an infinite box L,V — oo. In this case it is
useful to derive a few simple relations of sums and integrals. In one dimension, the sum

over all discreet momenta k, = nAk can be written as ), - = < > Ak ... which for
kn
L — oo gives the integral L [ % ... as Ak =27 /L. Correspondingly, we have in d = 3
&k
o=V [0
(2m)

—

k

The total number of particles, for example, can be written for V' — oo as

d* K =
N = chcﬁ =V / (27r)3c%ck = /\I'T(x)\lf(x)d?’x
K

and we can write Eq. (1.6) as

ol(z) = x/V/

a’k e_“;fci
em3 %

In a number of books different conventions for the normalization of momentum states are
used. To translate various conventions it is useful to rewrite the commutation relations

(1.7) in the continuum. Using % Ik i F—F)E By — Oz» we can write for V' — oo

3
P _ L [ Geie s, 27) g
{c,;,cd}_é,gﬁ,_v T gy = S (R R)

(2m)363 (k—k')

17



1.4.3 Single-particle operators

Our next main goal will be to translate an arbitrary operator from the languange for first
quantization to second quantization. We will do this by writing the operator in terms
of creation and annihilation operators. Consider, for example, the Hamiltion operator
describing N electrons in an external potential V,(r) which interact with the potential

V(T‘i — T'j) e?

i=1 TiFET

single-particle operator

interaction

The first two terms are a so-called single-particle operator, defined below (the last term,
the interaction will be treated in the next section).
A single-particle operator, by definition, acts on each particle ¢ separately and one can

simply sum over i to obtain the operator AV acting in the N-particle hilbert space.

Formally, the operator A in Fock space is obtained as a sum of all these operators acting

in the N particle subspace.
A=A0 g AV g AP g .

The trick to translate this operator to the language of second quantization is simple: we
write both the operator A and the creation and annihilation operators in the eigenbasis
{|Ai)} of A = ;)\i |A:) (\i] such that |\;) = aL_ |0). In this basis it is very simple to
calculate the effect of A: just multiply the eigenvalue by the number of particles which are

in the corresponding eigenstate.

Alnyg, Mg, --.) = Z)\m)\i Ay, Mg, - . o) = Z)\ia:r\iaM [ay, Mg, - - )
s

From this we can read off directly

A= Al AD ) af an,

! =Xi8ij

The only remaining step is to find the corresponding formula for another single-particle

basis |a;). For this we use the formulas derived previously

al, = (ak| M) ab  ax, =X (Ml axr) day
K Kt
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Using Z <aK| /\z> <)\z‘ A(l) ‘)\]> <)\]’ aK/> = <aK\ A(l) ‘a}(/> we obtain

A=) (ax| A |ak:) al, aay, (1.8)
KK
Above, the operator in Fock space has been obtained directly from the single-particle
matrix elements (| AD [ogr).
It is important to learn to read such an equation to get an intuitive understanding. What
is a operator A acting on a single particle doing? According to the formula A®Y) =

S |ak) {ag| AN |agr) (| the operator transforms an initial state |ag/) into | ) with
KK’
the amplitude (ax|A™M |ag/). This is precisely how one should also read the second-

quantized version, Eq. (1.8): the operator removes one particles in |ag) by aq,, and add
it back in the state |ak) by CLLK. This happens with the amplitude (x| A®M |ag:).
A few examples are given below.
N
1. momentum: P = )’ —ihé%,
i=1

momentum basis: <K‘ —ihV )ff> = 0k, K/hl_('
D _ )
= P= Z hKcgcp
K

real-space basis (here: one dimensional):

(wo| P|zg) = (o] — ihi |z0) = /(5(7"— f@)(—ihgd(F— Zp)dPr = —ihd' (x — xf)

0 dx "0 or 0 0
0
-~ p= / daodaly(—ih) (@ — o) (20) W (zh) = / Az () (-m(%) W(x)

N

ineti . N) _ h? <72

2. kinetic energy: TWN) = Z;%Vi
1=

use same arguements as above

T = / d®z U1 () (-h—2> V20 (z) == / d3x;—2(6w(a:)ﬁxp(x)

2m
2 752
= % o chen
= om K

N
3. Potential-energy: UN) = 3" U(ry)
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Figure 1.1: Blue: Periodic potential arising from a periodic arrangement of, e.g., hydrogen
ions. When the atoms are far apart, electrons tunnel from one groundstate of
each atom to the next with a small tunneling rate —t¢.

4. Hopping on a lattice: Consider a regular lattice of, e.g., hydrogen atoms arranged
on a line in such a way that there is little overlap between their groundstate wave
function, see Fig. 1.1. We denote by cz the operator creating an electron in the
groundstate wave function of atom i (we ignore spin, discussed below in Sec. 1.4.5).
The electrons can tunnel from groundstate of one atoms to the neighboring atome
with the rate —¢ (a calculation gives ¢ > 0). This simple picture can litteraly be
translated to a Hamiltonian using that cg 11¢i describes the process where one electron

moves from site ¢ where it is annihilated to site 7 + 1, where it is created. Including

also the reverse process, the Hamiltonian is therefore given by

H = —tz C;-[Ci—i-l + C}LHCz‘
i
Note that H is hermitian. You can diagonalize H by a Fourier transformation of the
operators, i.e., by introducing a new field f,l = ﬁ > i c;f»e"‘kj where N is the number

of lattice sites (homework problem).

In conclusion, we have found a simple way to write operators using the language of second
quantization. In contrast to the first-quantized version, there is no need to introduce
N coordinates 75, ¢ = 1,.., N to describe N particles. Just quantum fields with simple

commutation relations are sufficient.

1.4.4 Two particle operators

As a next step, we want to translate more complicated operators describing two-particle
interaction processes into the language of second quantization. These are operators of the
type

1
V= 5 ZV(H, T‘j)
i#]
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where the Coulomb interaction V(ri, r2) = Him

is probably the most important
example.

We will not give a detailed derivation in this section: one can follow the procedures de-
scribed in more detail in the previous paragraph to obtain all results.

For a two-particle operator, we need its matrix elements in the same basis in which the

creation and annihilation operators are defined.
<)\1‘ <)\2’ V(Q) ‘)\2> ‘)\ > /\I/)\l 71 \I//\Q(TQ)V(Tl, 7“2)\1/)\/2(7“2)\1//\/1 (7“1) d37“1 d37"2

The operator in second quantization reads

for bosons and fermions:

1
V=35 Y e VE X)X al al,axax (1.9)
AL A2 Aj X,

The interpretation is the same which we used in the previous section: V' describes that
two particles in states \], A, are transferred to the states A1, A2 (by annihilating the first
two and creating the second two).

Note that the order of operators in important in Eq. (1.9) is important as for fermions we
have ay ay = —ay ay,.

An important example is an interaction which depends only of the position of two particles

Vlnt 1 ; Vlnt (T’L _ 7,])
Za¥)

yint %/d3xd3$/ th(;[;—:L‘/)\I/T(l')\IJT(ZE,)\IJ(-T/)\I’(x) (110)

1 .
- = / Bz d®z’ Ol w(2) ViRt — z) OT(z)0(z)
2 ———— ———
density at z’ density at x
The resulting formula takes the form expected from classical physics when one realizes that
Ul (2)WT(x) is the density of particles at point .
One also often uses the interaction written in momentum space. Starting from the

matrix element

[ : [ 1 .
<K1K2‘V1nt(1 _ 2) ‘K1K2> — W /d3T1 d37"2 6Z(K —RKi)r el (K K2)7‘2vlnt(r - T‘Q)

1
= 7‘/2
- V R1+R2,R1+Ré

Brd3R EI+HK,—(Ki+K2))R ig(K{—K1—(K)+K2))r Vint(r>
Vint(K, — K1)

with VI"'(K) = [V (z)e"™** we obtain
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int _ _+ E: int YAV N oL L L
V = 2V V (kl kl)ck‘lck2ck,26k/15k1+k)27k’1+k’2 =
k17k27kivk/2

1 ins
- T Vs
ki, k2,q

A useful way to visualize this expression is shown here:

ki+q k2 —q

kl k2

which shows visually, that there are two incoming particle with momenta k; and ko (de-
scribed by annihilation operators) and outgoing ones with momenta k1 + ¢ and ke — ¢
(creation operators). At each vertex, where three lines join, the momentum is conserved.
We will not use such diagrams in the lecture a lot, but they are an important building block
for any calculation using perturbation theory, a topic covered in Quantum Field Theory

lectures (but not in this course).

1.4.5 Hamiltonian with spin

It is straightforward to include more quantum numbers in the language of second quanti-
zation: one justs adds one more index to the field operators. The most important example
is the spin of an electron. We denote the extra label o sometimes by o = :l:% but more
often by o =7 / |. The new field operators are, for example, written as \Iﬂ(x) or ch.

Their anti-commutation relation simply read

{(Uo(r), UL, (")} = 83(r — 1) e
To describe a spin in first-quantized language, the spinor notation is used, for example,

B(F) = ( SDTET; ) It describes a single electron which has the probability amplitude
wLr
©s (1) to be at position r with spin . The same wave function of a single electron is

written in second quantization as

) = / o1 (1) UL() + 9, (1) W () [0) B
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In first-quantized languange, the Hamiltonian describing N particles in the presence of a

magnetic field has the form

(7~ A0r0)’ | o
H=3 S 4 Ulra) + 5 ) Vi = 1) = Y ounB(ri) S

i#]

In second-quantized form this translates to

H=Y" / Bz Ul (2 ( > : U, (z) + Ulz) Ul (2) U, (2)
o="/1 mn
+ 3 Z/d?’x 3z’ V(z — ) \I/L(:U)\IIL, (') Wy (2") WUy (2)
—guB/ B3z B(z Z\Iﬁ ’ﬁ Uy () (1.11)

where we have just replaced the densities by \I!j}(a:)\ll(,(a:) while the spin density at site

Z‘I’* ”‘“ﬁw)

x is written as

Please check that this is just the second-quantized version of the first-quantized operator
> 803 (@ — ).
For vanishing vector potential [f, magnetic field B and single-particle potential U one

obtains in momentum space:

1
H = E E CKJCKU+§ E V CK—i—qO'CK/ qo"cK, o'CK,o
o=t/ K oo, KK’ q

(hK)?
2m

with the kinectic energy e(K) =

The correspondig Feynman diagram

K+Q7g K/—q,O'/

K, o K’ o

has the property that at the vertex the incoming spin is equal to the outgoing spin as the
Coulomb interaction does not change the spin.
The language of second quantization is used whenever one describes more than one or two

quantum particles. An important example are electrons in a solid. As you probably
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know from your solid state lecture, their properties are described by electronic bands.
The bandstructure €, j describes how the energy of a given band n depends on (quasi-)
momentum k defined in the first Brillouin zone. We will not explain these concepts in this
lecture (assuming you have heard this before) but this paragraph describes how easily this
can be translated to the language of second quantization. The band label n just enters as
an extra index. Ignoring interactions, the Hamiltonian of a solid with several bands can

simply be written as

— E : T
H — Enzk Cn,k:,ac”:kﬁ'

n,k,o

f

where Cnko

creates an electron in band n with momentum & and spin o.
The ground state of such a system is characterized by the fact that all states up to a
maximal energy — the Fermi energy or, equivalently, the chemical potential ;1 — are occupied.

This ground state is called Fermi sea and we denote it by |F'S) and it is given by
|FS) = 11 1)
n,k,0 with €, o <p

This ground state has the property that

1 f —n<0
T P
)y GK_/I/>

As a simple, but instructive example let us consider a 1

semiconductor with two bands where the upper band ﬂ e2(K)

is completely empty and the lower one occupied with

€1k < pand ez > p. The ground state is given by /
GS) =TT ] k,010)
K,o K
e1(K)
For the following it is useful to discuss the combination H — uN, where N is the total
number of particles, as this combination enters, e.g., the Boltzmann weight e~ (H—#N)/(ksT)

of each state. For the two bands, we obtain

H—puN =" (e15 = p) el piho + (26 — 1) ¢} o2k
k,o

For many applications it is useful to think about this system in a different way. We want
to view the ground state |GS) defined above as a new vacuum, i.e., as a state without

particles. This is achieved by rewriting the occupied band in terms of hole operators.
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We define

hTK,T = 0177K7\L h}(’\l, = _6177Ka/]\

hi,y = CJ{,_K,¢ hi,y = _CJ{,—K,T (1.12)

From this definition, we find that the new operators fulfill the standard commutation

relations of fermions

{h}-{ﬂ’" hK’,U/} = 5K,K’ 60,0/

What have we gained? All states in band 1 are occupied and therefore c]; po |GS) = 0.
In the hole variables this implies that hg, |GS) = 0. As furthermore ¢ i, |GS) = 0
(the second band is empty), we can now identify |GS) with the vacuum state of the new

variables

|GS) = 10)

Using that c]; KoClKo = h—K,—GhT—K,—a =1- hT_K’_Uh_K,_U and €1} = € _k, the

Hamiltonian is written in the new variables

H — puN = Z (1 —€1,K) h}ﬂah;{,a + Z (€2, — ) c;KJ ¢2,K.0 + const.
K,o K,o

Note that now both p — €1, and €y — i are positive: it costs a finite energy to add an
extra particle. As you know from your solid state lecture, using holes is an efficient way to

describe the properties of semiconductors. Their band structure is inverted and they have

opposite charge compared to electrons (as c]; KoClKo=1— hT_K Ik —q)

1.4.6 Dynamics of fields

As the reader is probably aware from his or her Quantum Mechanics course, there are
two different ways how one can view the time evolution of a quantum-mechanical system.
Following Schrodinger, one considers the time evolution of the wave function described by
the Schrédinger equation

ihoy, (1)) = H |9(1))

which can also be rewritten using the unitary time-evolution operator U; with
(W(t)) =Up [¥(0)),  ihd, Uy =HU;

An equivalent, alternative point of view is, however, to attribute the time evolution not
to the wave function but instead to the operator by using that (A) = (U(¢)| A|¥(t)) =
(¥ (0)| U] AU W(0).

One can therefore introduce time-dependent “Heisenberg” operators

Al =Ul AU,
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following the Heisenberg equation of motion
ihg, AB(t) = [AR(t), H]

where this equation is only valid if A was time-independent in the Schrodinger version
discussed above. The reader is encouraged to check this equation using the definition of
AHM and the property of U; given above.

We want to use these definitions to calculate the time-evolution of the Heisenberg operator
WH (1 t) describing the destruction of a particle at point r (not to be confused with the
wave function). For simplicity, we will omit the index H in W (r,t) and write instead just

U(r,t). We will calculate the time evolution using for the Hamiltonian

H = /_ZH:n Ul (r, t)V2W (r,t) + U (r) ¥l (r, ) U (r, 1)

- % / Ur — YWt (r, )BT (7, )T (7 )T (r, 1)

We will consider the first term in [¥, H] in a theory of fermions using that the (anti-) com-
mutation relation of the Heisenberg operators is the same as that of the Schrédinger oper-
ators (check this!). As usually, we simplify the equations by normal ordering (moving cre-
ation operators to the left using the anticommutation relation W (r)Wf(z) = —Uf(2)¥(r) +
d(z — r) (omitting the time-index)

{\1;(7«), / ol(z) (—hzf) xlf(f)] =
/ da U(r) U () (- h;::) W(z) — U (2) (-h;ZZ> W)U (r)
/da: (— 1) ()T (r) —h2V2> U(x) + 6(r — ) <— h;V2> ¥ (2)

2m m
h2v? h? 02
with ¥ (z)¥(r)
=—V(r)¥(z)

Repeating similar calculations for the other terms, one obtains both for fermions and

bosons the Heisenberg equation of motions

ih0y U (r,t) = [¥(r,t), H]
n? 9

= 523 U t) T UML) + /d3:f\11*<w)\P(fﬂ)V(:v —7)¥(r)

Without interaction these equations look like the Schrodinger equation. The interpreta-
tion is, however, completly different: these are Heisenberg equations of motion for field
operators.

Due to the non-linearities and the finite size of the Hilbert space, it is in general impossible

to solve these equations analytically or numerically. In the course Quantum Field Theory I
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methods for solving such problems using perturbation theory are discussed. This problem

is, however, not covered in this lecture notes.

1.5 Bose-Einstein Condensation (BEC) and superfluidity

As an application of the power of field theoretical techniques we will study the Bose-
Einstein condensation (BEC) of bosons in the presence of interactions. This will provide a
very different point of view on this problem compared to the non-interacting case which was
probably studied by most readers in a statistical physics course. In this chapter one of the
most important concepts of physics is introduced: the concept of spontaneous symmetry
breaking which not only determines the properties of all solids but is for example, an
important building block of the standard model of particle physics (it is an important
element of the Higgs mechanism).

Superfluidity and superconductivity, allowing for transport of mass or charge without any
friction, are arguably some of the most fascinating subjects in physics - as can already
be seen from the large number of Nobel prizes in this field (Kamerlingh Onnes 1913,
Landau 1962, Bardeen, Cooper, Schrieffer 1972, Josephson 1973, Bednorz, Miiller 1987,
Lee, Osheroff, Richardson 1996, Cornell, Ketterle, Wiemann 2001, Abrikosov, Ginzburg,
Legett 2003).

1.5.1 Spontaneous symmetry breaking

But let us start by recalling basic facs of the BEC of non-interacting bosons. Here the
key observation is, that below the transition temperature, T' < T, the ground state wave

function (i.e., the k = 0 state) is macroscopically occupied

(ng_o) <C}f‘=o CI?=0>
v = v =ng >0 for V— oo (1.13)
where n; is the superfluid density and we used the following definition of the expectation
value | mw ) iy
(A}zitre ky T AEEZ<‘I’1"€ T A|U,)

i
where the trace “tr” ;;Ssz%ﬁned by summing over a basis of the Fock space with basis vectors
|U;) and Z = tre ™T is the partition sum (I assume that the reader is familiar with
these concepts, if not, I would recommend reading a statistical physics textbook).

We will use Eq. (1.13) to calculate

(W) W(y)) = % 3 (chcg) k7T
K, K’

. . . . . T -
for large distances x — y. This is greatly simplified by observing that <C}§ C}?/> =0
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for K # K'. This is a consequence of momentum conservation: each eigenstate |¥,,)
of the Hamiltionian H can be chosen as an eigenstate of the total momentum operator

P. As c% ¢z, changes the momentum by K — K', the overlap of c} e |W,,) with |Up,)

has to vanish (they have different momentum). Therefore also the expectation value (a
sum over such overlaps) must be zero for K # K’. For K = K’ the occupations of the

non-interacting systems are given by the well-known result (not derived here) <CJ;<CK> =

(eﬂ(e(K )—1) — 1)_1. We will not use this formula but instead use that for x — y — oo only

the k = 0 states contribute to obtain

lim <\IIT(m)\I/(y)> = %Z <ckc;<> e K@ % <C}{ZOCK:0> =ns >0
K

e —y| =00

(1.14)

for a BEC. This is an important observation: a BEC is characterized by correlations which
do not decay in the limit of an infinitely large distance. This is surprising as usally all
correlations decay at finite temperature due to thermal fluctuations.

To reconcile the infinite-range correlations of Eq. (1.14) with the fact that all physics is
local, we introduce a radically new interpretation (justified in more detail below). We
argue that the origin of the infinite-range correlation is, that our field operators obtain a

finite expectation value

lim <\IIT(a:) \I/(y)> = lim <\IIT(:C)> <\I/(y)> = ng

|z—y|—00 |z—y|—00

We can say, that the system behaves “as if”

<x1ﬁ(x)>: e, (U(z)) = \/ge i (1.15)

where g is an undetermined phase.
To appreciate how strange Eq. (1.15) is, we will show that Eq. (1.15) apparently contradicts
the conservation of particle number. We will even give two different “proofs” of (¥) = 0.

As the total number of particles N is conserved, {Z\Af , H } = 0, we can choose all eigenstates

of H as eigenstates of N. We conculde

Nin)=nln), (n <\I/T|n>> —0 = <\1ﬁ>=o

———
n+1particles

Even more instructive is the following equivalent argument: we know that all observables
are invariant under the change of the phase of all single-particle wave function which

corresponds to the symmetry transformation

|6) — €N |g) .
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Such a symmetry (multiplication by a phase) is called a U(1) symmetry. If we assume

that the groundstate obeys this symmetry, then we find that
(6| U1 |9) = (p] e PN N |g) = (g] 7P Wl |g) = 7% (] W [g) (1.16)

using that ¥ increases the total number of particles by 1 making N to the left of Ut
larger by one compared to N to the right of WT. As ¢ is arbitrary, we can use the equation
<\IJT> = e <\I'T> to “prove” again that <‘11T> =0.

While these proofs are formally fully correct in a finite system, they can, however, be
“circumvented” in an infinitely large system. To reconcile the finite expectation value in
Eq. (1.15) with the result Eq. (1.16) there is only one option: we have to assume that the
BEC state does not have the symmetry that it is invariant under multiplication by N
This phenomenon is called “spontaneous symmetry breaking”. You have probably seen this
before, for example, in your statistical physics course when discussing the phase transition
in the Ising model. “Spontaneous symmetry breaking” describes that the state of the system
does not have to have the symmetries of the underlying Hamiltonian. A good example is
a magnet: while the Hamiltonian is symmetric under a reversal of the magnetization,
M — —M, the ferromagnetic groundstate selects “spontaneously” one direction of M.

For a BEC a similar effect takes place: the system “spontaneously” selects one phase .
Thereby the U(1) symmetry is “spontaneously broken” and is therefore not a symmetry of
the thermal state below the transition temperature.

The previous discussion was far from rigorous. It started from the ad-hoc assumption
(1.15) that the annihilation and creation operators obtain a finite expectation value. We
will now shows that we can indeed perform a certain limiting procedure where one obtains
rigorously a finite expectation value. We start by modfying the Hamiltonian is such a way

that the U(1) symmetry is explicitely broken by the parameter o
H:Z(EK—M) c;(cK—l—acJ}(:O—i—oa* CK=0 (1.17)

As it is often done, we write here H for H — uN as this is convenient to describe grand
canonical ensembles with N = K c;(cK. You can check that for this Hamiltionian the
particle number is not conserved, [H, N |=«a C}(:o —a* cg—g. We will now study the limit
a — 0 together with the infinite-volume limit V' — oo.

The a-term in (1.17) can be easily be absorbed by defining new operators ¢ with

*

- o N e L
cx = Cx + ﬁ‘sﬁ,o , c}( = c}( + ?(51(70 , [CK, ck/} = |:CK, ck,] = 0K, K/ (1.18)

In these new variables H takes the form

2
o a
H:Z(EK—M)C}{CK—F‘ML
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The value of the chemical potential i is determined from the density of particles

= P = P o) = g X ()« () + (o)

=0; as [ZKF:}(&K,H]

The number of particles in the mode with momentum k is given by the Bose distribution
<5J;<5K> = (e(E(K)_“)/kBT — 1)71. As p is very close to zero in the BEC phase, the

occupation of the k = 0 mode is given by

-1 kT
(elecpr=o) = (e7/moT —1) _iﬂ xV

We therefore conclude that the occupation of the ground state per volume ng is given by

ng = = —
5 |4 Vo —u 1
K=0 mode

M _ 1 <W +|0‘|2> (1.20)

As p vanishes in the thermodynamic limit, we can ignore it for all finite momenta and we
obtain from Eq. (1.19) that the total density is given by

_ 4’k 1
n=mst (2m)3 eex/kBT — 1

From this equation, one can determine ng for given n and 7.
For Eq. (1.20) consider the limit kBT’ < |a‘ such that ns =

o

i and therefore

o JiP
Ving

(as u < 0). Plugging this result in the equality kpT

solving for az we obtain the condition || > \]/gi Wthh is alway fulfilled when we consider

’ < Ial from which we started and

the limit V' — oo at any finite @. In this limit we will calculate <\IIT> = ﬁ Dok <c}<>
using Eq. (1.18) and <6L> = 0. We obtain

nse—WO

lim Jim (9) = lim ] .

2D Voo a0 Voo Vi \/_M a0 ns| |~
where ¢ is the phase of a. We have therefore shown that ¥ has precisely the type of
expectation value which we previously had only conjectured, see Eq. (1.15), under the
condition that one first takes the thermodynamic limit, V' — oo, and only afterwards the

limit &« — 0. In contrast, in the opposite limit one finds
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*

lim lim <\IIT>: lim lim =0

V =00 a—0 V =00 a—0 \/_'UJ
In conclusion, we have found a natural way to describe the infinite-range BEC correlations
by giving the field operator a finite expectation value. The infinite-range correlations are
thereby described just by a local expectation value. As in the case of other spontaneously
broken symmetries, this can formally be justified by introducing a symmetry breaking term
in the Hamiltonian, and then considering first the infinite volume limit and then the limit
of a vanishing symmetry breaking term. Above we discussed the familiar case without
interaction: the real advantage of this approach is, however, that it allows for a simple

description of the interacting case.

1.5.2 Bogoliubov quasi particles

Interactions drastically modify Bose Einstein condensates and ultimately lead to the phe-
nomenon of superfluidity: a superfluid can flow without any friction. If you therefore cool
down a rotating liquid until it becomes superfluid, its rotation will go on practically forever
without any friction.

We consider a Hamiltonian which describes well a diluted gas of bosonic atoms (as in the
Nobel-prize winning experiments of Cronelll, Ketterle and Wiemann, Nobelprize 2001). As
the distance of the atoms is much larger than their radius, the interaction potential of two
atoms, V(r —r') ~ U&3(#— ), is practically local.? The Hamiltonian therefore has in real
space the form

U

H= /WT YW (z) — ,u\I/T(x)\Il(x)+§\I/T(x)\I/T(x)\IJ(x)\I/(a;)dw

In the following it is convenient to use the Hamiltionian in a momentum-space represen-

tation
U
H= S - nckon s 5 3 dt geracn
K K1, K2
with ex = H2K?/2m as usually. To describe the finite expectation value (¥f) = | /n; as

in Eq. (1.15)3, we again shift the fields by \/ns (assuming ns > 0) which is for us at the
moment an unknown constant, to be determined from the condition that the expectation
value vanishes for the shifted fields, <\i’> = 0 with

oh = ng + 01, o= \/ngVig o+ &l

2We ignore here some issues related to the description of the two-particle scattering by a delta function.
In reality U one has to parametrize U by the scattering length, a concept which we will introduce later
in the chapter 4 on scattering theory.

3The arbitrariy phase ¢o has been set to 0
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As the next step, we Taylor-expand H in ¢x which turns out to be a good approximation
for low temperatures (and not too large U), when there are few excitations. We find up to

quadratic order

H=V (;ms + Zni) +VV (—u\/n?+ Un2/2> (5}:0 + éKZO) + (1.21)

o nsU I o o .
+ Z (ex — ) c}cK + ST Z (cKc_K + C}(C]LK + 4c}cK) +0 (c3) (1.22)
K K

We have still to determine ng. This can be done in two equivalent ways. One is to minimize
the energy, i.e. the first term in H, —uns+ %ng taking into account that we defined ng > 0.
The second one is to eliminate the prefactor —u,/ns + U ni/ ? of the term linear in ¢ and &
which ensures that <\il> = 0. Why are these two conditions equivalent? At the minimum
the first derivative vanishes and therefore the first term in the Taylor expansion.

ng=0 for u<O0

U
minimize — png + —ng for ng>0 =
2 ns=f forp>0

We therefore obtain for <1/1T> = ,/ns the result shown in the figure.

CON

Sl=

= BEC for 4 >0
spontaneous symmetry breaking

v

As all linear terms cancel, the Hamiltonian take the approximate form

H o~ const. + > |(ex + Uny ) (eon + & geeie) +Uny (el + x|
K>0

Our next goal is to bring this quadratic Hamiltonian into a simple form Ekb};bk with
suitably chosen bosonic operators b}{ and bx. Here we employ the so-called Bogoliubov

transformation starting from

5}( = uKb}( +vkb_k; Ck =ukgbk + ”KbiK

with: v g =ug, v_g =vg, €E€R

We will choose the unknow prefactors ux and vg to reach two goals: (i) b];( and bg have

to fulfill bosonic commutation relations and (ii) the Hamiltonian should take the simple
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form Y, Exbl by..

Starting fI‘OHl the ﬁI‘St COHditiOH
K Oper KK > bk, br/] s O

we calculate the known commutation relations

O K" = [51(', 5}(} = [UK’bK’ + UK’bT_KuUKb}( + UKILK}

= UK'UK [b}p,bk] + VKUK [bJ[_K,,b}(]
+ VK'VK [bT_K,, b_K] + UK'VK [bK/, b_K]

= u%((SIQK’ — Ug(éK,K’ = 5K,K’

= u%(—vﬁzl

Using that cosh? z — sinh? 2 = 1 we can therefore use the following parametrization

ug = cosh(pr) , vk =sinh(pg)

or, equivalently,

1 a
UK = —F—— , Vg = ~ K With: ax = tanh(yk)

2 2
1—aj 1—aj

The inverse transformation is given by

bz = UKEJ% — ’UKE_K

(i.e., by reversing the ‘angle’, o — —pk). We will now express H in terms of the new

operators. First we calculate the two combination of operators which enter in H
dhetn + el i = (ke + k) (vbre + 0 bk ) + 2uncor (bl e + bicb-x)
5}(511( + CrC_Kg = 2UKVEK (bkb[( + bT_Kb_K) + (u%( + U%() (b}(bT_K + be—K)

Using this result, we obtain for H

— H = const. + Z [(GK +Ung) (u%( + v%() + UnSZUKUK] <bka + bT_Kb,K)
K>0

+ Z [(ex + Uny) 2ugvi + Uny (uy + vi)] (bkbiK + be_K)
K>0

The terms in the first line have the desired form but we want to get rid of the terms in the
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second line by the right choice of ay. This leads to the condition

1
T2 [(eK + Uns) 2ak 4+ Ung (1 +a%()] =0
— 0k

2
= aK:_<(;[; +1>+\/<U€§ +1> 1

Using this result we find

H = const. + ZEKbJ}{bK
K

hlklc  for ex < 2Uns

with: FEx = \/eK (ex +2Un,) =

2
€K = (ZZ)L for ex > 2Ung
with: ¢= Uns
m
Ex
: k
cm

Energy of the excitations in a BEC as a function of momentum.

For h|k| < em the dispersion (i.e. the energy-momentum relation) is linear

Ex ~ch|K]| for K — 0

while for large momenta the old quadratic dispersion still describes the excitations. This

is an important result. A more careful analysis shows that the new excitations are weakly

interacting. While our formula is quantitatively correct only for small U, qualitatively the

results holds even for strongly interacting bosons: only the value of the speed c¢ is modified.

We have found that the excitations of the BEC are described by a new type of particles,

the Bogoliubov quasi particles created by bL and characterized by a linear dispersion. They

describe the collective behavior of the original bosons (with quadratic dispersion) but have

otherwise little to do with them. That interacting systems can lead to new types of quasi

particles with new properties and, sometimes, new quantum numbers is a deep result at
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the center of modern physics. Also the so-called elementary particles (electrons, quarks,
photons,...) are probably “only” quasi particles of some other, not yet identified theory
(one candidate is string theory).

The Bogoliubov quasi particles are an example of a so-called “Goldstone mode”. The most
important property of a Goldstone mode is that its energy vanishes in the limit of zero
momentum limg_ .o Fx = 0, a consequence of the so-called “Goldstone theorem” which
states that such a mode exists in all systems with local interactions where a continuous
symmetry (a symmetry described by a continuous real variable — the phase in our example)
is spontaneously broken. While we will not give a formal derivation of the Goldstone
theorem, the main argument is simple and takes in our case the following form: The phase
¢o of (¥) describing the groundstate (see, e.g., Eq. (1.15)) is arbitrary. Changing this phase
uniformly does therefore not cost any energy. The k = 0 Goldstone mode is precisely this
mode.

Let us check this claim. An infinitesimal change d¢ of the phase of the wave function is

described by
U — Ve U (1+idp) =V +06¥  with 60 =¥ 5 (1.24)

In the limit K — 0 we have ag_,0 = —1 + O (|K|) and therefore the change of the k =0
mode is limg_ 6}( x <b$ —bo ). It is therefore purely imaginary fully consistent with
(1.24) as we have chosen (¥) to be real.

Another important example for a spontaneously broken symmetry is a solid: due to the
periodic arrangement of atoms translation invariance is broken. The corresponding Gold-
stone modes are the phonons which also have an energy linear in momentum. Similarly, in
a ferromagnet the spin-rotation symmetry is spontaneously broken (ignoring spin-orbit in-
teractions and dipolar interactions here). In this case, the corresponding Goldstone mode,

the spin waves, have a quadratic dispersion, Ej, o< k2.

1.5.3 Superfluidity

The linear energy-momentum relation, Eq. (3.1) has a profound consequence: it leads to
superfluidity. Superfluids can flow without any friction.

To make this surprising fact, first observed in superfluid *He, plausible we consider a
thought experiment, where we investigated whether a particle moving through the super-
fluid will have any friction: A test particle with mass M moves with velocity v = ‘%
through a superfluid. We will investigate whether a process exist which can slow down the
test particle by exciting a quasi-particle in the condensate with momentum ¢ and energy

E, = c|q]. After the collision the test particle has momentum p — ¢ and therefore energy

L 2
conservation implies % = % + ¢|q] and therefore we obtain
P S 0’ _2G—¢* _ 57 _ Ipllal cos(e) _ ol (1.25)
2M 2M 2M M M - '
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As this equation has no solution for v < ¢ it implies that a test particle with v < ¢ can not
be slowed down by absorbing emitting a quasiparticle when moving through the superfluid.
One can show (using that Ej is a convex function) that the same argument remains true
for many-particle scattering. We conclude that the test particle experiences no friction as
long as its velocity is smaller than a critical velocity v..*

Instead of considering the flow of a test particle, we can, equivalently, go to a frame of
reference where the test particle is at rest while the superfluid moves. We therefore conclude
that the superfluid itself will flow without friction as long as it is slower than v.. If one
therefore cools down a rotating liquid below the transition to a superfluid, it will continue
to rotate without friction practically forever.

Note that superfluidity resulted from the repulsive interaction of the bosons as c¢ is pro-
portional to VU.

In conclusion, the example of superfluidity has shown how powerful the language of second
quantization is to describe complex phenomena involving an arbitrarily large number of
particles. We were able to identify a new set of quasi particles and obtained that super-
fluidity becomes possible due to a special conspiracy of a large number of particles which

can move flow collectively without any friction.

4From our argument, we obtain v. = ¢. This does, however, take not into account that also super-
conducting whirls, so-called vortices, can be emitted which can lead to a somewhat smaller critical
velocity.
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2 Quantization of Light

The history of quantum mechanics started with the description of light. When Planck tried
to understand the radiation from a black body as a function of temperature, he introduced
in 1900 for the first time Planck’s constant. In 1905 Einstein explained the photoelectric
effect by postulating that light consists of discretized objects — the photons. Also the
quantum properties of atoms were discovered by investigating how they absorb and emit
light. Quantum electro dynamics, QED, the quantum theory of light and its coupling
to matter became later arguably the most successful and most precisely tested theory in
physics. It describes almost all phenomena around us with the exception of gravity and
effects like like radioactivity involving nuclear forces.

As the quantum theory of light has also to describe how photons are generated and de-

stroyed, it is naturally formulated in the language of second quantization.

2.1 Quantization in Coulomb gauge

Our starting point is the classical theory of electrodynamics, the Maxwell equations. In

Gauss units they take the form

E = 4 B--="=23
AV TP V x T cj
q 10B
VB = 0 VxE+-—=0 2.1
% +c@t )

where p is the charge density and j the current density.
The two equations in the second line are solved by introducing the scalar potential ®
and the vector potential A', which plays an important role in the quantum mechanical

description of electromagnetic phenomena. They are defined by

, O, . 194
B=VxA E:—Vq)——a—
c Ot
These two equations do not fix A and ® uniquely. The are only defined up to a gauge
transformation
10 - PO
> d—-—p ;Ao A+ Vp
c Ot
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which leaves E and B invariant (check this!). Here o(7,t) is an arbitrary function. In
classical electrodynamics the introduction of the vector potential appears as a mathemat-
ical trick and gauge invariance seems to be just an extra complication. In the context of
quantum mechanics and quantum field theory, however, gauge invariance turns out to be
a central phenomenon as we will discuss later in some detail.

For the moment, however, the gauge invariance complicates somehow the formulation of
a quantum theory of light and, indeed, quantization in the presence of gauge invariance
can be complicated due to “unphysical” gauge degrees of freedom. We will avoid these

complications by using only one specific gauge by adding one more equation to determine

—

A
Coulomb gauge: VA=0

This has two main disadvantages: the Coulomb gauge is not Lorentz invariant and we lost
gauge invariance, i.e. the freedom to switch from one gauge to the next. But there are
also two advantages: we do not have to worry about changes of the vector potential which
describe only changes of the gauge but have no physical consequences and, second, the
Coulomb interaction becomes simple.

To see this, we study the first Maxwell equation

. - 10 = -
VE=-V*® - ngA = dnp
c Ot
N———

=0 choice of gauge

This is solved directly by

® (7, t):/pff’ Y az
|7 — 7
The potential ® is in this gauge therefore exactly fixed by the charge and no further
quantization is required for this field. All effects of photons and the quantum nature of
the electric field will be described by A instead.
To simplify the problem, we will now consider free space in the absence of charges and

currents, p = 0, f: 0. Therefore also ® vanishes and we obtain

0B _ _19°4
ot ¢ ot?

wg:ﬁx(vxg): ﬁ(ﬁﬁ) V24,

=0 choice of gauge

Therefore the second of Maxwell’s equation takes the simple form

As the solutions of this wave equation are just plane waves, it is useful to expand A in
plane waves, while taking into account the gauge condition VA=0

In these variables the vector potential has the form
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A1) = =Y ekeq ) ;

VA = 0= K -Ax =0

The last equation is implemented by defining two i
unit vectors perpendicular to K, ¢z, L €z, L K, 1
K, e, A| = 1 and, furthermore, é o, = éz ,.

Later we will see that €,/ describes two polariza-

tion directions of light. As A 7 1s perpendicular to K, -+ K

we can write it in the form AR = €éK1 %, +€K9 Az o
where ¢z | and g , are some complex coefficients.
) k]

e é}?,,\ qi?,x(t)

K =12

From the condition A (Z,t) = A* (7, t) follows ¢z | = q} A From the equation of motion

OA = 0, we obtain the frequency wg describing the oscillations of the two modes
q.K7)\+(kC)2 QK,A:O = wK:c]K|

It is instructive to rewrite also the energy in terms of the variables ¢z ; and gz ,. In our

units the energy is given by E = 8% J (EQ + EQ) d3z. Using

L 104 - =

E= BT €K1 €k 2 =0, (K X éK,/\> (K X éK,A’) = oK’
c

| o e

BZVXA:W Z Z(KX€K7>\> 62quK,>\

K, =12

one can rewrite the electromagnetic energy in the vacuum

1 i AG- K|c)?
15 dkad-xa | (Klo)

2 4A7c? 4A7c?
K, A

E =

dK N G—K, ) (2.2)

with g, x -k, » = lax,AI> = Re qx,2)° + (Im gk, 2)°.

What we have achieved is a classical description of the electromagnetic waves in vacuum
using for each momentum two relevant degrees of freedom ¢ , and ¢ , describing oscil-
lations int the two polarization directions of electromagnetic v;faves give;n by éx,1 and éy 1,
respectively.

Now we will quantize this classical theory. Here it is useful to realize that Eq. (2.2) looks
almost like the energy of a harmonic oscillator. Luckily, we already know how to write

a harmonic oscillator in terms of operators which have exactly the properties of creation
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and annihilation operators. The classical energy of an harmonic oscillator can be written

as F = me + mw 22, the corresponding Hamiltonian written in terms of new variales

xzy/%(a—i—cﬂ), p:i\/hz(A)(aT—a)

{a, aT]:1<:> [w,p]:%[a—i-cﬁ, aT—a]:ﬂ(l—l-l):iﬁ (2.3)

2

a’ and a with

has the form H = hw (aTa + %)

We will use precisely this construction in the following. By comparing (2.2) to E =

%mx +5 1mw?a2, the energy of the harmonic oscillator, we can identify for each fixed K

m= w=|Kl|e=wk

A’

In close analogy to the harmonic oscillator we therefore define

h47T02 T
g\ = QC’K‘ ( + a_g )\) (2.4)

such that ¢_x ) = q}( y- We postulate canonical commutation relations for the new oper-

ators and get

—‘ _, 27Th02 GK A _ 2
(@) / Z \/C|_K ( iK% ;/\+6+sz “1?,,\) (2.5)

with: [GI‘(‘,A, aTI_(",)\’i| = 5)\)\/ (5[{7 K/’ |:(],T’ aT:| = [a, 0,] =0

Thus we have quantized light. The new operator a% N creates a photon with momentum

)

hK and polarisation é 2 R

As all formulas are the same as for the harmonic oscillator we obtain for the Hamiltonian

1
in vacuum: Hphoton = Zth ( NI S% 2) with: wg = |K|c (2.6)

As a side remark, we note that the factor 1/2 in the energy (2.6) would imply that the
vacuum itself has an enormous energy density. While adding a constant to the energy
has no effects within quantum electrodynamics, we know from general relativity, that it
leads to a curvature of space. As this is not observed, the factor 1/2 is either unphysical
or cancelled with extremely high precision by another term. At least partially such a
cancellation is reached in extensions of the standard model of particle physics which are

based on “supersymmetry” — a postulated symmetry of bosons and fermions. Here each
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This already explains the basic observation of the
photoelectric effect (Einstein 1905). As the count-

ing operator al, light e

/\aK , is always an integer, the
energy of light of a given wavelength A\ = 27 /K
is quantized in “chunks” of energy h|K|c. There-
fore a minimal value of K is required to kick out
an electron of a solid. The total energy current
of light of a given wavelength determines only the
photon density, not the energy of a given pho-
ton. It therefore determines the number of emit-
ted electrons but not their energy. All this cannot
be understood in terms of a classical description

of light.

boson is accompanied by a new — not yet discovered — particle which is a fermion. The
partner of the photon, for example, is called ,photino”“. These fermions come with a
contribution to the energy of —%th per mode, therefore helping to solve this problem.
One main goal of the LHC at Cern is to search for signatures of supersymmetry — up to
now with no success.

It is now easy to construct also the Hilbert space of photons. We just postulate the

existence of a vacuum |0) state with ag,  |0) = 0. The we build the Fock-space by applying

T
ag y-

In vacuum, the Heisenberg equations of motion take the form

9 i i P
zhaa[( \= |:CLK’)\, thaKy)\aK,A = hwg ay ) in vacuum

solved by

a}{)\(t) = WKt ak 1 (0)

)

In the Heisenberg picture the time dependent electric and magnetic fields in vacuum can

now easily be obtained from the formula for the vector potential (2.5)

2mhc? iK x é - e
R )

only in the absence of matter: (2.7)
E(F7 t) = EJ. (7:; t)

—

10A 2 i KT
= -5 =4/Z= i Z i c|K| GK)\( aK,\(t)—e_lKra}(,A(t))

The formula for E is only valid in the absence of matter for two reasons. First, in the pres-

ence of charges there is an extra contribution E=-Va® and, second, the time dependence
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of the the operators is modified by interactions and one has to compute E = E+V®
from [/_f: —% [/_f, H”

At equal times, we obtain for the commutators of electric and magnetic field

[Ei(r), E;(r")] = [Bi(r), B;(')] =0
[Es(7), B;(7)] =i 4mhe eijk%&” (7 —7)

This implies an uncertainity relation for ¥ and B fields: they can in principle not be
measured simultaneously.
2.2 Coherent states and classical electromagnetic fields

After we have found the quantum description of fields, we will now consider again the
classical limit. More precisely, we ask for which quantum states one obtains the classical

fields as expectation values of the quantum operators, EC = <E> As the electromagnetic

fields E and B always change the photon number by + one photons, their expectation
value (0| E |U) = (U] B|¥) = 0 vanishes for each wave function |¥) with fized number of
photons and therefore for each basis state of our Fock space.

In vacuum a classical electromagnetic wave has the form
Ec(x, t) = Eo sin (Kof — th) Bc(x, t) = EO sin (Kof — th)

with wg = C|K0|, EO = iKo X EO and Ey, By L K.
Comparing this with the formula (2.7) for the operator, we see that this can only be

achieved for
(ak, A) = 0K, Ko Oa N ae?\VV,  a, v €R
<a}<’/\> = 0K, Ko O o ae ¥V
With this one finds
<E(r, t)> = \/Wc\k()\élgo,% 2arsin (ng'— wot — <p)
<§(r, t)> \/mﬁo X él?o,/\o 2a sin (EOF— wot — gp)

We obtained previously states with a finite expectation value of a creation operator: Bose

Einstein condensates. A classical plane indeed shares some similarities with a BEC: the
analogy works best when a laser is used as a light source. There are, however, two main
differences: the electromagnetic plane wave is not a state in thermal equilibrium and it is

not a superfluid.
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Eigenstates of the annihilation operator, so called coherent states have the desired prop-
erty .

coherent state = eigenstate of a Roo
As we discuss also in the problem sets of this lecture, the equation ag,, z, |¥) = Z |¥) with
Z =+VVae? e C is solved by
|¥) =c¢ exp(zaj{o,%) |0)

Here we just check this result

ae™™ |0) = az %7: (aT)n |0) = Z %Tn (aT)n_l |0)
S h (aT)"fl 0) = z e |0)

where we used that

() = (4 ) = ) o) o)
e (aj)"’l n (aT)"a

The importance of coherent states arises as they describe best classical states of matter.
As such they can also be used to describe a particle in a simple harmonic oscillator. They

are also the starting point for describing a BEC or a laser.

2.3 Interactions of photons & matter

2.3.1 Hamiltonian

To describe the coupling of the electromagnetic waves to matter, we use that for the chosen
Coulomb gauge the only new aspect is that the vector potential is now written in terms
of photon creation and annihilation operators. The electric potential, in contrast, and
therefore the interaction energies of ions and electrons are not modified for this gauge
choice.! We can therefore just use the previously obtained Hamiltonian (1.11) and replace
vector potential and magnetic field by the quantized operators. The total Hamiltonian is

then given by

H = thoton + Hmatter [A'] with: thoton = Z thaJ}Q AOK, A (28)

This Hamiltonian describes accurately all relevant properties of light bulbs, solar cells, the

human eye?, the laser at the supermarket and many more things.

!For other gauge choices the Coulomb interaction is described by the virtual exchange of photons.
2The motion of nuclei needed for description of most biological processes, which is missing in (1.11), can
easily be added.
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In the following, we will focus on a simple but important example: the coupling of light to a
single atom. As most of the readers are probably still more familiar with 1st instead of 2nd
quantization, we describe for this example the electrons is the language of first quantization.
This implies that for an atom with N electrons we introduce N coordiates rq, 2, ... , 7y
and N spin operators 5"1, 52, ,§ ~. The light, however, has to be described in second
quantization. The total Hilbert space is given by H = Fphotons @ Hatom

— ~——

Fock-space N —electrons

Using this mixed 1st/2nd quantization language, the Hamiltonian is given by

—
—

bi — E (ri

2m

)
+V (7}) — 2upB (7}) S;

H = th\K]aKAaK)\—i—Z(

It is worthwhile to consider the mathematical structure of, A(7;) and B(7;). They are
operators acting on the photon Fock space Fphotons as they are expressed in terms of
creation and annihilation operators, Eqs. (2.5) and (2.7). The coordinate r; is, however,
an operator acting on the atomic Hilbert space Hatom. Therefore this operator connects
the two parts of H.

2.3.2 Absorption & Emission in perturbation theory

In practically all cases (exceptions are strong lasers or atoms in extremely good cavities
made from almost perfect mirrors) the coupling of atoms to light can be described by
perturbation theory. The reason for this is (as we will also see in our chapter on relativistic
quantum theory) that the parameter describing the strongth of the coupling of light and

matter, the fine-structure constant a = e?/(hc) turns out to be very small

2

e 1
o= e ~ 0.00729735256 ~ a7 <1 (2.9)

We therefore split the Hamiltonian in a large part Hy and a small correction H'

H=Hy+ H
small
HOZthoton+Hmatter (/T:O> y H,:H{+H5+H§

2

N
e - - 2
B Py § =3 (A )
— cm P ch 5B (). 3 2m 2 ()

7

where we used for H/ that in the Coulomb gauge, VA = 0, one has p;A(r;) = A(r;)p; as
pi = —ihV,,.

In the following we will focus our discussion on one-photon processes where a single
photon is either emitted or absorbed. To formulate perturbation theory, we first need the

eigenstates of Hy which we denote as
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o)y =] p . MK )
SN~~~ —~—

quantum number occupation of
of atom photon mode

Hola) = Eqla)  with By = E  +hc|K|ng x
~—

energy of
atomic state

For our discussion of one-photon processes only a single photon mode is important, there-
fore a single integer describes the last argument of |«) in the following.

In leading order perturbation theory, we will use an important result, derived and discussed
in all quantum mechanics text books in the chapter on time-dependent perturbation theory.
“Fermi’s golden rule” states that the transition rate from a quantum state |a) to the state

|a’) due to the perturbation H' is given by
27 2
Tt = = |(o/| H' |a)|" 6 (Ea — E,) (2.10)

where for single-photon processes we consider only |a) = |i, ng, ) in combination with
o) = |4t mgg » £ 1).
As we need the matrix element (/| H' |a), we evaluate it for H' = H{ + H, + H}. The

first contribution arises from

2mhc? 1
(o Hilo) == Y [T <u', Mg as

K12 €™ c|K]|

—iK7 1
(& ZaK,)\—i_“'

EK, \Di (

L4t CLK,)\) ‘.Ua nK,A>

e 2mwhe Fe(l)1 /i, x+ 1 emission

cm || VIK| Fél)1 /UK, A absorption

N
1 ~ - KT
FO = (4] 32 éro et
=1

,u> atomic matrix element

In analogy, the second contribution is given by

F— ie [2mwhc Fe(2)1 /ni x+1 emission
<a ‘Hz a) = | :

cm || VIK P /UK A absorption

FO = (u

As we consider only processes where one photon is absorbed or emitted, there is not

u> (2.11)

N
1 B
= 3 e (hK X 51-) i
=1

contribution from H} oc A2 oc afal + a'a + aa.

Combining both contributions we obtain
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(2.12)

K, absorption

When there was not photon in the initial state, ng, y = 0, obviously an absorption process,
where the energy of the electron rises, is not possible. An excited state can, however,
decay by emitting one photon, thus lowering its energy. This is far from obvious: in clas-
sical physics, a transition from one stationary state to another would not be possible in
the absence of some external stimulation by light. Spontaneous emission, i.e. emis-
sion starting from ng y» = 0, becomes possible only due to quantum fluctuations. The
groundstate of an atom is its only stable state: for an atom in vacuum all excited states
ultimatively decay.

The absorption rate of a single atom is in perturbation theory proportional to the number
of photons consistent with the observation, e.g., in the context of the photoelectric effect.
Remarkably, also the emission rate increases when more photons are present in a given
mode. This phenomenon, called stimulated emission, is the working principle behind a
laser. Excited atoms tend to emit more and more photons into a given mode of a cavity if

this mode is already occupied. This results in intensive single-mode laser light.

2.3.3 Decay rate of excited atoms

Absorption and emission of light atoms and molecules can be measured in various ways.
Most importantly, one can measure the absorption or emission spectrum. The emission
spectrum is measured by first exciting atoms (e.g., by heating up a gas or shining light on
it) and then measuring the energy of emitted photons. One usually observes sharp peaks
in the spectrum. The position of the peak is determined by the energy difference El‘j‘ - E;:‘,.
If at time ¢ = 0 a large number Ny of atoms is excited, the number of excited atoms in
state p will decay exponentially, N, (t) ~ Noe Tut where the total decay rate is obtained

by summing over all possible final states

r, = Z Torer

with initial state |a) = |u,0). One of the goals of this chapter will be to calculate the

decay rate. Such decay rates also determine the line width observed in the spectrum.
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One can also use a photo detector to record the
number of photons which have been emitted in a ’

certain direction. An (idealized) photon detector

photo-detector

. . with polarisation analyser
counts all photons of a given energy and polariza- AQ

solid angle

tion emitted into a given solid angle, see figure. covered

To calculate the signal in the detector, we need to add up all processes which emit photons
with polarization A into a given solid angle AQ. To do this, we use polar coordinates for

the wave vector k of the emitted photon. We define

dL  au / k2dk
— Ry | — Ty
dQy,

This is the decay rate per solid angle of the atomic level u to the level i/ by emitting a
for photon with polarization A into a given direction k. The initial state is an atom in
w )\E> the atom

is in state p’ and a photon wavevector k = kk and polarization A\. The total decay rate

state p without any extra photons, |a) = |, 0). In the final state |o/) =

can be obtained by simply summing over all angles, all possible final states y/ and the two

dr
te = / DL
uHA

where we used that ) ;... = v fd3£... =V/ (k;ﬂ‘_i)’% J

polarization directions

(2m)?
angles

From Eq. (2.12) we therefore obtain

O _ i p@ ’2

(& €

5 (helk| - (B — Ej))

dl'yy ap :V/ k2dk _/ k2dk e* 2m 2mhe

Sy, em? Y ) @nFPm2E n k]

With the help of the § function, the k integral is easily evaluated

1 @2
Cwpu _ K€ | _Z-F(2>‘2 _ ame pk [Fe ke ‘ (2.13)
dQr  2mhc2m?2 | ¢ 1 2 h me (me)? '
1
with k= — (B - Ejy) >0 (2.14)

Note that we have expressed the result in terms of the relativistic rest energy mc? of the
electron and the fine structure constant o = %z, see Eq. (2.9). In general, it is useful to

use consistently relativistic units

energy mc?, momentum mec, length "iw, time %

which are then multiplied by powers of a ~ 1/137.

For example, one obtains for Bohr’s radius ap = %é and for the binding energy of the
electron in a hydrogen atom 1 Rydberg = ch%Z. Therefore the typical velocity of an
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electron in a hydrogen atom is v ~ ac < ¢, a fact which will be come important when we
develop later a relativistic quantum theory.

These qualitative considerations are also very useful when computing the matrix elements
Fe(l) and FéQ). The first was defined as

-

To estimate the size of the factor l;m, we can use that the emitted light has an energy of

the order of a®mc? and therefore the typical size of k is of the order of a®?mc. The typical

fL 1

size of r; is given by Bohr’s radius and therefore k7; is of the order of o only. In other

words, the wavelength of light is much larger than the atomic radius because « is so small.

We can therefore just use a Taylor expansion in k when computing F! or F2. To leading
order in powers of o we approximate

F ey < > O (a))

Using that [r;, Ho] = {n, f?ﬂ = ih% one can rewrite

(W prp) = — <u 7 Hy — Hor| ) = — (Ef E) (! |75 1)

(1)

Therefore the matrix element Fp ™’ is determined to leading order in « by the dipole

operator i = Z,fil T

Y = imelk| - égy (4 17 1)

3

dSdy, 2w 2

The corresponding radiation is named electrical dipole radiation. It has the typical
angular distribution known from a dipole antenna in classical physics oriented in the direc-
tion of (i’ |7] u). Note that the matrix element (i |7] p) is finite only when certain selection
rules are fulfilled, Al = +1, Am =0,+1, Ao = 0.

To calculate the total decay rate for dipole radiation, we use Z)\ e’;\ei)\ = 0;; — k; 3
fko = 41 and fko k; k = 5ZJ 3 - Therefore we obtain fko Do ek)\ek)\ = 05 (47T - 47) =
6Z-j%” and

—

dipol 4o WS Ef—FE4
i =3 =W M p)* with wa, =L >0 (216)
ul
To obtain an order—of—magnitude estimate of the decay rate, we use that w,/,, a? and a

typical value for 7 is r ~ apg o< =. Therefore
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Figure 2.1: Intrinsic linewidth of the D3/ — Py /5 dipole transition in a Ca™ ion taken
from C. Hempel et al., Nature Photonics 7, 630 (2013). The linewidth of about
38 MHz is about a factor of 1.1 x 1077 ~ 0.3a? smaller than the frequency
of the emitted light, consistent with the estimate (2.17). To avoid broadening
effects from collisions and the motion of atoms, such precision measurements
can be performed on single atoms captured in the harmonic potential of a Paul
trap.

mc? Ef} —E}  mc?
FtotNTaE’ <+ 5 £~ 3 o? (2.17)

The decay rate is smaller by the factor o than the energy of the emitted light, see Fig. (2.1).
The finite decay rate also influences the energy distribution of the emitted photons. As
Im { [ e (BY = B3 ) o~ T* it gy | — (WAE)QJFFQ, the energy distribution measured by an-
alyzing the emitted light by a spectromheter has the form of a Lorentz distribution, see
Fig. (2.1). Due to the tiny total decay rate, one obtains extremely sharp Lorentzian peaks
when the emission spectra of atoms are measured. Note, however, that we have calculated
the photon emission only for a single atom at rest. In real experiments, the line width
is further broadened by several mechanisms. When atoms move in the diluted gas, they
have different velocities, some moving towards, some away from the observer. Due to the
Doppler effect (a shift of the frequency due to this velocity), the spectrum obtains an ex-
tra broadening. Also collisions of atoms can lead to a decay of the excited state without
emitting photons (a non-radiative decay) which also contributes to a broadening of the
spectral lines.

The small decay rate also proves that our approach to use perturbation theory only is valid.
This is also the reason that higher powers of EFZ which lead, e.g., to electric quadrupole
or magnetic dipole radiation can typically be ignored as they are suppressed by factors
of o if a dipole transition is possible. They have, however, to be considered if all dipole
transitions are forbidden by selection rules.

Also the contribution from Fe(2), defined in Eq. (2.11), is small. Here one has to calculate

the matrix elements of the spin operator, I' ~ ak? | {1/ |7| 1)]?. Here it is important to take
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spin-orbit coupling into account (discussed later), which leads to an energy splitting of
states with different spin of the order of E;? — E;:‘, ~ a*mec?. As k therefore is of order a?,
the total decay rate is of the order of I' ~ a3 and therefore a factor o reduced compared
to the frequency of the emitted light.

The fact that some excited states decay extremely slowly is the basis for the extreme
precision of atomic clocks. Relative accuracies of up to 10715 can be reached with atomic
clocks. Therefore the second is nowadays defined by the duration of 9,192,631,770 periods
of the radiation corresponding to the transition between the two hyperfine levels of the

ground state of the Caesium 133 atom.

2.4 Cavity QED and Rabi oscillator

In modern physics, the manipulation of quantum states plays a more and more important
role. In this area quantum optics is probably the most advanced field. Powerful exper-
imental techniques have been developed to manipulate with light the quantum states of
atoms. One can cool atoms down to the microkelvin regime, capture single atoms or can
control the quantum state of the electrons and the nuclear spin. Similarly, one can use
interactions with matter to manipulate the quantum states of photons. This has lead to
a number of important applications — and many more can be expected for the future. An
important example is the atomic clock which is even used to define the second as mentioned
above. Without such high precision clocks, the GPS system would, for example, not work.
Quantum states of light are used for quantum encryption which allows to send messages
which by the laws of physics cannot be eavesdropped without being detected. Other in-
teresting areas include research on quantum simulators and future quantum computers.
As cavities, i.e., the standing waves of light between two mirrors play an important role
in most experiments where one manipulates the quantum states of light by coupling it to
matter, the field is called “cavity quantum electrodynamics” or, shorter, cavity QED.

The 2012 Nobel Prize in Physics was awarded to Serge Haroche and David J. Wineland for
ground-breaking experimental methods that enable measuring and manipulation of individ-
ual quantum systems. This chapter is mainly motivated by a famous paper® by Haroche
and coworkers on Quantum Rabi Oscillation: A Direct Test of Field Quantization in a
Cavity from 1996 which describes the probably most simple setup where quantized light is
coupled to the internal states of an atom.

An atom in an excited Rydberg state flies through a cavity where a standing electromag-
netic wave can form between two almost perfect superconducting mirrors (a photon can be
reflected Q = 108 times before it gets lost), see Fig. 2.2. In the experiment the transition
between two highly excited states (so-called Rydberg states) of a Rb atom with quantum
number n = 50 and n = 51 has been used. The energy difference AE = h - 51.1GHz can

3M. Brune, F. Schmidt-Kaler, A. Maali, J. Dreyer, E. Hagley, J. M. Raimond, and S. Haroche, Phys.
Rev. Lett. 76, 1800 (1996)
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Figure 2.2: Schematic setup of the experiment (from M. Brune et al., Phys. Rev. Lett.
76, 1800 (1996)). An atom flies through a cavity formed by two mirrors (C)
along the arrow. The internal state of the atom is measured in D by ionizing
the excited atomic state and the time At between the preparation of the atom
in B and the detection in D is recorded to calculate the velocity of the atom.
From this, the time ¢ spent in the cavity can be determined.

n=>51 _._ .
: [STREC TN absorption

n = 50

Figure 2.3: Due to the smallness of the matrix element, only resonant processes have to be
taken into account, which are the emission of a cavity photon for the transition
from the n = 51 to the n = 50 state of the Rb atom and the absorption during
the reverse transition.

be tuned by an electric field (Stark effect) to match the energy of the photon captured

between the two mirrors. This energy corresponds to a wavelength of A = 5.9 cm, therefore

. . . by
the mirrors have approximately the distance 3.

The Hamiltonian describing the coupling of the internal state of the atom to the photon

mode in the cavity is given by

H= hwyala + Z Enchn + ngm (a + aT> cILcm + h.c.
— the hermitian
dipol transsition conjugate (h.c.)

of level m —n describes the
reverse process.

1 photon mode energy levels
in cavity of the atom

As we have seen, the dipole matrix element which determines the size of gy, ,, is extremely
small. Therefore only resonant processes are relevant, i.e. transitions where |E,,, — E, £hwy|
is also small, |E,, — E, &+ hwo| S |gn,m|. Therefore from all atomic levels, only two will
contribute, see Fig. 2.3. These two relevant internal states, one can describe by a spin
degree of freedom, where 1 () describes the state with higher (lower) energy. As for the

transition from 1 to | energy will be released, a photon has to be emitted. In contrast,
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the process where a photon is absorbed during the transition from 71 to | can safely be
neglected as it is far off-resonance, |Ey — E| + hwo| > [gn,m-

After these (very precise) approximations, one obtains the famous Jaynes-Cummings model

hw _
H = — 0 + hwpala +hg (GTO‘ + act) (2.18)
S—— ——
2 atomic photon energy resomant resonant
ctote e absorption

where hw = FE,, — E,, is the energy difference of the two atomic levels, g = gy s the

corresponding matrix element and Awg the energy of the photon in the cavity. The two

1 0
levels in the atom and their transitions are described just by Pauli matrices, o, = (0 1)

00
for the energy levels, 0~ = (1 O) for the transition from the higher- to the lower energy

state and o = 0 0 for the reverse process.

The Hamiltonian (2.18) can be simplified even more by realizing that from the infinite
number of states |1, n) and |}, n) only pairs of two couple (here n is the number of photons
in the cavity). For example, the state |1, n — 1), an excited atom with n — 1 photons can
only couple to |, n), the deexcited atom with n photons but not to any other state. Using
that

aTO—_ ‘Ta n—= 1> = \/EH/? 7’L> and a0+ |\J/7 n> = \/ﬁ‘Tv n-— 1)

we can therefore write in this subspace

H=h (29 Qg) + Eol (2.19)

5 5 = hw — hwy.

An especially interesting point is obtained directly at resonance, i.e., for

h h
with A = o + hwo(n —1) — <_w + hwo n>

w=w. & A=0
which is considered in the following. In this case the eigenvalues of H are given by E,/, =

1
Ey £ \/ng with eigenvectors |s/a, n) = % » ) = % (T, n=1) £}, n)).

As a first example, let us consider an excited atom flying into the cavity. At ¢ = 0 the

initial state is given by [t, n —1). As (1,0) = ((1,1)/v2 + (1,—1)/v/2)/V/?2, the time
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dependent wave function is

(W) = (et [s, n) + e~ Emt |a, n))

Sl

= (cos (Vngt) [, n— 1) —isin (Vngt) ||, n)) e "Fo/"

~—

In the experiment the time is determined by the time the atom flies through the cavity.

- Consider an initial state where the atom is in a superposition of the two states while
there is no photon in the cavity, |¥(0)) = («|t) + 1)) |0). Then after a time
t = m/g the wave function is given by )\Il <§)> =) (5 0) —ia ]1)) The atom is
in its low-energy state while the photon is now in a superposition state. One has
therefore transfered the quantum state from the atom to the photon, a useful element

for any quantum logic.

- Entangled state, i.e. states which cannot be written as the product of two wave
function, are the basis of practically all applications of quantum information theory,
including quantum computing and quantum encryption. Starting from the initial
state |¥(0)) = |1, 0), which is a simple “product state” without any entanglement
of one obtains an entangled state of light and matter by waiting the time 7/(2g)
as ’\If (%)> = % (I, 0) — i |}, 1)) which turns out to be a so-called “Bell pair”, a

maximally entangled state.

One can also use the cavity to measure directly the statistics of the photons in the cavity.

To achieve this, we start from an excited atom and a cavity filled with a certain photon

state [U(0)) = 1) Y. ay,|n) . Our goal is to determine |a,|?, the probability that n
n N

light filling
photons are in the cavity. After the time ¢ the wave function is given by

(W) = o [|t, n)cos (Vn+1gt) +|l,n+1) (=i sin (Vn+ Lgt))] e Fot/h

By measuring whether the atom is after the time t in its | state and by repeating the
experiment over and over again, one can determine P|(t), the probability that the atom is

in this state after the time ¢ with
Pi(t) = Z |, |? sin? (Vn +1gt) (2.20)

A simple Fourier transformation of P|(t) allows to determine the |ay,|?. The corresponding
experiment is shown in Fig. 2.4.

In the experiment, the coherent light of a “maser” (Microwave Amplification by Stimu-
lated Emission of Radiation), the low-frequency brother of a laser (Light Amplification by

Stimulated Emission of Radiation) was used described by the coherent states discussed in
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Figure 2.4: Measurements from M. Brune et al., Phys. Rev. Lett. 76, 1800 (1996) for
coherent light with 4 different intensities (A-D) filling the cavity. Left: P (¢).
Middle: the Fourier transform is peaked at frequencies w = v/n + 1g. From
this one can determine the probabilites |ay,|? that n photons are in the cavity
shown in the right panels.

Sec. 2.2, |z) = 17 gzaf |0) where oy, = % as (af)" |0) = V/n! |0). Therefore we obtain

P_(t)=eFF % (Zn?')n sin (vn +1gt) (2.21)

which is plotted in Fig. (2.5) for z = 20. Clear oscillations are observed at short times,
which decay however, after a few oscillations. Then the signal is constant for a long time
but suddenly the oscillations grow again.

To understand this surprising behavior, we first need to understand the distribution of
photonic states. From a|z) = z|z) we find that the average photon number 7 is 7 =
2

(z]a'a|z) = |z|?. Similiarly, we can calculate the typical size An of the fluctuations of the

photon number

2
(A”)Q = (2| <CLTa — ﬁ) |z) = (z|a’aala — 27 ala + 7 |2)

= (z]dTalaa +aTa —2naTa+n|2) = |2]* + |22 = 2|z  + |2|* = |2 =7

Therefore An = v/n. For large n, the photon distribution is therefore peaked at 7. From
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Figure 2.5: Plot of P|(t) obtained from Eq. (2.21) for z = v/20, i.e., for a cavity occupied
with coherent light and an average photon number of 7 = |z|? = 20. After a
collapse of the oscillating signal after about 2v/n oscillations, a revival of the
signal occurs after about 7 oscillation periods.

Eq. (2.20) we therefore expect pronounced oscillations (so-called “Rabi-oscillations”) of
Py (t) with the frequency w = 2v/ng (the factor of 2 comes from the sin? z = (1—cos 2z)/2).
But as the photon number has a spread around 7, the oscillations will decay as there are
multiple frequencies, @ + Aw = 2v/Aa+vVn = @ - (1 + ﬁ) The oscillating signal does
therefore decay after about v/n oscillations as observed in Fig. 2.5. But why is there a
recovery of the signal? This arises as only discreet frequencies contribute to Eq. (2.21).
For example cos(wit) + cos(wat) will interfere constructively whenever (we — wy)t = 27n,
i.e., first after the time 27/(Jw; — w2). In our example, the difference of two neighboring
frequencies in Eq. (2.21) is given at the peak of the photon distribution function by Aw =
29(v/n + 1—+v/n) ~ %. Therefore the revival is expected after the time 27 /Aw = 2w/ /g
or after about 27 periods. This explains the observation in Fig. (2.21). A little bit of the
revival physics is also seen in Fig. (2.5) but as 7 < 2 in this experiment, this effect is not
very pronounced.

This chapter on cavity QED was supposed to give a first impression on how one can
manipulate the quantum states of light and of atoms and actively control both light and

matter on the quantum level.

95



3 Relativistic Quantum Mechanics

Einstein’s theory of special relativity changed our notion of space and time in a profound
way. The formulation of a relativistic quantum theory was a difficult challenge. A main
reason for that is that the single-particle approach fails in a profound way for relativistic
theories. According to Einstein’s famous formula, E = mc?, particles can be converted
into energy as it occurs when, for example, an electron and a positron annihilate with
each other. Therefore a meaningful formulation of relativistic quantum mechanics is only
possible using the language and concepts of second quantization where one can describe

processes where particles are created and annihilated.

3.1 Special theory of relativity

This section is a brief reminder on some aspects of the theory of special relativity. It
assumes that the reader has seen this before, e.g., in a course on classical electrodynamics.

Special relativity builds on two main principles
- Principle of relativity: all inertial frames are equivalent

- Principle of the invariant speed of light:

¢ is constant and identical in all inertial frames

Therefore a transformation exists from one frame of reference to another one moving with

constant velocity v such that c is constant. These are the so-called Lorentz boosts.

-t ct+ iz
L Ct_>ct/: c

1= () 1= ()

To show that the speed of light is constant, we have to calculate 2'? — (ct')? which indeed

r— 2 = (3.1)

ives 22 — (ct)?.
g

By introducing the notation z# = (mo, xb, 22, mg) = (ct, ) we emphasize that space and

time are treated equivalently. Together they form the 4-dimensional space-time. Defining
1

\/1-p2’

f=2%andy=

C

we can rewrite Eq. (3.1)

2 = v (a:1 + ﬁ:co) g Y = y (900 + Bml) (3.2)

The essential property that the speed of light is constant, leads to a metric in space-time

which is identical in each inertial frame. The distance s of two points z}' and z4 in the

4-dimensional space-time with Azt = z{' — x4 is defined as
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s = (cAt)? — (AZD)? = Guv Azt Ax” = Az, Azt

where we introduce the metric tensor

1 0 0 0
o |0 -1 0 0
v =919 o -1 o0
0 0 0 -1

and defined z,, = g, ,2" = (ct, —Z) using Einstein’s summation convention that one always
sums over double indices. Here Greek letters are typically denote space-time indices, i.e.
the summation is from 0 (the time component) up to 3.

Events in space-time with distance s?> = 0 can be connected by light-rays. For s? > 0, cAt
is larger than the distance in space and therefore the earlier event can influence the later
event. This is not possible for s* < 0, where the distance in space is larger than cAt: As no
signal can travel faster than the speed of light, the two events cannot influence each other.
In this case, the question whether one event is earlier or later than the other depends on
the frame of reference as can directly be seen by computing At using Eq. (3.1).

Lorentz transformations between inertial frames are those transformations which leave s

and therefore the speed of light,c, invariant. They have the form
= A 2"+ aV
shift in space-time
From the condition that s? remains unchanged, s* = g,, Az* Az” = gz Az Az”' | we
obtain that
N AT _ AT —1 _ AT
Guv = gao A A, & g=AgAh & A =gAyg (3.3)

We will later discuss that matrices which fulfilling this condition form a group, the so-called
Lorentz group, O(1,3). We have already discussed one matrix which has the property, the

Lorentz boost in the x-direction:

v By 00
0 0

Af = 507 g o (3.4)
0 0 0 1

We will use a few definitions and useful properties:

- We call all 4-tuples a* which transform like 2# according to a# — A} a”, contravar-

ian 4-vectors and we use an upper Greek index in this case.
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- Similarly, covariant 4-vectors, denoted by lower indices, a, = g,,a” transforms in
the same way as z,, with a, — A" a,. Here one defines with: A}, = g, Ag g"P. Let
us check this result: ), = g,07"" = gua A % = gua A% g5 Ty

ALY

- The combination a*b, = a0 — qb = at guv b” is Lorentz invariant due to our

definition of A.

- We will also need derivatives and define

Ou 9 = (1 4 6) covariant

" 9zr \cot’
ot = 82 = <1§t’ —ﬁ) contravariant
o

Let us check whether 9* transforms indeed like z# and is therefore a contravariant

vector by performing a Lorentz transformation. We get 8% = gig 8%” with gig =

(a9 ') =A

~—~
AT g=ATgA
1=ATgAg

Immediately, a few very useful applications follow.

- The combination 9, 0* = % — V2 = O (the d’ Alembert operator) has to be
invariant under Lorentz-transformations. This implies that equations like 9, 0* ® = 0
will be the same in all inertial frames of reference.

- An important result (which we will not proof) is that the scalar and vector potential
of electromagnetism form together a 4-vectors A* = (¢, ff) The transformation
properties of the electromagnetic fields, E= -V — %% A and B = V x A are more
complicated. In the relativistic context it is useful to combine them into the so-called

field strength tensor

FHY — ghAY — ¥ AP = (3.5)

The 6 independent components of this antisymmetric tensor describe all electromag-
netic field. It can, for example, be used to read off the transformation properties
of the electromagnetic fields. From the transformation rules for 9* and A* we find

directly for any moving coordinate system

1,0
F'RY — A“#, A, FHY

- Also energy and momentum can be combined to a 4-vector:
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m = (g ﬁ) (3.6)

Later we will want to identify (according to the correspondence principle of quantum
mechanics) iA0* with II#. In the coordinate system where a particle is at rest, one has
I1* = (mgc, 0,0,0) where myq is the (rest) mass of the particle. We can immediately
conclude that IL, II* = % (E2 - p262) = const. = m%c2 has to be a constant in any
intertial frame of reference and we obtain the famous energy-momentum relation of

Einstein
E? = (m002)2 + (pe)? (3.7)

- The continuity equation 0,0 + 6; = 0 for any conserved density g can be written

as

0" =0

-,

if we define j# = (cp, 7). As the continuity equation is valid in any coordinate

system, we can conclude that j# has to transform like a contravariant vector.

3.2 Lorentz group

As mentioned above, the set of all Lorentz tranformations A, which leave the distance
measure s invariant form a group called O(1,3). As discussed in Eq. (3.3), the 4x4 matrices

A are defined by the property that they leave the metric tensor g"” invariant

0(1,3) = {A e R4

ATgA:g}

The notation O(1,3) refers to the fact that one entry in g"” is +1, while 3 entries are —1.
It is useful to compare this to the group O(3) = O(3,0) = O(0, 3), the group of rotations,

mirror symmetries and inversion, which leave distances in space (AZ)?, or — equivalently

1 00
—thematrix [0 1 0 invariant.
0 01

The group O(1,3) has three discrete elements. They are (i) the inversion of space, usually
called parity P defined by ¥ — —Z, t — ¢, (ii) time reversal T defined by ¥ — Z,

t — —t, and (iii) PT is the combined transformation of time-reversal and parity. The
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corresponding matrices are therefore given by

1 0 0 0 100 0 1 0 0 0
0 -1 0 0 0 10 0 0 -1 0 0

Ap = Ay =  App =

P 1o o -1 o T 0 010 Fr 0 0 -1 0
00 0 -1 0 00 1 0 0 0 -1

(3.8)
If one considers only the continuous symmetries, i.e. Lorentz boosts, rotations and combi-

nations thereof one obtains the so-called proper Lorentz group SO™(1,3) defined by

SO*(1,3) = {A e R4

ATgA =g, detA =1, AOO>0}

Note that from the equation AT g A = g one can immediately conclude that (detA)2 = 1.
Furthermore from the 00 component of the equation one finds that 1 = A00% Ei:LQ,gAOiz
and therefore A%0? > 1. By multiplying elements of SO (1,3) with Ap, Ay and Apr one
can switch the sign of the determinant and the sign of A% thus obtaining all elements of
0(1,3).

The group of rotations, SO(3), is generated by 3 generators characterized by the commu-
tation relations [Ly,, L] = i€mniLi. For example, rotations around the x,y and z axis are
generated by Lq, Lo, L3 with

0 0 0 -1 0
Li=7]0 0 1 Loy=4i|10 0 O Ly=7]1-1 0
-1 0 10 O 0

A finite rotation is obtained by e?2-i%ili_ For example a rotation around the z axis is
described by

, " cos(p) —sin(p) 0
e#he = fim (1+i% LZ)N =S LS ngg) coste) 0
1

" 0 0

Similarly SO (1,3) can be built up from three generators of rotations .J;, J2, J3 and three
generators of Lorentz boosts denoted by Ki, Ko, K3 for boosts in z, y and z direction.
Here we use a slightly different convention than above and include the factor ¢ in the

definition of the generators. Therefore the rotations are written as e2i=1,2,3 910t with

0 00O

T —
b iLy

o O O
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The generator for a boost in x direction can be obtained by expanding the transformation

matrix for a finite boost (3.4) for small velocities. One finds that the boosts are generated

by the matrices

0100 0 010 0 001
1 0 00 0 00O 0 00O
K1 = K2 = Kz =
0 00O 1 000 0 00O
0 00O 0 00O 1 0 00
1 0 0 O
" 01 00
To check the result, let us calculate e¥%+ = L K* As K2 =
n! 0 000
00 00O

one finds KO = 1, K?* = K2 forn > 1 and K2"*! = K,. Using this, the exponential

series can be summed up to obtain

coshp sinhe 0 0
= " inh he 0 0
efe = %K;‘ = (cosh(p) — 1)K2 + sinh(pK,) + 1 = Sy coshy
o 0 0 10
0 1

0 0

—L . As a check, note

consistent with Eq. (3.4) for sinh(¢) = v and cos(p) = v = 5
. 2
that 1 = cosh?(¢) — sinh?(p) = 1_1/32 - 157 =1

Using the definitions given above, one can easily work out the algebra of the generators

of SO(1, 3) which is given by

Wy il = G ey G il = an i G, G = =g (3.9)

3.3 Klein Gordon Equation

After the Schrodinger equation had been found, an important challenge was to find a rela-
tivistic generalization of this equation. For guessing the form of the Schrodinger equation,
the correspondence principle, £ — ih0; and p — —ihV was a very useful approach.

In relativistic notation this reads

pH = (% ﬁ) — hot = (mc%t, —ﬁﬁ)
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Can we use the correspondence to derive a relativistic version of the Schrédinger equation

starting from E = \/(m062)2 + (pc)2? It is tempting to ‘guess’ the equation 10, P (7, t) =

\/(ch)2 + (—cihﬁy ®(7,t). But this is not a good idea as space and time are treated
very differently and a Taylor expansion in the second term leads to arbitrary high powers
of V.

Instead, one can try to start directly from the squared equation: E? = (m002)2 + (cp)Q.
Using the correspondence principle, one obtains (ihid;)* ® — (moc2)2 ® — (—ihV)*® = 0.

This is the Klein-Gordon Equation:. In relativistic notation it takes the form

2.2
mgc
(c% o+ 7) ®=0 (3.10)
Two versions of the Klein-Gordon equations exist, both with imporant applications: ® can
either be a real or complex field. We will discuss in the following primarily the complex
case.
The solutions of this equation are obviously plane waves
ﬁf — FEt _-Purz”

O(Z,t) = exp(i———) =€ "

- (both sign, positiv & negativ energies)

with ptp, = (moc)Q, or, equivalently, £ = :I:\/W. Interestingly, both signs
of the energy appear to be allowed.

But what is the physical interpretation of this equation? In the case of the Schrédinger
equation the key was to realize that |¥|? can be interpreted as a probability. Does in
this case also exist a quantity which can be interpreted as a probability? An important
property of any probability is that the total probability is conserved and normalized to
1, [|¥|?d3 = 1. A first important step is therefore to ask whether the Klein-Gordon
equation also has a conserved quantity. Does a local quantity ¢ (a conserved density) and
a current ; exist which fulfills a continuity equation ¢ + 6; = 07 In relativistic notation

one defines the 4-vector j* = (cg,j) and the continuity equation has the form

ougt =0

2.2
mgyc

h?

Using that ®* (8,@“ + > o — [(8,@“ + %) @*} ® = 0, we can show directly that

=0
Ouj" = 0 where

gt =ic(P*0"P — (0" D*)D)

describes the conserved density
0P od*
.0 . *
_ —il® — ) A1
= ( <6t) <6t>> 340
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with the associated current density f: ic (@*ﬁfb — (ﬁ@*) CI)). As [ od®r = const., one
can ask the question whether g can be interpreted as a probability density, similar to |¥|?
in the non-relativistic limit. The answer is negative: as g can be negative it cannot be a
probability!

When the Klein-Gordon equation was first found, the interpretation of it had several prop-
erties which at that time seemed to make it completely useless to describe the properties
of nature. First, the natural conserved density p could be both positive and negative and
there was not quantity which could be interpreted as a probability. Second, arbitrarily
large negative energies were allowed which seemed to contradict the stability of matter
and the fact that one cannot generate infinite amounts of energy out of the vacuum. And
finally, the equation was not describing the spin of the electron.

After the formalism of second quantization had been found, the solution to all questions
given above is known: the Klein Gordon equation describes not only positively charged
particles but simultaneously negatively charged antiparticles. The conserved quantity p
thereby is the total charge density which can be positive or negative. The negative energy
solutions describe antiparticles with positive energy (see below). While the Klein-Gordon
equation does not describe the properties of electrons, it is the correct theory for particles
with spin 0. It has many applications and can be used to describe the Higgs particle and
plays, e.g., an important role in the theory of superconductivity.

We will not discuss the Klein-Gordon equation in much detail but just describe briefly how
the theory can be quantized and interpreted. One way to obtain the correct quantization
rules is to rewrite the equation in the Hamiltonian formalism. Then one obtains the
quantized theory by replacing Poisson brackets by commutators following the example that
the Poisson brackets for position and momentum, {z, p} = 1, correspond to [z, p] = if in
the quantum world.

Here we will not follow this route but just give the final result, especially as it turns out to
be very similar to the quantization rules of the vector potential in Coulomb gauge described
in chapter 2.1. This arises as the equation for the vector potential 9,0rA = 0 is up to the
mass term identical to the Klein-Gordon equation.

The most important point is that ® and ®' are not fields but field operators which create

and destroy bosons and their antiparticles. Using the notation K* = (“?K, K ) where we

define wy = +%\/(moc2)2 + (hKc)? always larger than 0, we can identify ®1 with a field

operator
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1 . i _ 8 SR
( ciwkt iKT C}{ + . Wi t+i KT bx ) (312)
= —_— ———
K positiv energy = negative energy =

creation of particle destruction of anti-particle

o
Sy
=
"
3
(]
[\
(S

with besonic commutation relations: [CK, c}(] =0 g’ = [bK, b}(]
b, o] = [bT, c} = [b, 8] = [c, ] [b, CT} =0

Obviously this field operator satisfies the Klein-Gordon equation. CL creates a boson with

momentum k while by destroys a different type of particle which turns out to have opposite
charge: it is the antiparticle. When one replaces in the above equation b by ci one obtains
a quantum field with ®' = & providing a solution for the Klein-Gordon equation for a
real-valued field, which corresponds to a quantum theory where the particle is its own
antiparticle (this is exactly the situation for photons).

The form of the Hamiltonian we can read off from the time dependence of the operators
evident from Eq. (3.12): c}{,(t) = Kt ¢ (0) and by (t) = e Kby (0). This implies that

the Hamiltonian has the form
H = Z hwi (c}{cK + bkb}() + const. (3.13)
K

Note that this implies that both particle and antiparticle have positive energies hwg > 0.
There is no problem with negative energy solutions.
As we will discuss in the problem set accompanying the lecture, the Hamiltonian can be

rewritten as

mo 02

H= / T (2) Ti(2) + (VO (VD) + T2 otq

with II =9, ®
and  [®(Z), I(Z)] = ihd (Z— ')

To obtain the charge of the particles we evaluate p defined in Eq. (3.11) using Eq. (3.12).

Q= /Q(F, t) 37 = i/CI)+8t<I>— (0, D) D37
p=3%/c
. . + —in in t —in —2iwpct
= h Zz (cK o CK —I—bKTWK by + bk oo CKe€ +

Ly 6i(K—K')r:61I<<K/

’in ;
+C}ﬁ EGQZwKt> + h.C.
K

The last two terms cancel after the hermitian conjugate has been added and we find for

the total charge
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Q=h)_ (ckex — bibk) (3.14)
K

Thus c}( creates a particle with momentum K and energy wg (according to Eq. (3.13))
and charge h . That its charge turns out to be ,,i* is only an artifact of our conventions:
obviously one can redefine the () operator by multiplication with a constant. Independent
of the convention is, however, that bTK creates a particle with the same momentum and
energy but the opposite charge: it is the creation operator of the antiparticle.

This chapter gave a brief overview of some of the most essential ideas of relativistic quantum
field theory (which we will discuss in more detail for the Dirac equation, describing electrons
and positrons): relativistic quantum theory can only be interpreted in the context of second
quantization. A remarkable feature is that the presence of antiparticles is enforced by its

mathematical structure.

3.4 Gauge invariance

One of the most successfull concepts in physics is the notion of Gauge invariance: it
describes not only electrodynamics, but also weak and strong interactions in elementary
particle physics. In this context, Gauge invariance is postulated as a fundamental principle
— a root which we will also follow here. But in modern solid state theory, we also know
that in some situations Gauge theories are ‘emergent’” which means that they naturally
arise when one describes the low-energy long-distance properties of some states of matter
which on a microscopic level is not described by a Gauge theory.

In this section we will discuss the coupling of matter to the electromagnetic field using the
Klein-Gordon equation as an example. The arguments used here can equally be applied
to the Schrodinger equation and, in the following chapters, to the Dirac equation.
Probably the single most important postulate of quantum mechanics is that states are
described by complex amplitudes while only their modulus squared — a probability — can
be measured. That implies that multiplying all amplitudes simultaneously by a phase
factor, ¢ has no effect. As the group of multiplication by such phase factors is called
U(1) (the unitary 1 x 1 matrices, one calls this property a global U(1) symmetry.
Surprisingly, it turns out that a much stronger postulate is at the heart of electromagnetism:
physics is invariant when one multiplies wavefunctions or field operators by an arbirary
space- and time-dependent phase factor

d(z) = %@ o(z)
where () is an arbitrary real function of x = a# = (20, 2!, 22 23), i.e. of space and

time!. This is called a gauge transformation.

!Sometimes we use either z* or = to denote the dependence of time and space.
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On first glance, this appears to be a postulate contradicting the basic fact that rel-
ative phases and interference are an imporant part of quantum mechanics. Further-
more, the Schrodinger, Klein-Gordon and Dirac equations are all formulated in terms
of derivatives of fields. Applying a derivative to the transformed field, o (e"“’(x) @(m)) =
e (i (0"p) + 0*) ®(x), one obtains an extra term proportional to 9.
Here the most important insight is that there is an other place in physics, where an unob-
servable function ¢(z) shows up: electromagnetic fields are not modified when one changes
the vector potential by A*(x) — A*(x) + 0*@(x). Within Maxwell’s theory this was just
a result of a simple mathematical trick (see discussion in chapter 2.1). In the context
of quantum mechanics and quantum field theory it became on the deepest observations:
multiplying quantum fields by a phase factor and redefining vector potential is actually
the same and ¢(x) and @(x) are proportional to each other. If one can guarantees that all
derivatives arise in a linear combination with vector potentials, the factors 0"y can cancel
with each other.
When formulating the postulate of gauge invariance , we have to take both transfor-
mations into account

Gauge invariance:

All physical observables are invariant under the gauge transformation
O(z) — exp(i%ap(a:)) O(z) , A¥(z) = AH(x) — 0P p(x) (3.15)

Here q/(hc) is a factor of proportionality relating the two transformations. ¢ can later be
identified with the charge of the particle described by the field ®(x) (which can also be 0
in some cases).
The postulate of Gauge invariance enforces that the Hamiltonian and all observables have
a specific structure: all derivatives of fields have to be accompanied by a vector-potential
term written as

D = 0 4 8 A

This also implies that we can easily ‘guess’ how the coupling electromagnetic field couples
to a give quantum theory: in each term we just replace 0* by D#. This procedure is
called minimal coupling. As the name indicates, other gauge invariant couplings are
also possible in general?® but this is certainly the simplest ‘minimal’ solution

Let us check how a gauge transformation affects the combination D#®.

DHd — (8“ + % (A* — 8“(,0)) (exp(i%«p(m)) <I>>

= exp (Z%(p(l‘)) <6” + % A”) o = exp(i%ap(m)) Dro

2An example are intraband transitions in solids induced by light which cannot be derived from general
principles of gauge invariance without knowledge of the detailed wave functions.
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In an Hamiltonian, the remaining multiplicative phase cancels with the corresponding
phase factor for ®; in the equations of motions it can just be divided out.
Therefore, the Klein-Gordon equation which describes also the coupling to the electromag-

netic field is snnply given by
m2c?

which by construction is gauge invariant. Adding Maxwells equation one can derive that
q is indeed the charge of the particle created by CL in this context.

Up to the factor ¢, the charge of the created particle, the principle of gauge invariance can
be used to fix the coupling of the electromagnetic field to matter! This is an extremely
powerful concept which also works for weak and strong interactions. It is probably fair to
say, that much of our understanding of the world around us and of its quantum properties
comes from this basic principle.

Historically, the importance of the concept of gauge invariance has first been recognized
in the context of general relativity. Therefore also the name gauge invariance (in German

Eichinvarianz) refer to a change of the scale of measurement.

3.5 Dirac equation

As a straightforward interpretation of the Klein-Gordon equation along the lines of the
Schrédinger equation was not possible, Dirac was searching for a relativistic equation
which like the Schrodinger equation is linear in d;. Now assuming that time and space
have to be treated similarly in any relativistic setup, he concluded that the equation should
also be linear in space-derivatives, V.

The lead to the following ansatz for a relativistic version of the Schrédinger equation

ihOy ¥ = (cdp + Bmoc?) ¥ = HpW (3.16)

where p = —ihV. This equation should fulfill the relativistic energy-momentum relation,
E? = (m0c2)2 + (pc)2, with E to be replaced by i20;. To achieve this, one has to take one

more derivative
E*U = 12070 = Hp) U = (cdp + ﬂmocz)2 = ((moc®)? + (pc)®) ©

This leads to the condition

2
- 2 c
(cap+ Bmoc?)” = B2 (moc?)? + D) > (ciaj + ajai)pip; + Y (0B + Boi)pi moc?
= ((moc)? + (pe)?) @

or, equivalently
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B2 =1, (cioy+ajou) =285, (B + o) =0 (3.17)

Obviously, this set of equation does not have any solution for a;;, 5 € C. But Dirac realized
that solutions do exist when «; and 8 are Hermitian matrices.

More convenient than a; and 3 are the so-called y-matrices defined by 7° = 3, 7% = Ba’
with 4 = 1,2,3). From this definition we obtain (7)? = ﬁaiﬂai\://—aiﬁﬁai = —1. All

a;B=—Pa;
conditions from Eq. (3.17) can be combined in the compact equation

{v*, v} =2¢""1 (3.18)

where — as before — we define {A, B} = AB + BA.
The smallest possible matrices which fulfill these equations are 4 x 4 matrices. One can,

for example, choose the following solution

10 0 0

o_fo1 o o :<11 0>’ vzz(o az> 1.8
00 -1 0 0 -1 —0; 0
00

1 —1q 1
with the Pauli matrices o1 = 0 , 09 = 0 — , 03 = 0 .
10 i 0 0 -1

It is also useful to define
0 1
5_ . 0.1.2.3
=3 =
7 YT <]l O>

Note that also other representations are possible. If one redefines v# — M~*M~! with

arbitrary unitary matrices M, physics will not change (only some observables have also to

be redefined).

As the v matrices are 4 x 4 matrices, it is clear that the wave function must have also
Uy (

2(z)

3(z)
Wy(z)

that the components are complex functions, ¥;(z) € C but later we will see that they

x)

S

4 components. It is called a spinor , ¥ = . For the moment we will pretend

S|

are actually field operators. A warning is appropriate in this context: while ¥(z) has 4
compents it is, nevertheless, not a covariant or contravariant 4-vector. The transformation
properties of U are completely different and will be discussed in chapter 3.6.

Now we can rewrite (3.16) by multiplying it with lco to obtain the Dirac equation

(—ihy" 0y + moc)¥ =0 (3.19)
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As discussed in chapter 3.4, the coupling to the electromagnetic field can be obtained

simply by replacing d,, by D, = 9, — £A,, and one obtains

(=ihy*Dy+moe) ¥ =0 < (—ihl) +moc) ¥ =0 (3.20)

where we introduced as a short-hand notation the so-called Feynman slash notation (some-
times also called the Feynman dagger): ¢ = >, 37"a, defines a 4 x 4 matrix.
Historically, it was a goal of Dirac to find an equation where a positive quantity, ¥'¥
can be interpreted as a probability. Later we will see that such an interpretation is not
possible. p = W describes instead the charge density. As this is an important quantity,
we will derive its continuity equation. From the Dirac equation in the form ih0;V = Hp WV
with Hp = ihe@V + fmoc? we obtain by Hermitian conjugation conjugation —ihd, Ul =
(HD\I/)T = —ihe(V; 9N a; + moc? Ut 8. Therefore

p—0lo,v + (a&*) v
1 . |
= = (01° (ihey' V) W 4+ 01 Omoc? W + (ihe (Viw]) 7090 — Wl Pmocte ) )
1
= —cV; (lPTq/Ofyi\I/> =_Vj

We therefore obtain the conserved 4-current

=

j* = (cp, J) = cUy"¥  with 8¢ =0 & dp+Vj=0 (3.21)

where we introduced ¥ defined by

T = (100 = g0 = (qf{, v, —wl, —\Iffl)

For complex functions ¥;(z) we have \IIZT = U7, but for field operators it is important to
use instead \Ifj(x)

3.6 Lorentz covariance of the Dirac equation

If the Dirac equation is a valid relativistic equation, it should have the same form in all
frames of reference. This we will show in this chapter. This will also help us later to find
and understand the solutions of the Dirac equation.

We consider the Lorentz transformation, z# — z# = A", 2" +a#, or, equivalently, without
indices in a matrix notation

r—>IT=ANzxz+a
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In the new frame of reference the Dirac equation has to have the form

(—mﬂ 02# + m> U(i)=0 (3.22)

where we have used units with ¢ = A = 1 and have set m = mg. We have now to find out
how ¥ and U are related. We set

U(7) = Sa¥(z) = Sa¥ (A7 — a)) (3.23)

where the (yet unknown) 4 x 4-matrix Sy, acts on the spinor index only.

Using % = Au”ail, we obtain from Eq. (3.22)

(—i'y“AM”ay +m) Sp¥(z) Ny, ( - iSXIWMAuVSA Oy + m)\I/(x) =0

S-1... v
i'yV
Therefore Sley“SAAM” =¥ or, equivalently
SylytSa = AR (3.24)

Below, we will see that Sp does exist and therefore we have shown that the Dirac equation
is indeed Lorentz invariant, i.e., it looks the same way in all coordinate systems when the

transformation

z—IT=Ax+a

U(z) — U(F) = SAV(z) = SAV(A(E — a)) (3.25)

is considered.

To construct Sy it is useful to investigate first only infinitesimal transformations

A=1+ Aw, S=1+ At
small small

where both Aw and A7 are small (!) 4 x 4 matrices. As S™! =1 — A7 + O(A7?), we
obtain from Eq. (3.24) —A7y* 4+ y* A1 = Aw", ¥ which is solved by

7

5 Y s W]

. 1 ,
AT = —iAwuuUuy = gAWM,,g,uu’ [7V 77,/]7 with Ul“’ =

Let us see, how we can use this equation to find out how spinors are rotated. A rotation
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around the z axis is described by the matrix

1 0 0 0 00 0 O
A 0 c?s(cp) —sin(p) 0 S Aw=o 00 -1 0
0 sin(p) cos(p) O 01 0 O
0 0 0 1 00 0 O
Therefore only Awio = —¢ and Awgy = ¢ are finite and therefore

i )
AT = ~1 (—po12 + poa1) = 5012 = *% (M72 = 727m)

© 0 o 0 oy i [0, O
= — — — +7
2\—-0, 0 —oy 0 2\0 o,

- 0
Therefore we find that for small rotation angles, Sy is given by S = 1+ $¢ i)z >
Oz

From this we can easily construct S for a finite rotation by an angle ¢ by considering N

rotations by the angle ¢/N.

) N
s (62" - (o2 (7 2) e (52 )

As similar formulas hold for rotations around the y and z axis with o, replaced by o, and

oy, respectively, we can conclude that

= g 0
the generator of rotation of spinors is given by S = % (0 ﬁ)
o

The prefactor h appears here as a convention: a finite rotation is described by i#S/h o
describe the full rotation of a spinor wave function, ¥ — ¥ with ¥(Z) = Sy¥(z), we
have to take into account that also the coordinate system has been transformed, z — Z,
see Eq. (3.25). As the generator of rotation in space is given by the angular momentum,

—

L =7xp=7x(—ihV), we obtain that a rotated wavefunction ¥(z) is obtained from

U(x) = eiﬁf/h\IJ(aE) with the total angular momentum J = L + S,

which is the generator of rotations involving both real and spin space.
While in a relativistic theory neither L nor S is conserved separately, the statement that

the physics is identical in a rotated coordinate system implies that

[f, HD} _ [E+§, HD} —0,

the total angular momentum is conserved.
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We can repeat the discussion given above without any problem also for boosts. A boost

in z-direction is described for a small n ~ v/c < 1 by

cosh(n) —sinh(n) 0 0 0 -1 00
—sinh h 00 -1 00

A sinh(n)  cosh(n) ~1+7 =1+ Aw
0 0 01 0 0 00

Following exactly the same steps as in the case of the rotation described above one finds

that the corresponding transformation of the spinor is obtained by the 4 x 4 matrix S =

0 og
exp (—727 ( U() )) . We conclude that in general

Oz

0 ¢
boosts of spinors are generated by % (_, 0>
o

We have therefore determined how the continuous group elements affect spinors. What is
missing are the discreet transformation, P, T' and PT. We just give the result.

The inversion transformation P of a spinor is described by
1

More complicated is time reversal, at it is not a linear operator but also involves complex
conjugation using that ih0; = —ihd_;. One obtains that

time reversal is described by
, 1 — —1, U(t, 7) — iy 3% (—t, 1)

—

t——t , 7T

The combined transormation PT is obtained by multiplying both transformations ¥ (¢, 7) —
Oyt W (=t 7).
It is important to note that Sy turns out to be not a unitary transformation but instead

one finds for proper Lorentz transformation (excluding time-reversal which is special)
ST’YO — ,}/0571'

This implies that not ¥f but only ¥ has simple transformation properties.
U =00 = (SU)10 = §T5T40 = giy05-1 = g 51

Therefore it is not surprising, that physical observables are often expressed in terms of ¥
and . For example, we have found for the conserved 4-current, that j# = U~y*W¥. Let us

check how j# transforms under a Lorentz transformation

Gt = TyP T — \i’S_l’}/‘uS\I’:A#VjV
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where we used Eq. (3.24). As expected, j# transforms like any covariant 4-vector.
Similarly, ¥ has to be a Lorentz scalar, it does not change under a Lorentz transformation
YU — USISU =0y,

The matrices Sy have to form a group. This group is, however, not identical to SO(1,3).
This is very similar to the situation known from the group of rotations: rotating of a spin
by 27 leads to a minus sign in the wave function, therefore SU(2), describing rotation
of spins, and SO(3) are not identical. The group of Lorentz transformations acting on
spinors is called spin(1, 3) which turns out to be identical to the group SL(2, C), the group
of complex 2 x 2-matrices M with det M = 1 which is also parametrized by 6 real variables.
For completeness, we mention one more important symmetry transformation, C', of the
Dirac fields, which is obtained by considering the complex-conjugated version of the Dirac
equation. The symmetry is called charge conjugation (hence the letter C') or — more pre-
cisely — particle-antiparticle transformation as this transformation turns out to transform
an electron to a positron and vice versa (c.f. chapter 3.8). It is given by

charge conjugation C: ¥ — CU¥T with C = iy?+°

3.7 Solution of the Dirac equation

In this chapter we will solve the Dirac equation in the absence of electromagnetic fields as
a differential equation in the absence of fields. These solutions will also be the building

block of the quantized theory. We want to solve
(—thd’+ moc) ¥ =0

We first determine the zero-momentum solution of a particle at rest. We therefore set the

spatial derivative to zero, (%‘If =0

ho (t, 1]v=0 hO,U = 2 [ U
zga . 1 + mpc = =  thoyW = mgc” - 1 1

This 4z4 matrix equation has 4 solutions

T () = emmot/hy, ) W) (2) = etimoct/y, (o)

(2

with  u1(0) = . u(0) = , v1(0) = o 02(0) =

o O O
o O = O
O = O O
— o O O

The two + solutions have an obvious interpretation: they describe electrons at rest with

—

- g 0
energy moc?. As we have determined the spin-operator to be S = g (O > , we also know
o
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that \Ilgﬂ and \Ilgﬂ describe electrons with 1 and | spins, respectively. The interpretation
of the solution with negative energy is unclear at the moment, later we will use these
solutions to describe the antiparticle of the electron, the positron.

To obtain solutions of the Dirac equation at finite momentum one can just perform a
Lorentz transformation to a coordinate system moving with velocity —¢ such that the
particle at rest obtains the velocity +. This is left as an exercise. Here we just derive the
solution starting from a straightforward plane-wave ansatz

o) = u;i(K)e K", o) = v; (K )eTine”

7 K3

From the Dirac equation one finds directly
moc moc
(K—AQOuAK%:Q (K+A£ﬂvxK):0
We have therefore just to determine the eigenvectors of some 4 x 4 matrix with eigenvalue
0. This is simplified by a trick: KK = K"K,y = 2l {3 — K, K,g" 1 =
K, K" 1. Therefore we find

-2 (s 2) = e (%) 1 20

From this we can directly read off the relativistic energy-momentum relation
E = chKy = ++/(moc?)? + (hKc)?

Using this K*, we also find that u;(K) = a (K + 22¢) u;(K = 0) solves the desired

h
equation (K — 70¢) u;(K) = 0 where the normalization constant « is chosen to be o =
TG Zf(ic TE) see discussion below.
moc?(mOc

Finally, we obtain

(B+moc?) | /2 .
( 2m002 ) X’L

mopc
ui(K)za(K—i- T) wglE = 1)) = it y
V(@moc?)(moc?+E))
hed K )
(]
wi(K) = a (K+ m—oc) vi(K =0) = | V@mo)mociE) (3.26)
h (E4+moc?) .
2moc? Xi
h L d 0
where y1 = an = )
X1 0 X2 1
The normalization constant o has been chosen such that w;u; = uj’youj = 0;; and
viv; = vj fyovj = —0;;. Here we used that the combination UV is Lorentz invariant. This

guarantees that the solutions at different K can be obtained from Lorentz transformations.
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Figure 3.1: Apparently, the Dirac equations has solutions with positive and negative ener-

gies, ++/(moc?)2 + (pc)2. Dirac used as an interpretation, that all states with
negative energy are occupied.

- o, O
Note that in general the solutions at finite K are not eigenstates of S, = g (OZ )
Oz
This reflects that the direction of the spin changes when we switch to a moving coordinate
system. An exception is the case when K is in the z direction.

It is instructive to calculate the charge density of our solutions

N2
= E + mgc? <ChK> 1 E? — (moc?)?
v O\If = \IJT\IJ = — E 2 R S A A
i 2mpc? + (E + moc?) (2moc?)  2mypc? +moct E + myc?
E—mgoc?
_E 1
mo? T (27

where we used that XI(I_{ 72X = K2+ 0 While the charge density depends on the frame
Uin=5ij+i6iijk

of reference, this is not the case for the total charge @ = [d3rp(7) which is Lorentz

\/% we obtain dr = /1 — (%)? dr which cancels the change
of the charge density discussed above. We will use the above derived result again and

invariant as from ' =

therefore remember

E

— 0
Uiy uj = 0s

3.8 Interpretation of Dirac equation

As we have already seen in the case of the Klein Gordon equation, the energy of excitations
described by the Dirac equation, E = #+/(moc?)2 + (hKc)?2, can — apparently — be not

only positive but also negative. Clearly something which does not occur in nature. Dirac

found a solution to this problem: he argued that all states with negative energy have to
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be already occupied even in the vacuum. This state is called the “Dirac sea” . The Pauli
principle ensures that this state is stable. An electron at rest, for example, cannot gain
extra energy by by moving to a negative energy state as such processes are forbidden by
the Pauli principle. One might ask the question whether the infinite negative charge of the
vacuum is a problem. The answer is that the negative charge is canceled by the positively
charged Dirac sea of other particles (e.g. the protons or, more precisely, the quarks building
up the proton). A more tricky (and presently unresolved) question is whether the nominally
infinite negative energy density of the Dirac sea exists which can couple to gravity. Is this
contribution (almost) exactly canceled by a positive energy density arising from bosonic
modes (see discussion in Sec. 2.1)7

Dirac realized, that his interpretation also implies that there is a new type of excitation:

removing one of the negative energy states costs a positive amount of energy,

E — Evacuum = +\/(m002)2 + (hKC)Z

The excitation therefore has exactly the same mass as the electron. But as one negatively
charged electron is missing, this excitation has a positive charge. Based on this inter-
pretation, Dirac predicted in 1928 the positron, which was experimentally discovered by
C.D. Anderson in 1932, when he investigated how particles coming from cosmic rays are
deflected by a magnetic field. Due to their opposite charge positrons and electrons are
deflected in opposite directions.

From a modern point of view, the Dirac construction is a valid point of view. A more flexible
approach is, however, to define from the beginning the vacuum and the field operator in
such a way that negative energy states never arise. We have seen that such a procedure
works also to interpret the negative energy states of the Klein Gordon equation, which
describes Bosons (therefore Pauli’s principle, an important element of Dirac’s construction,
is not applicable).

To obtain a valid quantization of the Dirac field, we proceed in three steps. First, we expand

(+/-)
1/2

in terms of the corresponding expansion coefficients. And, third, we replace the expansion

U(z) in the four plane wave solutions W . Second, we rewrite the energy of the system

coefficients by creation and annihiliation operators such that the Hamiltonian has the
expected structure, H = >, Epng, with E, = /(moc?)? + (hkc)? being the relativistic

energy-momentum relation and ng an operator counting the number of particles. We will

now follow this program. To simplify notations at a later stage, let us first define two
new functions, wi(k) = ve(k), wa(k) = —v1(k) (this is actually a part of a particle-hole
transformation, see Eq. (1.12) in Sec. 1.4.5). We therefore write

U(r)= Y ok (boxus(K)e ™ 4 d7 pwy(K)e ") (3.28)
K,0=1,2

where ag € R is a normalization factor to be determined later and b, i, ds gk € C are
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some complex expansion coefficients. As the b, , dy ¢ Will later become operators, we will
keep track of their ordering during the following calculations and instead of d x we will
write d; K

As a next step, we need a formula for the energy, or better, the 4-vector describing both
energy and momentum p* = (%, ﬁ). Starting point is the correspondence principle which
(in first quantization) identifies p* with ih0* plus the requirement of Lorentz invariance.

Both requirements are fulfilled by
P = / BEVTihO*Y = ih / 310y oHw (3.29)

The extra ¥ is needed to compensate for the Lorentz contraction of d®r. Now we plug
(3.28) into (3.29) and obtain

= iﬁ/dgf Z AROK (bzl worlio (K eh™ 1 dos jor 0 (K/)@fm‘/‘xﬁ
Ko
K'o'

A0 (=B g rcuq (K)e™ e 4 iKMd] jwy ()t )

iK; ettt —

We can now perform the integration using [ Rt g it g3 — S’V and [e
Sk iV - 2iK’te \ith EK = chK" = \/(moc?)? + (hKc)? and copy from Eq. (3.27) the
relations i,y uy (K) = 0o ot = Wo (K)y we (K). We obtain

mo 02

=0k

K,o

(b bo i — dy cd K)

As this equation should have the form AK* times an occupation number we set

moc2
ExV

ag =

such that
— ZhK“( bo i — dy el )

The Hamiltonian is therefore given by

H=cp’ = ZEK (bLKbUK - daKdz]LrK)
Ko
Now, we want to interpret b, x and d, i as operators. now: b, i d, g become creation and
annihiliation operators. Due to the — sign, a interpretation in terms of bosonic operators
is not possible as in this case an accelerating particle would gain more and more energy,

clearly unphysical. We conclude that
The Dirac equation can only be quantized with fermionic creation and

annihilation operators
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to avoid negative energies.
We therefore postulate that

{dUK, d, K} Y S {baK, o K,} = 8y o Or 11 (3.30)

while all other anticommutators vanish, 0 = {d, b} = {d‘L, bT} = {d, bT} = {dT, b}.

The Hamiltonian can therefore be written as

_ T T
H_I;EK( b b + ddy —1) (3.31)

# of electrons  # of positrons

U(z) and ¥T(z) are now field operators with

U(x) =) \/% (baKuo(K)e_"Kﬂ” + dZKwJ(K)eiKW”) (3.32)
K,o

One can easily check that the time dependence of the field ¥(z) is consistent with the
Heisenberg equations of motions. According to the Hamiltonian (3.31) one has b, (t) =
e~ B . and d}((t) = e”EKt/hd}(U reproducing the terms e~*5"¢ and K¢t in Eq.

(3.32). Expressed in these quantum fields, the Hamiltonian (3.31) can also be written as

H— / 37 UyYiho U = / PF Y W(—ihey'0; + m?) W (3.33)
i=1,2,3

The first equality was our original ansatz for the energy, the second equality follows directly
from the Dirac equation.

To define the Hilbert space, one start from the vacuum state |0) which is defined by
bo i |0) =0, dsk 10) =0

All other basis states of the Hilbert space are created by applying products of creation
operators to |0).
To find the correct interpretation for b, g and d, g one can repeat the calculation sketched

above to show that the momentum is given by = > hK (bLKbUK + dZ_KdJK) and the
Ko
total charge by

qu/\lf’yo‘lfzq/‘lf@:qz (bf,KbaKerngf,K)

=q Z (bZ.KbaK - d}; Ko K) + const.
Ko

where an overall prefactor ¢ is a convention.

Based on these formulas, we can conclude that
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b} ,. creates an electron with energy Fx and charge ¢ =e

d}{ ,. creates an positron with energy Ef and charge —q = —e

In conclusion, we have shown that the quantization of the Dirac equation naturally leads to
a description of an electron with a spin 1/2 which is a fermion. It also predicts the presence
of its antiparticle, the positron. Exactly the same equation can be used to describe other
fermions, including the proton and the neutron (or the quarks, the constituents of proton an
neutron). Using our prescriptions for minimal coupling, we can also immediately describe
the coupling to the electromagnetic field and therefore also the coupling of protons and
electrons.

We finish this section by calculating the commutator of our quantum fields using the

commutation relations (3.30). For equal times one has to compute

{Val, Y] = ;”2@(' Bt () 100 Bt ()0

To simplify this expression one needs the relation )ty ol g = (M) 5 and ) Wy oWe g =
o « o

2moc

2moc

(W _moc) 5 which are easy to check. One finds the expected anticommutation relations
o

{¥a(®), WHE) | = 65 8= 7)

Note that the commutation relations for fields at different times are much more complicated
even in the absence of interactions. But one always has the property that {\Ila (r, t), \Ilg(r’ Y )} =

0 for |r —7'| > c|t — ¢|, such that no information can propagate from r to r’.

3.9 Graphene as a Dirac material

In recent years, the Dirac equation and variants thereof have found remarkable applications
in the description of the properties of actual materials. In this section we discuss briefly
a by now famous example in two spatial dimensions: the physics of graphene. Graphene
is a single layer of graphite, where the carbon atoms form a honeycomb lattice. For our
purpose, the best way to view the honeycomb lattice is to split it into two sublattices, A

and B, both formed by carbon atoms, see Fig. 3.2. Using the two basis vectors

_ T 1 V3
= a(1,0), a2 =a (cos 3 sin §> =a (2, 2) (3.34)

the A-sublattice is spanned by the vectors

—

Rﬁ = nlal + 712(_7:2, ni, N2 € 7.
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Figure 3.2: In graphene carbon atoms are located on a hexagonal lattice. The hexagonal
lattice splits into two sublattices, A and B, shown in red and blue.

Similarly, the B-sublattice is spanned by 13% + 5, with

A=a <0, \%) : (3.35)

We want to describe electrons hopping from one site of the graphene lattice to a neighboring
site. We therefore introduce creation operators, cLﬁ and cjrgﬁ, which creates electrons
at the graphene atom located at mid; + naode and nidy + nsdo + 5, respectively, with
i = (ni1,n2). To be precise, the operators create an electron in the p, orbital of the
respective carbon atoms but this detail is not really important for the following discussion.
The physics is simply that atoms tunnel from one carbon atom to the neighboring carbon

atom with a rate ¢. Thus the Hamiltonian is simply given by

H=—tY"c\cpw+chcan (3.36)

(771"

where (7,7') means that the sum only extends to nearest neighbors. This means that
within our approximation (which can easily be improved), we only consider the tunneling
from one atom to each three neighboring atoms. As an atom on the A sublattice is
surrounded by three atoms on the B sublattice, we have always tunneling between A and
B sides. The sign of the prefactor, ¢ > 0, is not obvious but turns out to come out when
one calculates the tunneling rate.

In the following, we will need the vectors pointing from an atom on the A side to its

three nearest neighbors. They are simply given by the vector A introduced above and by
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rotating this vector by the angle 27/3 = 120° and 47 /3 = 240°,

- 1 11 11
fi=A=al0,—=), As=Rops f1i=al—z,———), A3=Ryps-f1=al-,———].
1 <¢§>22/31<2m>34“1(2m>

(3.37)

The next step in solving the problem is a simple Fourier transformation. We introduce

creation operators in momentum space with
P iRyt o1 —iE(Ryt &) 1
cAﬁ——Ze ¢ cBﬁ——Ze c . (3.38)
’ v N Ak ’ v N — B,k
k

We simply use this relation when evaluating H using that

LB i _:. B (Bl ey
2 : e~ 1hRy ik Ry e~k Ry ik (Ra+ii) _ E 5 _ﬁ/ezkm_ (3_39)
(7,") 71,i=1,2,3 =123

This allows to rewrite

H =3 (clcl) < C? ng > ( EAk ) (3.40)

with ap = —t¢ Zi:1’273 e 7i T have skipped a ‘detail’ in the discussion above which concerns
the question what is precisely meant by ZE The sum actually runs over the so-called 1st
Brillouin zone, a concept discussed in the lecture on solid state physics but it is not directly
relevant for the following discussion.

The eigenvalues of the 2 x 2 matrix are simply i\a,;\. There are two special points in
momentum space, where the complex function aj vanishes, the so-called K-points with
momentum Ko = (%—Z, 0) and I?(’) = —Ky. Let us Taylor expand the momenta around these

points. We obtain

CRorq = c(qz — iQy) + O(q2)
g1 g™ &(—qz —iqy) + O(q?) (3.41)

where we will see that & = tay/2 /2 will later take over the role of the speed of light in the
Dirac equation.
To obtain our final result in a form which resembles the Dirac equation, we introduce the

4-component operator ¢z = ( T and the corresponding

€A, Ko+q’ B, Ko+q CAK)+q CB,I?(H-Q‘)
field in real-space ¥ (%) = ﬁ > 7€ ""1pg. This field will describe our low-energy excita-

tions using Eq. (3.41), therefore we implicitly assume that the momentum sum used in its
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definition only spans small ¢. Furthermore, we introduce two 4 x 4 matrices

0 0
ay = Ou ) ay = % . (3.42)
0 —o0, 0 oy

Finally, we are able to rewrite the low-energy excitations of graphene in a from strongly

resembling the massless Dirac equation

H=2Y yl(geos+ qyo) ¥y

q
_z / 2 I(E) (—ihBpcn — Fidyoy)B(E). (3.43)

Thus, we have shown that the low-energy excitations in graphene are really described by
a two-dimensional variant of the massless Dirac equation. In other materials, one can also
realize the three-dimensional version.

There are many reasons why materials following the Dirac equation are interesting. First,
one can use them to realize some of the effects which have been previously known for the
Dirac equation in a solid state context. For example, in 1929 the physicist Oscar Klein
studied potential scattering in the context of the Dirac equation and found that electrons
could tunnel through a high barrier with essentially no reflection from the barrier. This
effect is called Klein paradox (or Klein tunneling). This effect can easily be observed in
graphene (and turns out to be a major problems as it complicates the creation of electronic
devices from graphene). But more generally, the properties of materials like graphene
turned out to have many interesting properties due to their intrinsically linear dispersion
and vanishing density of state. For example, the react much stronger to magnetic fields,

allowing to observe the quantum Hall effect at room temperatures.

3.10 Non-relativistic limits

We now come back to the ‘real’ Dirac equation where ¢ is the speed of light. In most
situations occuring on earth, electrons are much smaller than the speed of light, v < ¢,
and therefore relativistic effects are small. To quantify this statement, we can use the
discussion of Sec. 2.3.3 where we already observed that the fine structure constant o & ﬁ
controls velocities and energies with

CNONG) binding energy ~ mov? ~ moc?a?

o

We can therefore expect that all relativistic connection, typically of order (9((%)2) ~
O(10~%) are indeed small. Nevertheless, they play an important role. For example, they
lift some degeneracies. This becomes of technological importance for magnetic memories:
due to relativistic effects, there is no spin rotation invariance and one can build devices

where the magnetization aligns along preferential directions. Quantitatively, relativistic
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effects are large in all materials with heavy elements. The reason is that electrons are
flying faster in such elements. We can make a naive estimate of this effect (assuming that
only a single electron is present): the Coulomb potential of a nucleus with Z protons is
obtained by replacing e with Ze?. Therefore one can view this as a replacement of a by
Za (e.g., Z="T9 in gold). Quantitatively, this naive estimate cannot be applied due to the
influence of all the other electrons but one can in general expect sizable relativistic effects
mainly in heavy elements.

The goal of this chapter is to derive relativistic corrections to the Schréodinger equation.
It turns out, that it is possible to derive the leading terms without using the language of
second quantization. As this approach is slightly more easy and as most books use this
approach, we will also follow this historical route in this chapter. We start from the Dirac

equation in the presence of a vector potential A*)
(—ihd) + mpc)¥ =0

and read it as a wave equation. Our goal is to obtain a systematic expansion in powers of
a < 1 in situations where one electron is present. We therefore focus on the solution with
positive energies,

U= F"y(R), E>0.

Positrons are assumed to be absent, or, more precisely, they will only occur as virtual
quantum fluctuations during the calculation.
To order O(a'), we can neglect the motion of the particle completely, v = 0, and obtain

E = moc? and therefore

1 0 0 0 00 0 0
0 1 00 0O
2 2 - 2
—moc” - +moc 1 | U(7) = moc” V(r) =0
0 00 1 0 () 00 2 ol™ (7)
00 0 -1 00 0 2

WAt . Uy
The upper two components ¥4 = of the spinor ¥ = v play therefore a
Al B

v
BT To O(a%), g
\IIBi

(describing positrons) vanishes while ¥ 4 can be arbitrarily large. In the non-relativistic

completely different role than the lower two comonents, Vg = <

limit, we can therefore view W4 as large while ¥p is small.

We can rewrite the Dirac equation in terms of ¥, , ¥, using the notation

H=5--A.

. 0 ; A ;U
As in our convention we have v* = 7] we obtain ~* A = TTE ). One
—0; 0 \I/B

ol
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therefore can rewrite the 4-component Dirac equation as two 2-component equations

(E —ed —moc®) T4
(E —ed +moc?)¥p
The second equation is solved by

1 -
AN (3.44)

Up=c—
B CE+m002—eq5U

We can plug this result into the first equation. Using the definition of a non-relativistic

energy, Exgp = E — moc?® we find

02

2moc2 + Eng — ed

1l G-V, = (Exg —ed)V 4

This 2-component equation is exact and contains all the physics of the Dirac equation. It
is, however, non-linear in the energy Eng. We can easiliy find an approximation to this
equation using a simple Taylor expansion based on Expg < moc?.

To obtain the leading contribution, we approximate 2moc? + Exg — e¢ =~ 2moc® + O(a?)
in the denominator of Eq. (3.45) and obtain directly the Pauli equation

(711)
2m0

to O(Oé2) . EngUg = ( aF 6(;5) Uy

To rewrite the Pauli equation in terms of the equivalent Schrodinger equation we use

O'iaj = 5ij + iEiijk and

R R R T
PRI = iﬁwk§ [HZ, H]] = zhﬁwk [az’AJ] = %(V x A) g
[p’,p7]=0
[A7,A7]=0

(as [Or, f(2)]g(z) = 0:(f(x) — f(2)0z)g(x) = (0.f)g) and obtain therefore

-,

(7 - ¢A)? 3
ENgpY A = +edp—gupSB | ¥a
2m0
with § = h% and Bohr’s magneton up = 27‘;6. Most importantly, we obtain the prefactor
of the coupling of spin and magnetic field
g=2
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Before Dirac’s equation, the so-called g-factor was only known experimentally. While the
coupling of the angular momentum to the B-field is given by —,uBZ_fé, the electron spin
has the extra factor ¢ = 2. This factor is exact within the pure Dirac theory, but if
quantum fluctuations of the light are included, one obtains a small correction to this value,
g2+ 5+ O(a?) = 2.0041. Obtaining the correct value for the g factor was an important
success of Dirac’s theory.

To obtain the relativistic correction to the Dirac equation arising to O(a?), we just have to
expand our equations one order higher. Before doing so, we have, however, to consider the
normalization of the wave function. Using the total charge to normalize our wave function

for a single electron we demand
/\I/L\IJA +Uhug =1

where it turns out to be sufficient to determine ¥p from (3.44) expanded to leading order

ina, Yp ~ oll Wy4.

— 2
71 :
Bzl (1 7 Uy=1
/ A +(2mgc A

For a Schrédinger equation (with relativistic corrections), we do, however, want to have
the standard normalization [ |¥|2d3z = 1. Therefore we define

U =00,
(7 1) 4 1 (7 1) 4
Q~ —= 4+ O0(a”), O =1-—5+4+0(«x
8mic? (o) 8mic? (o)
Furthermore, we approximate now to next-to-leading order m ~ ﬁ — EiV n’f;cf‘ﬁ
0

and obtain after multiplication of Eq. (3.45) from the left side by

1 Eng —eo
2mo 4m3ct

Q(ENR—eqb)Q_l\I/:Qﬁﬁ< >5ﬁ Qe

With the above found approximation for €2 this is the desired equation. After collecting

various terms (which takes a few more steps) one obtains
EngV = HVU with H = Hy+ H; + Ho + Hz 4+ O(ab)

where )
Hy = Hpanii = 7) —2upBS + ed

as before. In the following we give the formulas for the relativistic corrections only for
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A = 0 (results for finite magnetic fields can, e.g., be found in the book of Schwabl). One

obtains

p4
H=———0 3.45
! 8m3c? (345)
ehd(E x p)
Hr= e (3.46)
eh?
Hy = —5—V’ 3.47
3= S22 o(r) (3.47)

The first term, H1, has a simple interpretation as it just arises from the Taylor expansion of

the relativistic energy momentum relations in powers of the momentum, /(moc?)? + (pc)? ~
moc? + % — ﬁ + .... More interesting is the second term, Hs, the spin-orbit cou-
pling. One way to understand at least qualitatively, where it is coming from is to perform
a Lorentz transformation to a frame of reference comoving with the electron with a ve-
locity p/m. In this frame of reference, an existing electric field in the original frame of
reference will produce a magnetic field which couples directly to the spin. This argument
does not reproduce the numerical prefactor but otherwise gives the correct dependence of
E, & mgo and p. Hs is called the Darwin term. For a 1/r Coulomb potential it gives a
contribution at the origin and affects therefore only affects only s electrons with vanishing
angular momentum.

The most important term is by far the spin orbit coupling, Ho as it links the spin orienta-
tion, the motion of the electron and electric fields. It can be used to fix the orientation of
the magentization in magnetic memory, allows for an electric control of the spin orientation
(important for the field of spintronics which studies the use of the electron spin in future
computers), it lifts degeneracies in the spectrum of atoms and is an important player in

driven complex states of matter (e.g., topological insulators).
> = )

For a central potential, which depends only on r one can use £ = —V¢ = —25° and
L=rx P to rewrite the spin-orbit coupling as
e =-10
Hy—— §p19 (3.48)

2mgc2 r Or

which immediately implies that the spin and the angular momentum of an atom are always
coupled. More precisely, it implies that at least for a single electron spin and angular
momentum are always parallel (this is part of the so-called Hundt’s rule).

Let us investigate how relativistic corrections affect the hydrogen atom. We will not
calculate numerical values but instead just show how such a calculation has to be performed
and we will discuss the qualitative results. We first quote the well known result without
relativistic correction, i.e., the result to order a?. Here one uses that H, L?, L, and

S, are commuting conservation laws to introduce the quantum numbers n, [, m, and s,.
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S? = ( +1) = 4 is also conserved but it takes for the single electron of the hydrogen atom
always the same value. The eigenenergies of the bound states, F, = —%, n=12..,
with Fy = a moc? depend only on n.3.

As FE, is 1ndependent of the other quantum numbers, each state has the

n—1
degeneracy to O(a?) : 2 Z(2l +1) = 2n?
1=0

which will be partially lifted by relativistic corrections.

To calculate the relativistic corrections to O(a?), we use perturbation theory (an exact
solution is also possible for the hydrogen atom, but not for more complicated situations).
We define the perturbation AH by

H = Hy+ AH, AH = H,+ Hs+ H;g

In situations without degeneracy the shift of the energy of eigenstates is calculated from a

formula derived in the undergraduate quantum mechanics course

B|AH
+ (a| AH |a) — Z' il ,';g' +O(AH?) (3.49)
a#p

As we are only interested in corrections linear in AH (which are of O(a?)) it seems that the
first correction is sufficient. This is, however, not correct in the presence of degeneracies as
in this case the correction proportional to (AH)? diverges in general as the denominator can
vanish, Eg — EY = 0. The solution of this problem (found under ’degenerate perturbation
theory’ in undergraduate textbooks) is to choose a new basis {|a1), ..., |an)} to describe
the space spanned by all the eigenstates of Hy with the fixed energy E2, {|a1), ..., |an)}
with Ho |a;) = E9 |o;). In this basis all the problematic terms in Eq. (3.49) vanish. We
have to choose |&;) = % cij |oyj) such that (&;| AH |&;) = 0 for ¢ # j. Finding these

7j=1
states is exactly equivalent to the problem of finding eigenstates of the N x N matrix

(o] AH o).

We therefore conclude that we have to diagonalize AH in the space of degenerate wave
functions to obtain the leading correction linear in AH. Here it is very useful (especially
for the interpretation of the result) to use the available symmetries to effectively reduce
the dimension N of the matrix. In the case discussed below, one can actually construct the
basis in which AH is diagonal just by a symmetry analysis (in general this is not possible).
Due to the spin-orbit coupling terms, neither L, nor S, is conserved, [L,, H| # 0, [S., H| #

0. We have, however, determined in Sec. 3.2 the generator of rotations J which has to

3Due to the finite mass m, of the proton, the effective mass in the center-of-mass coordinate system is

—1
not the electron mass m. but instead given by mo = (n% + mi)
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commute with H for any rotation invariant potential

—

J=IL+3, [fH} —0

The reader is encouraged to check that J indeed commutes with the spin-orbit coupling
term (rewrite S L = 1 <(§+ I_:)Q ~§2_ EZ))
As also [LQ, H] =0 and [J2, H] = 0 we obtain

commuting operators H L?> §? = % J: .

quantum number n Jjoomj

with L2 = A2l(1 + 1) and J% = A%j(j + 1), J, = hmj, mj = —j,—j + 1,...,j. These
quantum numbers are used when describing the quantum states of atoms. For example
2p1 /2 describes a state with n = 2, j = 1/2 and the angular momentum [ =1 (s, p, d, f,...
describes states with [ =0,1,2,3,...).

As an example, let us consider all states with n = 3. In the absence of relativistic cor-
rections there are 2n? = 18 degenerate states with [ = 0,1,2 which we have to couple
to the spin with s, = :t%. We will not discuss here the rules for the addition of angular
momentum (covered in most QM textbooks) but instead just use the intuitive result that
a state with angular momentum [ and a spin 1/2 can either be combined to j =1+ 1/2
or j =1 —1/2 with the exception of [ = 0 which always gives a state with j = 1/2. We

therefore obtain the following values of j and corresponding degeneracies

=0 = j:% = degeneracy 2
1 1 n
Jj=l-5=3 2
=1 = _ 1_3 = "
Jj=1+35=3 4
. 1 3 n
_ j=2-3=3 4
=2 = . 1_5 = "
J=2+4+5=3 6
18

We recover the total number of 18 states, but have now relabeled them. To construct the

corresponding eigenfunctions, |n, 1, j,m;) as linear combinations of the states |n,l,m.,s.),

one needs the rules for the addition of angular momentum (not discussed here), for exam-
1

ple,

n,l,j :l—i—%,mj :l+%> = ‘n,l,mz =15, = §>.
The main advantage of the construction discussed above is that in the new basis AH

AH |n,l,j,mj) = 0 if only one of the quantum

is already diagonal, i.e., <n’,l’,j’,m;~
number differs. Furthermore, the matrix elements have to be independent of m; due to
the rotational invariance of AH. Therefore one can therefore use, e.g., m; = j, and

calculate

Ey

E(n7l7j) = _hQ

+(n,1,4,m; = j|AH |n,1, j,m; = j) + O(a”)

We have therefore reduced the problem to the computation of a simple matrix element.

The calculation can be reduced to simple integrations over the radial direction when one
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uses that for fixed j and [ one has

-1 <(§+E)2_§2—52) —LGGHy —1a+n -3

For the computation of H3 one finds for the Coulomb potential H3 = #V%ﬁ = #4%53 (r)
which implies that this term only contribution for I = 0, as ¥(0) = 0 for [ > 0.

Further effects which we have not discussed is the hyperfine coupling of the electronic and
the nuclear spin, an effect of O (%a‘L). Furthermore, quantum fluctuations arising from
photons contribute to order O(a® In()) (the so-called Lamb-shift).

The most important result of this section was the formula for spin-orbit coupling. In
most systems, this is the most important relativistic effect which, for example, strongly
determined the properties of magnets. Due to this term, the magnetization of any crystal
has preferred directions determined by the interplay of crystalline structure and spin-orbit
coupling. In a cubic crystal, for example, the presence of neighboring atoms implies that
a state with angular momentum directed towards the next atom or oriented in some other
direction will have a different energy. By spin-orbit coupling, this information is transfered

to the spin direction.

3.11 Outlook: QED, renormalization and regularization

When the Dirac equation in its second quantized form is combined with the quantized
theory of electromagnetic waves one obtain quantum electrodynamics (QED) .

This is a very powerful theory, experimentally tested with very high precision. One can
easily extend it to include the atomic nuclei. In this form it describes almost all phenomena
in the world around us with only very few input parameters (the electron mass, the fine-
structure constant and the masses of nuclei) including, for example, all of chemistry, all
known biological processes and all of our technology with a few exceptions (like nuclear
power plants) mentioned below. More precisely, a simple classical gravitation potential
has to be added for many of these phenomena to QED which is easily possible. QED
does not describe phenomena related to weak- and strong forces which are needed to
understand radioactivity, nuclear fusion (i.e, why the sun shines), the structure of nuclei
and their magnetic moments. Note that the statement that QED describes in principle a
phenomenon does not imply that this helps to understand the phenomenon (e.g., how our
brain works) or that one is able to solve the relevant equations. In contrast, one can obtain
numerically exact answers from QED only for problems involving very few particles (e.g.,
one or two electrons).

The most precise experimental tests of QED come from electron-positron scattering exper-
iments, from atomic physics and from experiments on trapped electrons (e.g., the measure-
ment of the magnetic moment of the electron). For example, the g factor of the electron

is known with a precision better than 107'2. Perturbative calculations in a (for, e.g., a
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single electron) can be performed with similar precision up to order a.

The techniques needed to perform perturbative calculations within QED and other field
theories are usually covered in courses on quantum field theory. Here we want to discuss
briefly an important aspect: naive perturbation theory produces notoriously not finite
answers but instead one finds corrections of the form o? x co. When QED was developed
it therefore seemed to be a useless and wrong theory for some time.

Let us illustrate this problem with an example from classical physics. We calculate the
energy of a point charge. More precisely, we consider a particle with charge e and radius

R and we consider the energy stored in the electric field.

7 2
/E2d37“=/(62> d3r = 4r 6—2d7‘:426 :47Ta%—>oofor R—0
r r
R R

Classical physics therefore predicts an infinite energy for a single electron. It turns out that
this divergence is not a problem in QED. Here quantum fluctuations induce an effective
radius of the electron given by Reg = % and the strong divergence with 1/R is gone.
It turns out, that it is, however, replaced by a weaker, logarithmic divergence. A field
theoretical calculation of the energy (or, equivalently, the mass) of an electron at rest
arising from its electric field and the absoprtion and emission of virtual photons at rest
gives

2
m m0<1 v %0 In (n%&) ) (3.50)
N
oo for A=o00

where mg and «q are the mass and fine-structure constants entering the theory and we
had to introduce a new parameter, A, usually called cutoff, which is the maximal possible
energy (of, e.g., virtual photons). A plays the same role as the inverse radius 1/R in the
classical example given above. For A — oo the perturbative correction diverges. How can
this result be interpreted?

The solution to this problem consist of two steps. In the first step, called regularization
one has to perform a calculation for finite but large A carefully keeping track of all diverging

contributions. From this calculation, one obtains a formula for some physical observable,
AZ' = Ai(Oéo, mo, A) (351)

which depends not only on the ’bare’ coupling constant oy and the ’bare’ mass mg but
also the cutoff A (the ’bare’ parameters are the parameters entering our field theory for a
given value of A).

The main element of the second state, renormalization, is to realize that mg and «q are

not the measured mass and fine structure constant. Those have to be computed from an
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extra calculation. Like for any other observable, one finds
m = m(ag, mo, A), a = m(ag, mo, A) (3.52)

While ag, mo and A are unknown, the measured mass m and the measured strength of
the Coulomb potential o are known from experiments. For a given A, one can solve Eq.

(3.52) for ap and mg to obtain
mo = mo(m, a, A), ap = ap(m, a, A)
These equations can now be used in Eq. (3.51) to calculate
Ai = Ai(ao(a, m, A), mo(a,,m, A), A) = Ai(ar, m, A) (3.53)

For QED one finds surprisingly that A; expressed in this way in terms of the measured
values of m and « is finite and independet of A for large A. Predictions for experiments

can therefore be obtained from
A; = lim A;j(a,m,A) (3.54)
A—oo

Theories, which have this remarkable property that all dependence on the cutoff A vanish
after the coupling constants are fixed with a few experiments, are called renormaliz-
able. It turns out, that (in contrast to many other possible theories) Gauge theories are
renormalizable. In 1999 t’Hooft and Veltman received the Nobel prize for showing that
the theory of electroweak interaction (which includes QED and the Higgs mechanism) is

renormalizable.

91



4 Scattering Theory

Scattering experiments play a decisive role in physics. Often the only way to find out
what is inside a material, an atom or the atomic nucleus is to do a scattering experiment
by shooting something at the object of interest. In 1911, for example, Ernest Rutherford
scattered a particles from a gold foil. His amazing conclusion was that practically all of the
scattering came from a tiny nucleus smaller than 1074 m, less than 0.01% of the the size
of an atom. A more modern example are the scattering experiments at the Large Hadron
Collider (LHC) at the CERN in Geneva, where protons and antiprotons are accelerated in a
with a diameter of 26 km with velocities of 99.999999% c. But also phenomena in everyday
life, for example the blue sky during the day and the red sunset are a consequence of an
energy-dependent scattering rate of photons. Other example for scattering experiments
are the use of seismic waves to investigate the properties of the core of the earth or the use
of neutron scattering to investigate the properties of materials.

In this chapter we will develop methods to calculate the scattering properties of quan-
tum particles. We thereby focus for simplicity on the scattering of electrons in the non-

relativistic limit.

4.1 Scattering cross-section

A central quantity which we will use to describe the scattering from an obstacle is the
differential cross section. Here one considers an experiment characterized by a constant
flux of incoming particles (e.g., electrons). The incoming flux, I, is described by the number

of incoming particles (often of a fixed energy) per area and time,

I— #particles
 time X area
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The scattered particles are detected

. . with a detector located far away
flux of incoming

particles from the scattering target. We de-

- target

> scribe the direction in which the de-

> 8\ < AQ tector is located either by two angles
\\\“\\(\\\ 6 and ¢ or by the unit vector . The

= detector detector is assumed to count all par-

\~~~~~
. ticles arriving within a small open-

ing angle ASQ.
AN is the number of detected particles during the time interval At. The differential cross

section is then defined as

do(©,p) number of counts AN
dQ  time-intervall x incoming flux x solid angle of detector ~ At - I - AQ
—— [d_a] _ 4 x time X area __ area (4.1)
dQ # X time X solid angle  solid angle

In general, the differential cross section will only depend on the orientation of the detector
(parametrized by € and ¢), the direction of the incoming flux and the energy (and type) of
the incoming particles. It is independent of the incoming flux (as long it is small enough to
avoid non-linear effects) and of the size of the detector (as long as the angular resolution
is sufficient).

The total scattering cross section: can be obtained by integrating the differential cross

section over all directions

sin(0) dfdp

_ everything scattered d—UdQ B / do (6, ¢)
~ time x incoming flux  J dQ - dQ

The total cross section has the units of an area.

For the interpretation of o, consider a flux of classical

S '\ particles scattering from an obstacle. All particles hit-
—_— ting the obstacle are scattered. Therefore the number
_— of scattered particles per time is given by the effective
-_ area of obstacle perpendicular to the beam of incoming

particles times the incoming flux.

We therefore find that the total cross section is in this case exactly given by this area.
o = effective area of obstacle L to beam

For a hard sphere of radius R, for example, one obtains o = 7R? in the classical limit.For
scattering experiments in high-energy physics, the cross section is often measured with the
unit 1 barn = 1b = 100 (fm)? = 10728 m2. The word barn refers allegedly to the saying ‘as
big as a barn’ (in German: so groff wie ein Scheunentor), describing a cross section which

is rather easy to detect in a typical high-energy experiment.
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4.2 Scattering states

We will now study the quantum mechanical problem of scattering from a given potential
V(7) in the non-relativistic limit. We therefore search for solution of the Schrédinger

equation
——V 4V =F

with a boundary condition which describes an incoming plane wave, ¥, = e?*0%  Far
away from the detector, we assume that the potential vanishes, V(7 — oco) = 0. In
this region, the Schréodinger equation simplifies to (—%Vz — E) 1 = 0, or, after Fourier
transformation (V2 + k2) Y =0as FE = h;—jff Far away from the scattering target, one
therefore has a linear superposition of plane waves with momenta which all have the same
modulus, |k| = ko.

How does the outgoing, scattered wave can be described far away from the scattering

center? ] ) )
While the incoming plane wave has the prop-

, ) ) erty that the current per area is a constant

incoming outgoing

plane wave spherical (more precisely, the probability current), the
ave outgoing spherical wave comes from a point-

target like scattering center and far away from the

8 scattering center it therefore has to have the

property that at fixed distance r the current

through a solid angle, [ 4r2dS2, has to be inde-

pendent of r. Therefore the current has to de-
cay with j ~ 1/r? and the wave function with

1/r.
This is precisely the property of a spherical wave (as we will check below)

1 iko| 7]
Yout |ﬂ €

Such a wave can be considered as a superposition of plane waves e*” = #7080 with fixed
k = |k| but averaged over angles.

We use these results to guess the general solution of the scattering problem for r — oo

. eikor
bl s o0)=c( &+, 9 — ) (4.2)
N—— N——o
incoming Ou.tgoing
plane wave spherical wave

To interpret this important result and check our arguments, we have to calculate the

corresponding (probability-) current density

jo L (w (i) + he.)

2m
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For the incoming flux, we obtain a current 1nto the z direction, jm 3 1iko o 0 |c|2. For the calcu-
lation of the outgoing flux, we recall that -2 Lh(r) = g;h’( = 7h/(r) as (88 Va2 +y?+ 22 z2> =

7. Therefore, 8%6 — = fiko®

zkor

+ (9(72) and the outgoing current is given by

2 hko | 1o 2 1 1 - f@, o))
Jout = W ’C| ’f(ﬁa 90)‘ 7‘_2 + 0(7,_3) = ‘]in| T
Now consider a particle detector with the opening angle AQ). The area where it detects a
current is given by Ay = r?AQ. Therefore the total probability current into the detector
(the incoming flux) is given by Ijetector = |Jin| |.f|* AQ and we find for the differential cross

section the important result

do  total flux into detector

=|f(9, ) (4.3)

dQ ~ incoming flux / arca x AQ

To calculate the scattering cross section determined, we therefore only need to determine
the scattering amplitudes f(¢, ¢) obtained from the behavior of the scattering states
for r — oo. The modulus squared of the scattering amplitudes determines the probability
that particles are scattered into the direction given by 9 and ¢.

A remark on the interpretation of the wave function: Above, we discussed a single-particle
Schrédinger equation and calculated probability currents. We did, however, not specify
the normalization constant c. For scattering states, a normalization with total probability
L[ |W|? = 1, is problematic, as one cannot easily define a finite system with has boundary
conditions consistent with the scattering state. We have therefore not specified ¢ (it drops
out from the final result). For a more rigorous treatment, one could, for example, build a
wave packet out of the scattering solutions and normalize the wave function of this wave
packet. For practical purposed, one can also choose ¢ in such a way, that the incoming
current j;, has nominally the units number of particles per area and time and adjust it to
the experimental flux of particles. Here one should, however, not forget that we are only

considering a single-particle wave function.

4.3 Scattering from central potential: phase shift

For a rotationally invariant central potential, V' (7) = V (r), the determination of the differ-
ential cross section simplifies significantly as one can use angular momentum conservation.
We search for simultaneous eigenfunctions of H, L?, L, with E = % They have the
general form

up (1)

¢l,m,k(ra 197 90) = Yim (197 90)
g

spherical
harmonics
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where we assume that the reader is already familiar with the spherical harmonics ¥;™ which

are functions of the angles only, which have the property
LY =11+ DRY™ LY =hmY" m=—l,...l

Plugging this ansatz into the Schrédinger equation, one obtains the radial Schrédinger

equation for ug(r)

2 2 2 2
(_h_a_ + M + V(’I“)) Ukl(r) = (7211;2 ukl(r) (4.4)

2m Or? 2mr?

with ug(r =0) =0

This equation has to be supplemented by a normalization condition. From [ Y2 d3r =1

o o
follows the condition /|Y}m|2 dQ [dr 21 L 1 and therefore [ Jug? = 1.
0 0

r2

=1
Our main goal is to analyze the solution for r — oo where V(r) = 0 and therefore

(% + kQ) ug,1(r) = 0. Therefore for r — oo we obtain necessarily
up (r) = Ae™ + Be

As this is a stationary state, current conservation implies that |A|> = |B|2. Therefore we

can write

ug,(r — o0) = |4 <eikr gtPa _ gTikr ei903>

— (e—ikr o5 _ gikr =il3 62i5l> (4.5)

= sin(kr — %T + 5;)

This equation defines the
scattering phase shifts &;(k)

;T
+i5 1 have been

which are, in general, functions of the momentum k. The extra factors e
chosen such that: 6, =0 for V(r) = 0 as we will show below. The scattering phase shifts
encode all information on V(r) needed to describe any scattering experiment!

We can plug our result into the equation for the wave function

e—tkr il z etkr =il 5 e210u(k)
7l — o0) = =Y;"(¢ ( , - , ) 4.6
(Il = o) = 10, o) S — - g (46)
incc;r;ing outgoing sl;krlerical wave

spherical wave  with extra phase shift §;(k)
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We will now check the limit V = 0.

K2 d2 1(1+1)R? hk?
(8 DY, W

2m dr? 2r2m 2m
& <£i+k”—w;10uhmﬂzom§; <£;+1_KZ;U>W@) — 0
with uy (1) = UZ(U) This equation is solved by
ug,1(r) o< 2kr (a ji(kr) + Byi(kr)) (4.7)

with the spherical Bessel functions

T Ox

ﬁ(x)==(—aﬂl<lé)>15hjm) first kind

second kind

13)%%u)

z Ox

nte) = (o (

In the following, we will mainly need the asymptotic behavior of these functions which is

easily obtained from their definition

. 1. L , !
]l(.’L'—> OO)—xSID(.’L'—2>, jl(x%O)—m
1 In 2j — 1)l
yi(x — o0) = 58 <fU - 2) ) yi(z = 0) = —(:Ulﬂ) (4.8)

where (20 + D!l = (21 4+1)- (21 —1)- (2l = 3).... As ug;(r = 0) = 0, we can immediately
conclude that without a scattering potential, V' (r) = 0, ug;(r) = 2kr 5;(k - r) and therefore
Im

ukl(r — OO) = c-sin <k‘1" — 2> = <e_i’”’ eili — eikr e_ili)

If we compare this to Eq. (4.5) we conclude that indeed §; = 0 for V = 0.

4.4 Phase shifts & cross section

We have found two ways to express the wave functions of a scattering problem for r — oo,
first the formula e™0% + f(¥9, @) # and second the formula (4.6) for ¥, 1 (7) expressed
in terms of phase shifts §;. If we can relate the two formulas, we will be able to express
f(¥, ¢) and therefore the differential cross section by phase shifts only.

To reach this goal, we have to express %% in incoming spherical waves. Here we can use
that e**0% is a solution of the Schrédinger equation for V = 0. Therefore it can be written

in the form

etz _ 6ikcos(79) _ Z}/lm(ﬁ’ gp) jl(k T) alm
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Our goal is to determine the (up to now) unkown parameters a;,,. As e cos(¥) depens
only on 9 but not on ¢, only m = 0 contributes to the sum. We recall (from some other

course which gave a more thorough introduction to spherical harmonics) that Y,°(¥, ¢) =

dl
% Py(cos(9)), where P, is a Legendre Polynomial defined by Pj(x) = QTZ'F(JUQ — 1)
ldx
Therefore we can write
e = S (k) Bcos(9) (1.9
The prefactors a; can, e.g., be determined from a Taylor expansion
- ik 9))"
ezkrcos(ﬂ) _ Z (7’ TCZ?( )) (410)

If we use from Eq. (4.8) that j;(z) = (2%11),, + O(z!~1) and that

@)

Pie) = gy g @ ) = g © T OET

we find for the product of the two functions

(k) (cos(®)) + O((kr)™ (cos())")

]l(k T‘)PZ(COS(ﬁ)) = (21 + 1)” 2l(l|) with: m#n

Now we can compare the coefficients of the two expansions (4.9) and (4.10) by setting
n = [ and find

i (2n)! N i" (2n 4+ 1)!12"n!
— =y ap =
" " (2n)!

n! (2n + 1)!! (n!)2 == " (2n + 1)

where we have used for the last equation (2n 4+ 1)!12"n! = (2n+1)-(2n—1)- (2n —3) -
oo2n(2(n—1)) - (2(n—2)) = (2n + 1)!. We therefore obtain

ehreost®) =N "4t (20 + 1) iy (kr) Pi(cos(d)) (4.11)
!
We want to use this equation to rewrite

ezkr

w(r N OO) _ eikrcos(ﬂ)) +f(§) .

by using Eq. (4.11) and from Eq. (4.8) that j.(z — o0) = 2.1 (ei(’"—l%) - e_i(kr—l%))
Therefore,

. - . o .
efzkr €Zl5 ezkr e 4l e’LkT‘

il 2
vlr = 00) = 3 (-1 HEED( - ) Bitcos() + 1)

kr kr
l N '

incoming outgoing
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We use now that ¢)(r — o00) can be written as a linear combination of v, ; obtained
from Eq. (4.6)

—ikr Jil% ikr —ilZ
e Wret2 e .
(r — o0) E b1 P(cos(v — (14—@2’61 — 1)
kr kr g
incoming outgoing

it (21+1)

37 and

Comparing the two equations, we find ; = (—1)

1) = 2 (e = 1) Rfeosto))(-1); )

l
Using furthermore €9 — 1 = ¢ sin(§;) 2i and e "2 = (—1)! we obtain our final result
1 .
fW) =+ > @1+ 1) e ®) sin(5(k)) Py(cos()) (4.12)
l

valid for scattering from a rotationally invariant potential.

For the differential cross section we obtain immediately

0o 2
jQ (9, ©)| Z2z+1 © sin(6;) Py(cos(®9)
=0

To compute the total cross section o = [ g—g d©) we use that

| Pitcosto)) Puteos(a = [0 | Y 0 iy 49 = dw gy

and finally obtain the simple formula

o(k) = i—g > (21 + 1) sin® §(k) (4.13)
l

Note that the total cross section has the unit of an area (set by the wavelength of the

incoming particles). We will discuss examples for the formula in the next chapter.
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4.5 Scattering length, resonant scattering

In this section we will mainly discuss some examples for scattering and use this to introduce
the concept of the scattering length and of resonant scattering.

First, we consider the quantum-mechanical scattering from a hard sphere of radius R.
We therefore have to solve the radial Schrédinger equation

2 2 2
< K2 d l(l+1)>ukl(r):(7;2 wra ()

2m dr2 2mr?

for » > R with the boundary conditions uy(R) = 0.
We already know that the solution of this equation are given by spherical Bessel functions,

see Eq. (4.7), and therefore we just have to impose the boundary condition.

Ul = 2]€T’( ajl(kr) + ﬁyg(k‘r) ) with: ukl(R) =0

spherical Bessel function

= up(r) = 2kr (jz(kr) - ;ZZEZZ; yl(lﬂ“))

To read off the phase shift, we have to analyze this result for r — oco. With & = kr, we
use Eq. (4.8)
sin(z —1%)

iz = 0) = ———=, yi(z — 00) = —
X X

cos(z —15)

Our goal is to write the result in the form given by (4.5)

u(x — o0) o sin(x — [ 0;) = sin(x — lg) - cos 07 + cos (x - lg) sin ¢

2
= cos d; (sin(x — lg) + tand; COS(SC - lg))

Comparing the equations, we find

ji(kR)
yi(kR)

tand; = (4.14)
which is the exact result for a hard sphere.

It is instructive to study the limit where the radius of the sphere is much smaller than the
wavelength, z = kR < 1, using (4.8)

i) 2 20+
w(z) 20+ 1N ( pas] or x —

Therefore we obtain
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(kR)?+1 2041
k for k 4.1
@+ —nn > ork =0 (4.15)

oo ~ —kR fork — 0

=

In this limit, scattering is dominated by s-wave scattering, [ = 0, and we obtain from
Eq. (4.13)

4
ok — 0)~ k_72r sin? §g = 47 R?
which is 4 times larger than classical value 7R2.

Motivated by the result for the hard sphere, we define the scattering length

L ho(k)
a=— lim 2=0 (4.16)

By construction, the scattering length of a hard sphere is given by its radius, a = R.
While « is positive for repulsive potentials, it can also take negative values for attractive
potentials. Below, we will see that for resonant scattering it can diverge.

Above, we have analyzed the limit that the radius of the hard sphere is small compared to
the wavelength. It is also instructive to study the opposite limit, kR > 1. For short wave

length, we expect to recover the classical result. Using again (4.14) and (4.8) we obtain

sin (kR — lg)
Cos (k:R — l%)

tand, = — - 5Z:Zg—kR for I < lymas

This result is valid up to a maximal angular momentum which we can obtain from the
properties of the spherical Bessel functions. Instead of analyzing those, we estimate the
maximal [ from classical physics, which tells us that all incoming particles scatter which
have a distance smaller than R from the origin. As the angular momentum of a particle
passing at distance R is L=R x P, L? = (hkR)? ~ ljpaz (Imaz +1) and therefore lq: ~ kR
for kR > 1.

For the cross section we find from Eq. (4.13)

4m s 2 47 1 I
o= 5 2@+ Dsinf x5 S0 @+ 1) (1 (1) cos(2kR))
l l<lmax
lmax
4m 1 4r1 T ,
max 0

This is unexpected, as this is twice the classical result, 7R?. Usually, one has to obtain

classical results when the wavelength of the particle gets shorter and shorter. Does this
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imply that we have found a violation of classical physics in a regime where is has to be valid
or do we have made a mistake in the calculation? Both is not the case. A more careful
analysis shows that 50% of the scattering occurs in a tiny angle almost parallel to the
incoming beam, 6 ~ 0. This angle vanishes for k — co. An experiment which measures the
total cross section is usually blind for very small angles as it should not count unscattered
particles. Such an experiment will therefore always measure the classical cross section for
kR > 1. In formulas, we can define a cross-section excluding very small angles, 8 < 6y, by
ogy = f(;; sin 6 df fo% dcpg%. Then limg, ;0 limyr—00 79, = 7w R? is the classical result (easy
to measure), while the other limit limy g, limg, 0 09, = 21 R? gives the quantum result.

As a second example, we consider a spherical potential well, spherical potential well

VW for r< R (regionI) I I

0 r> R (region II)
We can use our previous results to solve first the problem in region I and II separately,

Vir)=

gluing the solutions together in a second step. In region II, for 7 > Ry, we have

. hk?

u}ﬁll(r) = 2kr(aj(kr) + By (kr)) ; E = Py

In region I, r < Ry, the situation is simpler. As y;(kr) diverges for r — 0 and wug(r —
0) = 0, the solution is expressed in jl(l;:r) only, where k has to be chosen to compensate
for the constant potential Vj. We therefore find

(1k)”

2m

up,(r) = 2rji(kr), E—Vy=

To obtain also a solution of the radial Schrédinger equation for r = R, we have to fulfill

the two boundary conditions

d d
u(R) = ujg(R), <z u(R) = su(R)

From these two equations, we can determine the unknown coeffcients o and g as function
of k and [.

We will focus on the limit of small k& only, where only [ = 0 contributes with jo(z) =

w , Yo(x) = %S(w) Therefore the boundary conditions can be written as

sin(kR) = asin(kR) — B cos(kR) = o sin(kR + o)
kcos(kR) = ok cos(kR + o)

where we used trigonmetric formulas to rewrite asin(kR) — 8 cos(kR) as o sin(kR + dp)

such that o and Jp (the scattering phase shift) are now the constants to be determined.
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After solving the first equation for o', we obtain from the second equation the condition

~ TR sin(kR)
kcos(kR) = (bR + 00) k cos(kR + do)

or, equivalently,

tan(kR + 6p) = Z tan(kR)

which is solved by

T sin? do (k)

k 5
do(k) = arctan (Z tan(kR)) — kR, 0=

In the limit ¥ — 0 we have % = —Vp and therefore k = %\/—2mV0. We can use the

definition Eq. (4.16), to calculate the scattering length (i.e. the radius of a hard sphere

which has the same cross section)

a:_hmM:R<1_taq<_kM>
k=0 Kk kR

_ tany/—a Vo (l;:R)2

o = =

=1
ok

a
R N

In Fig. 4.1, we plot a/R =1 — tari%ﬁ) as a function of o« = —(kR)? = hVQO —. For
—a 7 am

—~

2.0
1.5
sl 1.0
0.5
0.0
05l
-30-20-10 0 10 20 30
(0

Figure 4.1: Scattering length as function of o = (s

Vo > 0, the scattering length is positive and approaches a = R for Vj — oo as expected.
a vanishes for V) = 0 and for small, negative V) one obtains a negative scattering length.
Something dramatic happens, however, when for sufficiently negative Vi we hit the pole

of the tan function at /—a = 7 (n + %) Let us analyze the proximity of this point by
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setting v/—a = 7 (n + 3) + Az. For Az — 0 the scattering length diverges and changes

its sign

R 1 sinv/—« 1
a = — = ~ =
kcosv—a  kAx

What we observe here is resonant scattering : for sufficiently attractive potential one
gets a bound state (see problem set, where we check this). The scattering length diverges
and changes its sign exactly at the point where a new bound state forms at £ = 0.

It is also instructive to calculate the total cross section directly at the resonance for small
but finite kR < 1. We first consider the scattering phase shift

do(k) = arctan (Z tan(l;:R) — kR = w(% + n) — kR ~ w(n + 7)

diverges at <1
resonance

Therefore the total cross section is given by

4 4 1

o= sin? 6y~ — = = \?
™

Note that in our limit A = 2% > R and therefore the cross section at the resonance is
strongly enhanced. Directly at resonance it is given by the square of the wavelength.

The effect that the scattering length is strongly enhanced and can be changed easily when
there is a resonant state, is frequently used to control the atom-atom scattering in exper-
iments based on the manipulation of ultracold atom. One uses the above described effect
to modify the atom-atom scattering using a so-called Feshbach resonance controlled by a
small magnetic field. Here one uses that the number of bound states of a system of two
atoms (i.e. the number of molecular states) can be changed by changing the magnetic field.
In this case, the magnetic field plays exactly the same role as the depth of the potential Vj
(or, equivalently, the value of «) in the example above. Thus one can control the scattering
length describing the atomic scattering with high precision. One can switch from repulsive
(a > 0) to attractive interactions (a < 0) interactions, and one can strongly enhance the
scattering of atoms. The use of Feshbach resonances is therefore a very important tool in

a field which studies the collective states of ultracold atoms.
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4.6 Lippmann-Schwinger equation and Green functions

The goal of this chapter will be to develop a new formulation of the Schrodinger equation,
the Lippmann-Schwinger equation, which is especially useful to treat scattering problems.
Importantly, we will use this approach to develop methods to calculate scattering rates
and cross sections using perturbation theory.

Let us recall the general setup of a scattering problem. We want to solve the Schrodinger
eqation, H |[¢) = E|¢), with the boundary condition of an incoming plane wave. The

Hamiltonian is thereby separated into two parts,
H=Hy+V

where Hj is a part without the scattering center, in our case just, Hy = %, while V' is the
scattering potential. This general setup is flexible and can easily be generalized to complex
many particle systems (e.g. electrons scattering from a defect in a solid).

The boundary condition is defined by an eigenstate of Hy

Ho |$in) = E|¢in)
while the scattering state should fulfill

(Ho+V)|Y)=Elp) < (E—Ho)lp)=VI)

It is not difficult to make a first guess, how a formal solution of this problem might look
like

[¥) = (B — Ho) "'V [¢) + |¢in)

This equation obviously fulfills the Schrodinger equation (you can show this by multipliying
it with E'— Hp) and at least for V' = 0 the boundary condition. While our final result will
look very similar, it is important to note that this equation is ill defined (and therefore
meaningless) due to the divergence of (E — Hp) L.

To find a solution to this problem, we consider a more well defined setup: Let us assume
that initially (i.e., for ¢ — —o0) the system was unperturbed, V' = 0, with |¢(t — —o0)) =
|¢in). Then, V is switched on very slowly (‘adiabatically’), e.g. V(t) = Ve~ for t < 0 and
V(t) =V for t > 0 with e — 0. We expect to obtain by this construction an eigenstate [¢)
with energy E, (Ho+ V) [¢) = E |[¢)), which does, however, still remember the initial value
|pin). We will not prove this, but the idea is that this setting (adiabatically switching-on
of the perturbation), will give results which are equivalent to a setup where an incoming
wave package is prepared in the far distance, then hits the obstacle, is scattered and finally

detected again in the far distance from the scattering center.
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Let us therefore consider the time dependent Schrédinger equation with

(ih0; — Ho) |¢in(t)) = 0, (ihd; — Ho) [(t)) = V() [4(t)) (4.17)

To find a solution to this problem, let us pretend that we already know the right-hand side
of the equation, V() [¢)(t)). Then a solution of the left-hand side with the right boundary

condition can be found by introducing a Green function Gy(t) with

(hdy — Ho) Go(t) = 6(t) - 1 (4.18)

with this definition (which we will have to refine soon), we can easily convince ourselves
that

[9(t)) = |in(t) /Go t—t)V{E) |w)) dt’

is a solution to the full time-dependent Schrédinger equation. Let us check this:

(m@—ﬂww»=o+/5@—WRvuvww»dﬂzvmww»

Now comes the decisive step: to fulfill the correct boundary condition, we have to define
Go(t) in such a way, that [¢(t)) is only modified after the potential has changed (causality).
The Green function which fulfills this condition is called retarded Green function, G (t)
with

Gg(t)=0fort <0

This condition and Eq. (4.18) is fulfilled by the retarded Green function

G (1) = 0(1) ot (4.19)

h

Let us check this: ihd G = Hy GJ{) + 6(t)1. Note that also a different solution of (4.18)

exists, the advanced Green function (which we mention here only for completeness)

Gy (1) =~ O(~t) = H/"

fulfilling the boundary condition G, (t > 0) = 0. After having identified the Green func-
tion with the correct boundary condition, we obtain our central result, the Lippmann-

Schwinger equation (here in the time domain)

[9()) = |fin(2) /ﬁtG+t—t V() () (4.20)

This fulfills our boundary condition [1)(t — —00)) = |¢in(t)) due to Gg (t < 0) = 0 and the
full time-dependent Schrédinger equation as we have already proven above. The Lippmann-
Schwinger equation is fully equivalent to the time dependent Schrédinger with the added
advantage that it explicitly includes the boundary condition at ¢t = —oo
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To obtain stationary states as function of the energy E we will need the Fourier transfor-
mation of G (t)

7 ) e by 1 ) .
G[—)I—(E) _ / 6szt/h G[—)i—(t) efﬁtsgn(t) dt = / %@(t) eZ(E'JrzefHo)t/h _ (E + e — Ho)fl
—00 needed for convergence —00O

att — Fo0 , e infinitesimal

In the energy domain, we therefore find

GH(E)= lim (E+ie—Hy)™', Gy(E)= lim (E —ie— Ho)™"

e— 0t e— 0t

retarded Green function advanced Green function (4.21)

The reader is strongly encouraged to check that the all-important e factors guarantee that
upon transforming the Green function back to the time domain, the proper 6(t) factors
are recovered.

Defining the stationary wave functions |¥) and |®y,) as usually from |¢(t)) = e B/ |y)
and |®i,()) = e UM |®y,), we easily obtain for a time independet V by a Fourier trans-

formation of Eq. (4.20) the stationary Lippmann-Schwinger equation

[¥) = |¢m) + Gg (E)V [4) (4.22)

which is a reformation of the stationary Schrodinger equation appropriate for a scattering
problem, which includes the boundary condition |¢i,). We have been a bit sloppy in one
step of the derivation of this stationary equation: we did not mention during the derivation
that V is switched on adiabatically. It is, however, not difficult to convince oneself that
this factor is precisely taken into account by the € in the definition of G§ (E).
Let us finally check the result
E - Hj

E—H =0+1lim ——V =V

(B~ Ho) ) = 0+ limy =0 V) =V [0)
By definition, G0+ (E) is an operator. For calculations it is necessary to write it in a suitable
basis. We will therefore discuss its properties in momentum space and in real space. In

momentum space we can write G (E) = Z |K") (K'| G§ (E) |k) (k|. Therefore we define
k!

gy (K, k) = (K'|GS (B)|k) = Sk g (B, k)
1 (hk)?

P € =

E +ie — e 2m

95 (B, k) = (4.23)

Similarly, we can find a representation in real space, which will be especially useful. In
this case, the operator is written as G (E) = [ d3rd3' ') (/| G{ (E) |r) (r| which can be
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obtained from the momentum-space representation by a Fourier transformation as

+ / I "N EN K gt &k &K
gl (B, r) = (| GEE) 1) = [ (| ) (K| G (E) k) (k| ) =55~
dgk ,];:‘—. =/ 1
_ N k(- -+ E.r —
/(27r)3e E +ie— ¢ 9o (B, =)

In spherical coordinates we obtain using v = cos

1
— 1 ikru
95 (B, 7) = e /dkk2d<p /duek

_ o /-dk k2 eikr _ e—ikr 1
(2m)3 ikr E +ie — ¢

v
E+i6—6k

2
We can use the residue theorem to evaluate this k integral using that E + ie — % =

% ((ko + i€") — k) ((ko + i€') + k) where we define £ = % with kg > 0. For the terms

oscillating with e**" (with e~*") we have to close the contour in the upper (lower) half of

the complex plane and obtain a contribution from the pole at ko + i€’ (at —(ko + i€’)) as
r > 0. Combining the two terms we get
m  etkor (hk0)2

FE = k 4.24
2rh? r ’ 2m 0>0 &2,

QJ(EW) = =

Note that gj (F,r) has the form of an outgoing spherical wave, a consequence of the ie term

characteristic for the retarded Green function. In contrast, the advanced Green function,

m efzkor

Corh2 7

ga(EaT) =

is based on an incoming spherical wave.
It is worthwhile to check the important result (4.24):
[ 3
(= H) g (509 = (B + 59 6 (Br) 2 80

2m
V21=—ars(7)

Using the real-space form of the Green function, we can also write the Lippmann-

Schwinger in real space using (r| ¥) = ¢(r)

W(r) = R 4 / &Er' gH (B, 7 — ) V(') () (4.25)

Again, this is just a reformulation of the Schrédinger equation. Instead of a differen-
tial equation it is a linear integral equation. As we will see it is especially useful when

calculation scattering problems in perturbation theory.
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As a final check, we can convince ourself that U(r) from Eq. (4.25) indeed fulfills the usual

Schrédinger equation

2
(E + %V2>w<r> = / &3’ 6(r — YV () (r') = V(r)p(r)

4.7 Born series and Born approximation

For small scattering potential, we can solve the Lippmann-Schwinger equation

[¥) = |in) + Gy V [9)

iteratively, starting from the case V = 0:

OWVY) : |¢) = [bin) + GGV |din)
OWV2): |¢) = |¢in) + GV |din) + GEVGEV |¢in)

Repeating this to infinite order, we obtain the Born series

= =il
W)= (GS(EW)" o) = (1~ GF(E)WV) ™ |¢in) (4.26)
n=0
We can rewrite the last expression

(1-GFE)WV) ™ ow) = (GHE) (GFHE) = V)™ |ow)
1
T FEtie—Ho-V

(E + 2€ — H(]) |¢in>

which leads to the simple-looking but rather subtle equation for the scattering state

1€ . .
= Q| with Qt = ——|¢,) = lim e *HU/h  giflot/h
‘¢> ‘ 1n> E+ie— H ‘¢1n> t—oo Sm~N—— N~ —
time removes trivial
evolution time %\glution
(@) in

where Q% is called the Mgeller operator. To show the last equality, we first note that
tlim f(t) =36 [ e f(t') for 6 — 0 if the limit exists. Therefore,
— 00 0

€ —et! — / i / € —i _ ie)t!
Q+\¢m> _ h/e t'/h Ht/heHot/h‘¢in>:h/e (H—E+ )t/h’¢in>
6:% 0 0
7€
S Evie— 1o
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In the following we will introduce a few useful concepts for scattering theory. For the
Lippmann-Schwinger equation the central element was the Green function Gg (E) = (E —
Ho+ie)~! defined with the help of the unperturbed Hamiltonian Hy. This is also sometimes
called the ’bare’ Green function distinguishing it from the full’ Green function defined using

H instead of Hy )

" Etic—H

1

GH(E) = (GE) '+ V)

The Taylor series describing the perturbative expansion of GT(E) is given by

GH(E)=G{(E)+GJ(E)WG{(E)+ G (E)VGS (E)WG{(E) + ...
=Gg (B) + Gy (E)T(E)Gy (B)

where the last equation defines the so-called T matrix
T(E)=V +VG§(E)V +VGI(E)VGS(E)V +...=V +VGH(E)V

While we will not use the 7" matrix in the following, but we note that often the in prac-
tical calculation one often calculates first the 7" matrix and then expresses quantities like
differential cross sections in terms of T'.

Our next goal is the determine the scattering amplitudes f(9, ¢) starting from the Lippmann-
Schwinger equation in real space, Eq. (4.25). As f(¥, ¢) is defined, see Eq. (4.2), from the

asymptotic behavior of the wave function, we have to determine ¥(r — 00). We have there-

fore to expand gd (r —1') for large r using that [r —7'| = \/(F — 7)2 = /72 — 277/ + ... ~

——/

rr

r — —. We find for r — oo
r
iko|T—7"| ikor
t o m ¢ oM ke o L
9o (r=17) 27h? |r — 1| 2wh? r + (7“2)
where 7 = ? . Therefore, we obtain
ko7 m_ethor ikoT! Py (0] INEEW, iwor €O
~ or __ —R0 = 0
PY(r — o0) ~e 512 /e V(e (r') dor’ = e + " f(¥, )
This allows us to determine the scattering amplitude
10, @) = f(kous, ko) = e~ TV (7 (r) (4.27)

- 21h

Here we have introduced a new notation, by writing f(Eout, Eo) instead of f(¥, ¢). We set
kout = 14:07§

This is the wave vector of the outgoing wave in the direction 7 where the detector sits.

Instead of parameterizing the scattering amplitude by the angles ¥ and ¢, we can use the
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incoming momentum EO and the outgoing momentum Eout instead with |Eout\ = ]EOI

as we consider only energy-conserving elastic scattering from a potential.

In real space, the first few terms of the Born series, Eq. (4.26) are
Y(R) = eiEOF"‘/ QJ(T—TI)V(T/)eikOT/dT,"F/ gar(T—T/)V(r/)gar(7‘/—T”)V(T'/)eikorudr'dr"—}—. ..

This formula has a surprisingly simple (and instructive) interpretation: The first term
describes the unperturbed wave, the second describes that when the wave hits the potential,
each point becomes the source of a new spherical wave (reminiscent of Huygen’s principle
from optics). The third term encodes that the emitted spherical wave of the second term
can again be scattered by the potential the due to the potential. The Born series is therefore
just the sum of all scattering and re-scatteing events.

The lowest order approximation to the Born series, where one keeps only the first two
terms is called Born approximation . This very useful approximation is therefore given

by
Y(r) = eiE°F+ /g&”(f’— F/)V(T/)eiEOFd?’r/

As Eq. (4.27) for the computation of the scattering amplitude already contains V', we just
use (1) ~ €M7 to obtain the scattering amplitude and therefore also the differential cross

section in Born approximation

F (out, ko) =~ / e~ iRow—R0)*" 7 (1) @3y = — Ty (4.28)

m
- 27rh? oh2  Fout—Fo

g o(V?) (4.29)

do (ﬂf ‘Vq )
dQ "~ \27h2 kout—ko
The differential cross section is therefore up to a prefactor just the modulus square of the
Fourier transformation of the potential, Vz = J e~"*TV (r), where k is identified with the
transferred momentum, Eout — E().
As a first example, we consider the scattering from a purely local potential V (7) = U(7).
We directly obtain to O(U?) the angle-independent result

do _ (mU\’
dQ  \ 27h2
A very important example is the Rutherford scattering Rutherford scattering, i.e. the

4me?
12

can be used directly in Eq. (4.29) to obtain the cross section. To express the differential

scattering from a a Coulomb potential V(r) = ? The Fourier transformation V, =
cross section in terms of the angle ¥ and ¢, we use that

o N\2 9
k2 = (kout . k0> = Ky + k3 = 2koutho cos § = 243 (1 — cos ) = 24 sin”
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For the differential cross section, we for the Rutherford scattering the differential cross

section

2
daN(Tn)2 4mre? _(62)2 1
dQ  \2rh/ \ 2k2sin® % AE ) sin* (9)
Due to the smallness of the finestructure constant « this perturbative result is a good

approximation for electrons (or, for Rutherford’s experiment, the a particle) with not too

high energies.
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4.8 Optical theorem

In this section we will derive a useful result. To obtain the total cross section, it is not
necessary to integrate over all angles. Instead it is sufficient to study the scattering in the
direction of the incoming beam.

The basic idea behind this result is almost trivial: due to probability conservation the total

flux of incoming particles is either scattered or not scattered

Iin = Iscattered + Inot scattered

Therefore the total cross section can be obtained by computing how many particles are

not scattered

dQ jin Jin

o= / do do = Lscattered _ Iy, — n('>t scattered

We start our analysis from the asymptotic expansion of the wave function, (r — o0) ~
c (e + £ (F, Fo) 3

probability current is given by

- ) where k = |ko| - 7 is the outgoing momentum. The corresponding

- 1 I hko > 7
= om (¢ (=ihV)$ + C) < m ( - +|M| r2
incoming current scattered

+ % ( f(k, ko); eilkor—ko) f*(k, ko); ¢—ilkor—kor) h.c.)> (4.30)

“ eiko?"

where we used ﬁelk%r = ikor + O (%2) We are mainly interested in the information

T
encoded in the interference term given by the last line of Eq. (4.30). To determine the
current of not-scattered particles, we have to ask what a detector would measure which is
placed in ’forward’ direction, measuring all not-scattered particles of the incoming beam.

Let us assume that the detector has the opening angle 9y To add all the probability current

Figure 4.2: Sketch of a detector placed in forward direction with opening angle ¥g measur-
ing all particles which are not scattered.

into the detector arising from the interference term we need to calculate

92

+i(kor—Fo) +ikor 0o tikor?s 9
/ ¢ sin ¥ dvdp = / uﬂ dp ¥dd ~ 277/ ur%‘dﬂ = 7T
r H<o r 0 r +ikg

I<g

where we used that for small angles kgr — EOF = kor- (1 —cos?¥) =~ kor%Q. Furthermore, we

. 2
used that for » — oo only small angles, ¢ < +/kor, contribute to the integral over eFikor s
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Therefore one can extent the integral over v to co.
The contribution from the last line of Eq. (4.30) gives precisely the change of the current
in forward direction due to the impurity and therefore the difference of incoming and

not-scattered current.

Iin — Inot sca 27 oo

o= snmetsen ST (R o) — £ (R o))

Jin Zk'(]

From this, we obtain directly the optical theorem

a:/—dQ /’f o :%Im(f(lzo,lgo)) (4.31)

loss in forward
direction

The total cross section can be computed from the imaginary part of the scattering ampli-

tude in 'forward’ direction, i.e. for k = k.

4.9 Inelastic many-particle scattering

Up to now, we have only considered scattering from a given potential. Due to energy
conservation, the energy of the incoming and the outgoing particle were the same: the
scattering was only elastic. In many situations, however, the energy of the scattered
particle does change as, for example, some energy has been deposited in the scattering
target. In this case, the scattering is called ‘inelastic’.

We will not try to develop a complete theory of inelastic scattering here but focus on the
limit of weak scattering where perturbation theory can be applied. This allows, for exam-
ple, to understand what is measured in a neutron scattering experiment, one of the most
important techniques to detect excitations in some material. As neutrons are interacting

very weakly with matter, perturbation theory can be used reliably.

kin detector
matter ﬂ

neutron

Figure 4.3: Sketch of a neutron scattering experiment. The kinetic energy of the neutron
changes as some energy is deposited in the system.

We consider an (idealized) scattering experiment, where the incoming particle (e.g., a

(hkin)?
2m

the mass of the neutron (“T’ refers to the ‘testing’ particle). Similiarly, the outgoing

— 2
neutron has wavevector kot and the energy Eg:lt = %

neutron) has the wavevector Kin and the associated energy Equ = where m is here

. The detector can measure the

direction of the outgoing particle, Q, and its energy EL .. From this one can compute the
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the energy loss
E=ELl —EI

out

In a typical scattering experiment, the detector will measure during the time At the number
AN = number of arriving neutrons which have an energy in the energy interval Eg +E <L
El, < EL + E4+ AE, where AF is the energy resolution of the detector. In analogy to the
differntial cross section for elastic scattering, Eq. (4.1), one can compute a energy-resolved

differential cross section

do(E, 9, ¢) AN 1

dQdE ~ AtAEAQ incoming flux

which is a function of the transfered energy E. The total cross section is obtained by

integrating over all angles and over the transferred energy,

E
a:/dE/sinﬁdﬁdng

To describe the experiment, we consider the Hamiltonian

H= H} + HY + Hint
~~~ ~~~ ~~
testparticle complex interaction of test particle
e.g. neutron system with system

Various interactions are possible. For neutrons, for example, the dominant interactions are
with the nuclei in the system and also a dipole-dipole interaction of the electron spin with

the spin of the neutron. For simplicity, we consider just a density-density interaction

Hing = / Erd pr(r) Vi —1)- ps(r)

—— ——
density of density in
test particle the system

For neutrons, pg could be the density of nuclei. In this case one can model the potental
by a contact interaction, V(r — ') = cd(7 — 7).

For neutrons, Hj, is typically very small, and one can safely use perturbation theory, i.e.,
the generalization of Born’s approximation for inelastic scattering. Equivalently, we can
just use Fermi’s golden rule, used previously by us in Sec. 2.3.2. According to Fermi’s
golden rule, the transition rate from the initial to the final state is given by

27 .
Fout, in ~ ? |<Out| Hiyt ‘1n>‘2 6(Eout - Ein) + O(H3 ) (432)

int

where the initial state is given by

2
’1n> = ’k> ’ns> 5 energy Ein = (hk)
N~~~ ~—~ m

test particle system

+ B,
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The total incoming energy is just the sum of the energy of the system, £} , and the
energy of the test particle. |ns) is in general a very complicated quantum state describing
all the particles in the system under investigation, with Hy |ns) = E; |ng). At a finite

temperature T this state is occupied with the probability

e—Ens/ka

. _ — B /kyT

P, =

For the outgoing state we write

N2
UE)” + B,
2m s

’OUt> - ‘k/> ‘n;> , Fout =

where the quantum state |n}) of the system after scattering is in general not known (and
not measured).

To obtain the scattering rate, we have to sum (4.32) over all incoming states with the
weight P, and also over all possible final states n/ as each of them contributes to the

probability to have a neutron scattered into the state &’.

Lpp = 2% Z Py,

/
Ng,MNg

(K| (0l Hins [n5) [k)|? 6(Ep; — En, — E)

Here

—

2 N2
(L

2m 2m

E =

are the energy loss and the transfered momentum, respectively. It is useful to rewrite the

matrix element
<k/‘ <n/s‘ Hint |ns> ‘k> = /dg d3 I<k/‘ pT ‘k> (7" - 7’ < ‘ps ’ns>

In first quantized language, the density operator for our test particle (the neutron) is just
given by pr(7) = §(Z — 7) and therefore (k| pr(r) |k) = [ F=F)7§(7 — 7) = =K =
e~%" . Using the Fourier transformation of the scattering potential and the density of the

measured particles, V(r — ') = [ Vg i Q(=7") é % and pg(r erQM (@) (d?gd we

obtain

(K| (] Him [15) [k) = Vi (nis| ps(@) [ns)

To calculate finally déiﬁ, we need number of & states flying into the detector for a given

opening angle and given energy range, [Ef ., E¢, + AE], Here we use that

d3K’

(2m)® — (2m)3

m

/
2k SAE'dQ

273" dE

dk'dQy = —dF'dQ = —=kK =

()ﬁ

as dE'/dk' = h?k’ /m. Dividing further by the incoming flux and collecting all results, we
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find

2 1 12
d“o AL szns

s 2
A dE ~ (2r)3" B2k p (mal Ve (@ Ins)"- 0By, = Bn, = E)

nsn’

or, equivalently,

d%o K s m \2 _
AGdE & <27rh2) 5(¢ B)
2 N2
with g=kK —k ,E:(hk) —(hk)
2 2m
with the correlation function
— / S 2 /
S(q,E) = Z Py, <ns| Vzp (@) |ns>‘ ‘5(Ens - E,, — E) (4.33)
*dt gy : s
= ik (@_g(t) q(0) ) with @z = V;p°(q) (4.34)
—oo

Before we derive the last line of this equation, let us interpret the result. The energy-
resolved differential cross section measures directly the ¢ and E dependence of the corre-
lation function S(q, E'). Here ¢ is the transferred momentum and E the transfered energy
of the scattering test particle (the neutron), respectively. S(q, F) gives rather direct in-
formations about the excitation spectrum of the system which is investigated. A peak in
S(q, F) as function of E signalizes that there is an excitation in the system with energy E
and momentum #A¢. That the excitation has the energy FE, can directly be seen from the
d-function in Eq. (4.33). To show that the excitation has momentum £g, one uses that
|ns) and |n}) can (in a translationally invariant system) be chosen as (quasi-) momentum
eigenstates. One can then show that the matrix element (nl| Vzp®(q) |ns) is only finite if
the (quasi-) momenta of |ns) and |n}) differ by hg. We conclude

From an inelastic scattering experiment one obtains the correlation function

S(q, E) which measures excitations with energy E and momentum hg obtained

from the energy- and momentum transfer of the scattering particle.

To derive Eq. (4.34), we first not that the time-dependent operator is defined using the
Heisenberg picture, ¢_4(t) = ettt/ hqﬁ_qe*mt/ k. We use the definition of the expectation
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value at finite temperature T'

(6-4(8) 6,(0)) = 32 = (0] 6-4(1)64(0) o)
_ Z 6_? <n| 6z’Ht/)‘z Qb—q efth/h |m> <m’ qu ‘n>
= 3" Pl BB 0] 6y ) (m] g |m)
= 3 BB P, | (1] g [n) |

From a simple Fourier transformation one obtains Eq. (4.33).
Scattering techniques are very useful to obtain precise quantitative information on the

excitation spectrum of a wide range systems, including nuclei, atoms, molecules or solids.
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5 The Standard Model of Particle Physics

This chapter will give a brief introduction to the standard model of particle physics. It
covers about 7 lectures, which are not enough to give a complete picture of all aspects of
the standard model but can, hopefully, give an overview of its structure and of some of its
most important properties.

The standard model is an extremely successful theory of — with the exception of gravity
— all phenomena in the world around us. It is one of the most important intellectual
achievements of physics. It show that it is possible to find an extremely compact description
of nature based on a few symmetry principles. It has been tested in a large number of
high-precision experiments. Nevertheless, the structure of the standard model also suggests
that it is not the final answer to the question of how the world around us is build: like
many other theories it is an approximation valid for only a certain range of energies.
While we will discuss in this chapter some of the most important building blocks of the
standard model, we will not be able to discuss how one can actually calculate, e.g., scat-
tering cross sections. For this further techniques have to be developed which are usually
covered in courses on quantum field theory. The reader is encouraged to use this chapter
also to recapitulate some basic notions of the previous chapters of this book, including
topics like the quantization of light, relativistic quantum mechanics, or the principles of
Gauge invariance. We denote such opportunities in the following by a box in the following

way:

recapitulate: ...

Some of the conventions used in the following are taken from the book by Peskin and
Schréder, An introduction to QF T, which gives a much deeper coverage of the topic than we
can present here. The book of Nachtmann, Elementary Particle Physics, is recommended

as it gives a good non-technical overview over the standard model.

5.1 Lagrange formalism

When writing down the field theory describing the standard model, we will use in the
following the Lagrange formalism. We assume that the reader is familiar with this approach
from the theory lecture on analytical mechanics. We will, however, recapitulate the basic

concepts in the following.
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In classical physics, one can replace Newton’s laws by a new postulate, Hamilton’s vari-

ation principle .

recapitulate: Lagrange formulation of classical

mechanics

Here one investigates the properties of the action .S which is defined as a functional of the
path x(t) of a particles, S = S[x(¢)]. Hamilton’s variational principle states, that along
the physical trajectory the action is extremal (a miminum, a maximum or a saddle point),
variations of S therefore vanish when the path is varied, z(t) — z(t) + dx(t) while the
endpoints at t = 0 and t = T are kept fixed

8S = S[z(t) + dz(t)] — S[z(t)] = 0 with 6z(0) = z(T) = 0

An action can usually be written as an integral over a Lagrange function L(x(t),4(t),t),
S = fOT dtL(x(t),x(t),t). In this case the variation of the action is given by

oL oL .
——

integration
by parts

T
55 = Slat) + 3a(0)] - Sla(v) = [
0

=0 for
0x(0)=0z(t)=0

From the condition S = 0 for arbitrary dx(t) we therefore obtain the Euler-Lagrange

equation

i oL _ oL
dt 0x; - ox;

written here for several components, i = 1,.., N.
For the Lagrange function L = %m:ﬁQ — V(x), for example, the Euler-Lagrange equations

give Newton’s law,

Newton’s equation are differential equations. The same formalism can, however, also be
applied for partial differential equations, i.e. for Schrédinger, Klein-Gordon, Maxwell, or
Dirac equations. Why do we want to do this? For us, one main reason is that the Lagrange
formalism provides a simple and compact way to write down theories and to identify their
symmetries. The Lagrange formalism also has the advantage that it allows to choose
suitable variables (important for the discussion of the Higgs mechanism). Furthermore, it

is also a convenient starting point to formulate a theory in second quantization. Here one
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can either use the Lagrange formalism to define momenta (p; = 0L/0x;) and postulate
canonical commutation relations ([zn,pm] = 0pmh). Alternatively, there exists also a
formulation of quantum mechanics and quantum field theory based on actions S. This
is discussed in courses on quantum field theory: it turns out that it is possible to obtain

i5/1 gver all possible configurations.

quantum mechanical amplitudes just by summing e
To generalize Hamiltonian’s principle to (classical) field theories, we have to consider ac-
tions which are functional of field configurations ®;(r,t), ¢ = 1,2,...N. In one example, ®;
may describe the displacement of a guitar string in another example it could be a wave
function of a single particle. Assuming that the action is a local functional, it can be

written as

t
Slé] = / adr / At L(6(F, 1), dusrs, Vou(F )
0

0
4 .
= /d ZL'L(QS@, aluqbi), n = O, 1,2,3 with au = @
C
Here L is the Lagrange density. As before, we study small variations of the field with fixed
boundary conditions at the time t =0 and t =T

¢i(r,t = 0) = ¢%(7) , ¢i(F.T) = dL(r) (5.1)

The boundary conditions in real space depend on the type of problem. For a guitar string
one would, for example, consider fixed boundary conditions ¢(r = 0) = ¢(r = L) = 0. We
will use infinite systems in the following thereby ignoring the boundary conditions.

To derive the Euler-Lagrange equations, we have to consider small variations of the field
configuration by a small space- and time-dependent function d¢(r,t) which does vanish at
the boundaries t =0 and t = T.

oL oL

S = S[¢; + 5] — S[di] = / diz ( 59, 0% + maﬂd@-)

= / d*x <g¢l; — 8“82%) d¢; + surface terms
% nPu

By demanding that §S vanishes for arbitrary d¢(r,t), we obtain the Euler-Lagrange

equations for a field theory

oL oL
05=0 Vép; = Oy—r——=—-— 5.2
’ 400 96, 02
As a first example, we will consider the Lagrange density for a real field ¢(7,t) = ¢(x) € R.
which has the property to be Lorentz invariant. As d*z = cdt d®7 is Lorentz invariant, a

Lorentz invariant Lagrange density implies a Lorentz invariant action S. Considering only
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terms quadratic in ¢, a natural candidate is
" 2 2.9 1 2 = \2 2 2.9
L = (9,9) (9"9) — 'm*¢? = 5 (99)° = (Vo) — *m? (5.3)

Using that 0y = %% the Euler-Lagrange equations are given by
1 a aL = 8L ]. a ]. —d = 1 2 —*2
-— — =-—|2- -2 =2 507 —
cOt 00wp/c +vav¢ c ot ( c@qﬁ) + V( qu) <c2at v > ¢
oL

=20,0" ¢ = 99 = —2¢?m2¢

We therefore obtain directly the Klein-Gordon equation

(00" + 02m2) =0

Similarly, one can find a Lagrange density describing the Dirac equation formulated for a

spinor field, ¢ (r,t) € C*. For spinors, the following Lagrange density is Lorentz invariant

L =i — m) (5.4)

where @ = v*9),.
recapitulate: Dirac equation and vy matrices

To calculate the corresponding Euler-Lagrange equation, one can express ¥ and ¥ in terms
of 8 real fields Re()) and Imw. Much more convenient is, however, to remember that one
can choose arbitrary coordinates when investigating the extrema of the action S. Therefore
one can just consider the four component of 1) and the four components of v as 8 fields
independent from each other. One obtains in total 8 Euler Lagrange equations, the first 4
from varying the action by changing ¥;
oL oL oL )
O0u; O ol
——
=0
This already gives the Dirac equation in its usual form. 4 more equations are obtained

from the variations with ¥

oL oL _ _
8Ium = ﬁ = 8M(11/17“) = —m’l/J

This equation looks less familiar but we can easily check that this is the Dirac equation

for U = ~%)*. To check this, consider the Hermitian conjugate of the equation

(0 (i)' = =i () (00)" = =i (1)1 7 Dy = —mn
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Multiplying the equation from the left with v and using that (7°)? = 1 and 4 (fy“)Jr +0

one obtains again the standard Dirac equation.

5.2 Lagrange function of electrodynamics

Before searching for a Lagrange function to describe quantum electrodynamics, QED, we
recapitulate a few facts on Maxell’s equations (see also chapter 2.1) using units where
¢ = 1. As we have seen there, any quantum theory of electromagnetism builds on the
concept of a vector potential. Originally this has been introduced so solve two of the four

Maxwell’s equations.

I) VB=0, VXxE+8B=0
II) VE =p, VxB-0E=]j

The first two equations are solved by introducing the scalar potential ¢ and the vector

potential A by

Importantly, these potentials are not unique. All physical properties are invariant under a

Gauge transformation

—

¢ — ¢+OI(Ft) ; A— A—VI(7t)

It is useful to rewrite these equations and also the current in terms of contravariant 4-

vectors.

AM:(QZ)?A’)) j#:(P,;)

such that the Gauge transformation takes the form
A — AF 4 0FT
with 9 = 52 = (9, - V).

recapitulate: 4-vector notation, Lorentz trans-

formations, chapter 3.1
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The electric and magnetic fields are then described by the field strength tensor

0 B Ey, E;
“Ey 0 —B; B
~Ey By 0 -B
“E; -By By 0

Fuy = 0,4, — 0,4, =

The field strength tensor has two important properties: First, it is manifestly gauge in-

variant as under a Gauge transformation
F,, — Fu + 0,0, —0,0,I' = F,.
Second, it transforms as a tensor under Lorentz-transformation

F - F =ATFA
Fuy = Fuy =AY Fu, A,

We will not try to find an action S as a functional of Ak build such that its Euler-Lagrange
equations reproduce Maxwells equations. More precisely, we will pretend that we do not
know Maxwell’s equation. We will instead try to guess the correct action S (and therefore

Maxwell’s theory) guided by symmetries. We demand
1. Lorentz invariance of S
2. gauge invariance
3. simplicity (low powers of the fields)

The field strength tensor is Gauge invariant, a natural way to build something Lorentz
invariant from it, is to consider F,, F'*". If we want to include the electric current j# in the
action, we have to multiply it by another 4-vector to obtain something Lorentz invariant:
therefore one naturally considers the combination j,A#. We can therefore expect that the

action should have the form

S[A] = /d4x c1 (Fuy F*7) + co Aug" (5.5)
where ¢; and ¢y are unknown constants. To confirm Lorentz invariance, note that d*z has
/
T
this property as 3 E| = det A = 1. We should also check Gauge invariance
Ty

S[A* 4+ 01 T] — S[A¥] = /d4:v c2 (0,11 = /d4§c02f Ouj* + surface terms
——

=0

where we used a partial integration for the last equality. Using charge conservation, d,,j" =

0 we see that at least up to surface terms everything is Gauge invariant.
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The Euler-Lagrange equations are given by

oL oL

8“8@14“ T 04,

= 4c10"F,, = c2ju

Looking at these equations, we see that only the ratio of the two constants, ca/c1, enters.
Fixing this ratio is, however, only a convention (it can be reabsorbed into a redefinition
of the charge). One uses co = 4c¢; as a convention. An overall prefactor of the action
obviously cannot be obtained by just considering the Euler Lagrange equations. We choose
it in such a way that when switching from the Lagrange- to the Hamilton formalism, the
Hamiltonfunction can be identified with the energy. From this condition, one finds co = —1

and therefore

1
L= FuF* — 4,5 (5.6)

Amazingly, just from a few simple arguments based on gauge invariance and symmetries,
we were able to derive an action describing all aspects of Maxwell’s equation. Postulating
Gauge invariance also for the Dirac equation and the associated action, we will even be

able to get QED, quantum electrodynamics.

5.3 U(1) gauge invariance and Quantum Electrodynamics

(QED)

recapitulate: Gauge invariance, Sec. 3.4

As discussed in Sec. 3.4, the coupling of matter to electromagnetism follows from one
powerful postulate, the invariance under local phase transformations of the quantum fields
describing charged particles. As we will see later, a very similar principle can be used to
describe also the strong and weak interactions. Therefore we repeat the essential argument
here as it allows us to construct the action describing QED. Related concepts are also
used in general relativity — from this field the expression ‘Gauge invariance’ (in German:
Eichinvarianz) arises (the invariance under changing, e.g., the way how length is measured).
The basic idea of Gauge invariance is to postulate of a invariance of fields under the U(1)
transformation W(r,t) — e®(")W(r t). This can, however, be only be achieved, if one

considers simultaneously a the transformation of the vector potential
Gauge invariance:

All physical observables are invariant under the gauge transformation

®(z) — exp<i%cp(a:)) ®(z) , AMz) = AMz) — Fo(x) (5.7)

In this case, the combination of derivative and vector potential (‘minimal coupling’) be-

comes Gauge invariant
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iq
DH = gF + = A 5.8
+ e (5.8)

as we have shown in chapter 3.4. Here g is the elementary charge, i.e. the electron charge
for cases when W describes electrons.

To obtain the Lagrange density of QED, we just have to combine the Lagrange density of
the electromagnetic fields, Eq. (5.6), with the Lagrange density corresponding to the Dirac
equation, Eq. (5.4) replacing @ = v#9, by ) = v*D,, using Eq. (5.8).

Lapp = B —m)y — 7 (P ) (59

This simple Lagrange density (together with the appropriate quantization rules) encodes

all of QED and therefore most of the physics in the world around us. From this one can

derive Maxwell’s equations, the Dirac equation, the Schrodinger equation and describe —

at least in principle — everything from a piece of metal to the laser.!

recapitulate: Quantization of the electromag-
netic field, chapter 2.1

By comparing Eq. (5.9) to Eq. (5.6), one can obtain directly a formula for the current

o do— _q -
gt = —E(T/J(Up —m)p) = %W}’Mw

where g can be identified with the electron charge e. This is up to a prefactor consistent
with Eq. 3.21.

5.4 Regularization and renormalization of QED

It turns out, that the Lagrange density (5.9) of QED (together with the corresponding
quantization rules) is not sufficient to define properly the theory of quantum electrody-
namics. This can be seen when trying to calculate physical quantities using perturbation
theory: typical calculations give divergent results. Therefore one also need a way to treat

these divergencies. The reader should study chapter 3.11 where this problem is discussed.

recapitulate: Renormalization and regulariza-

tion, chapter 3.11

'In the Quantum Field Theory course you will discuss that the fermionic field ¢ in the Lagrange den-
sity (5.8) is not a complex field but a different mathematical object (a Grassmann field) taking into
account that it describes anticommuting fermions rather than commuting bosons. This does, however,
not have any direct consequences for the arguments we want to make in this lecture.
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Two main results of chapter 3.11 are important for our discussion. First, QED (and the
whole standard model) is only well defined when one defines a cutoff A, i.e., a maximally
allowed energy or momentum (this step is called regularization). For finite A (and finite
energy) one obtains finite results from perturbation theory, which do, however, diverge for
A — oo. Second, by expressing the results of the calculation in terms of the measured
electron mass and the measured fine structure constants one obtains results for all physical
observables which are finite and independent of A for A — oo (see chapter 3.11). This
property is called renormalizability and is a feature of all Gauge theories of the standard
model.

While the standard model is renormalizable, this is not true for many other competing
theories. For example, a local interaction of Fermions described by a term [(¥T(z)¥(z))?
in the Lagrange function (or the Hamilton operator in second quantization language) turns
out to be not renormalizable, implying that in general (unknown) details of the physics
at some high-energy scale influence the physics at low energies, which drastically reduces
the predictive power of a theory. In high-energy physics such non-renormalizable theories
have therefore been viewed as less suitable theories to describe nature.

It is the general believe that the standard model in its present form is only a low-energy
approximation to some other, presently unknown theory. The fact that the standard
model is renormalizable means that one can nevertheless predict all experiments with high
precision without any knowledge of the high-energy theory. While this helps a lot to
understand the laws of nature around us, it also implies that it is very difficult to access
the physics beyond the standard model in present-day experiment. From this point of
view, the success of the standard model is actually the main obstacle to understand what
it behind the standard model.

5.5 Strong interactions: quarks and gluons

5.5.1 Quarks

Protons and neutrons are not elementary particles. High-energy scattering experiment
have revealed that they are actually made of so-called quarks. Quarks are fermionic spin
1/2 particles described by a Dirac equation (see below).

Bound states of 3 quarks are called baryons — the most important examples are

the proton and the neutron — while meson is the name for bound states of a

quark and an antiquark.

A pion is, for example, a meson. A single free quark has never been observed and — as we
will discuss in Sec. 5.5.3 — cannot even exist at low energies: only certain types of bound
states are allowed. As quarks are fermions, this implies that baryons are fermions while
pions act as bosons.

There are, in total, 6 different types of quarks:
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u: up c: charm  t: top

d: down s: strange b: bottom

One speaks of 6 different flavors of quarks. As we will see later when discussing electroweak
interactions, the u/d, the ¢/s and the t/b quarks each form a pair. The quantum numbers
of the quarks, e.g. their charge, will be discussed later in Sec.5.8, after we have worked out
the electroweak theory.
The quarks have all different masses?. With the two lightest types of quarks, the up and
the down quark, one can form a stable bound states of 3 quarks which cannot decay (at
least not within the standard model) as one cannot form states with lower energy starting
from 3 quarks. This lowest-energy state is the proton.
The proton is made from two up and one down quark (uud). The antiproton is
therefore build from two three antiquarks (@d, denoting here anti-particles by a

bar). The neutron, in contrast, is made from two down and one up quark (udd).

As a single particle in vacuum, the neutron decays after about 15 min (see Sec. 5.6) but
it is stable when it is part of a non-radioactive nucleus. Also an anti-neutron (made from
udd) exist. All other bound states of three quarks decay much faster.

The quark picture was developed in the early 80th by people like Murray Gell-Mann which
tried to understand a large zoo of different baryons and mesons by assuming that they
are bound states of some unknown elementary particles. It was realized early that just
two quarks (the u and d) are not sufficient but that at least a third one was needed.
Indeed the ¢, t and b quarks are much heavier than the u, d and s quarks and therefore
all ‘lighter’ baryons and mesons are made from the latter three. Ignoring all of the heavier
quarks, one can as a first crude approximation consider the mass of the three remaining
lighter quarks u, d and s as being approximately equal (or even zero). Considering only
the strong interactions, u, d and s also feel the same forces. Therefore an approzimate
SU(3) symmetry exist: just changing the u, d and s wave function by an SU(3) matrix,
(u,d,s) — Ul(u,d,s) with U € SU(3) should not strongly affect the mass of a bound
state.> This approximate symmetry is called the SU(3)-flavor symmetry, which should
not be confused with the SU(3) gauge symmetry (acting on the color instead of flavor)
discussed in Sec. 5.5.2.

A discussion of the SU(3)-flavor symmetry is not part of this lecture and the remarks
below are therefore perhaps a bit too short but have been added as this approximate
symmetry was historically very important to obtain an understanding how quarks form
bound states. The usefulness of the SU(3)-flavor symmetry relies on the fact that it allows
to classify, sort and even predict the zoo of barionic and mesonic states by using the theory

of representations of SU(3).

2As no free single quarks exist, the precise definition of the mass of a quark is a tricky business. Note
that the mass of the proton is not just the sum of the masses of the quarks it is made from as according
to E = mc? also the binding energy contributes to the mass.

33U(3) the is the group of all unitary 3 x 3 matrices U with det U = 1.

128



We will not explain the representation theory of SU(3) or how it is precisely related to the
baryons and mesons but just remind the reader that one can classify for example atoms by
the total angular moment J = S+L. While a singlet state, j = 0, is unique, one obtains two
degenerate states for j = 1/2, three states for j = 1 and so on. Each j =0,1/2,1,3/2, ...

labels one representation of SU(2) and gives rise to a 2j 4+ 1-fold degenerate state.

recapitulate: total angular moment (Sec. 3.6),

spin-orbit coupling (Sec. 3.10)

Similarly, SU(3) has various representations and one expects that the bound states of
quarks can be labeled by these. The approximate SU(3)-flavor symmetry and the group
theory for SU(3) therefore predicts that there is a group of 8 light mesons (the origin of
the number 8 will become clear in Sec. 5.5.2) of similar mass (3 pions, 4 K-mesons and
1 eta meson) and, similarly, that is a group of 8 light baryons (an octet) to which the
neutron and proton and 6 more baryons belong. Another group of 10 baryons (a decuplet)
can also be viewed as belonging to one representation of the approximate SU(3) flavor
symmetry. Long before the strong interactions had been understood and long before any
bound states of quarks could be calculated (and before even quarks have been introduced),
it was therefore possible to understand the basic structure of baryons and mesons based
on the quark model and some symmetry considerations. This approach was coined the
‘eightfold way’ by Murray Gell-Mann (refering to the ‘Noble Eightfold Path’ of Buddhism).

5.5.2 Color and SU(3) gauge theory

Quarks have an important extra quantum number, their so-called color. Each quark comes
in three different colors, often referred to a red, green and blue. We will also label them
by i = 1,2,3. To describe all 6 flavors of quarks we need 72 = 6 x 3 X 4 quantum fields
as each quark (for example a red up-quark) is described by a 4-component Dirac spinor:
the 4 spinor components describe the spin-up and spin-down states of the quark and its

antiparticle. The 12 up-quark fields, for example, we will write in the form
ui(x) = i=1,2,3

where i = 1,2, 3 describes the color and the second index of u;, is the spinor index. The
Lagrange density of the up-quarks is given for vanishing quark mass by the usual Dirac

equation.

3
Lo = Z Us; Za Us;
=1
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recapitulate: Dirac equation and its interpreta-
tion, Sec. 3.5

a1
To discuss that color index we group the three colors in a 3-component vector | go |, where

a3
q = u,d, s, c,t,b for each of the 6 quarks and each ¢; stands for a 4-component spinor as

discussed above for g = u.

Let us recall that the basic idea behind the theory of electromagnetism is the U(1) gauge
invariance: physical laws and observables do not change under a transformation ¥ —
et W  The basic idea behind the strong interaction is exactly the same: here one
postulates that the physical laws do not change under an arbitrary local renaming of the

three color states.

q1(z ) ¢ (z) q1(z)
z) = [ g2() | > d'(@) = | ¢a(2) | =U(@) | q2(z) | ,Ulx) € SU3)
q3(z) g5(z) q3(z)

where z = (¢,7) and U(x) as an element of SU(3) is an arbitary unitary 3 x 3 matrix with
detU = 1. The SU(3) Gauge theory of the color-index is called quantum chromody-
namics, or shorter, QCD.

Before learning how to cope with such a situation, we have to study a few basic properties
of SU(3). We start by counting the number of independent real parameters needed to
describe a SU(3) matrix. A complex 3 x 3 matrix is described by 18 real fields but the 9
equations UTU = 1 and the extra equation det U = 1 reduce the number of independent
components to 8 = 18 — 9 — 1. We need a convenient way to parametrize the matrices
with 8 real fields. Before doing so, let us recall how this is accomplished in the SU(2) case
which probably more familiar to the reader. An arbitrary SU(2) matrix can be written as
€1 Xim19i9i/2 where ¢; are three angles parametrizing the matrix and o; are the three Pauli
matrices which form a basis of the hermitian, traceless 2 x 2 matrices with tro;o; = 24;;.

Similarily, a SU(3) matrix can be written as

Uz) = ¢ Tam1 Pa(@)g (5.10)

The eight functions ¢, (z) parametrize U(z) and the eight 3 x 3 matrices A\, are the natural

generalizations of the Pauli matrices to SU(3). They are a basis of all traceless, hermitian

130



3 x 3 matrices normalized to tr \;A; = 26;;. A possible parametrization is, for example,

010 0 — 1 0
A= 100[|,Xx=|1di 0 , A3=1 0 -1 0

0 00 0 0 0 O

0 01 0 0 —2
AM=]1000]|,A=]00 0

1 00 t 0 0

0 00 00 O ) 10 O
=100 1|, =10 0 —1 ,)\8—% 01 0

010 0 2 0 0 0 =2

The A; are the 8 generators of SU(3). Similar to QED, we face the problem that when
computing the derivative 0,(U(x)q) = Gu(eiZiﬂ‘pa(x)%aq_) eight terms U(:U)@ugoa%l are
generated. For QED the solution of this problem was to introduce a vector potential to
cancel the corresponding term. This is precisely what we are forced to do also in the
SU(3) case. Local SU(3) invariance is only possible if for each ¢, we also introduce a
corresponding vector potential.

Eight vector potentials, ij(x), a=1,...,8 u=0,1,2,3 are needed to ensure

SU(3)-gauge invariance

The quantized vector potential A, describes photons.

recapitulate: Quantization of the electromag-
netic field, Sec. 2.1

Siimilarly, in quantized form the fields G}; (x) describe eight bosonic particles, the gluons.
While electromagnetic forces are described by the photon field A, the gluons are the
particles responsible for the strong forces. They glue the quarks together in each baryon
or meson.

It is useful to combine the 8 gluon fields in one Hermitian and traceless 3 x 3 matrix G,

using the definition
8
(o3 )\a
Gulw) = 3 Gala)
a=1

The formulas for non-abelian gauge groups like SU(3) or SU(2) are slighty more complicated
than for the abelian U(1) gauge group. Gauge invariance is achieved by the following

combined transformation of quark fields and gluon fields
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@1 () ()
@) | 2 U@) [ e@) |, U) e SUB)
q3(x) q3()
Gu(z) = U(z) Gu(z) U(z)" — iU(:c)@,LUT(x) (5.11)

s
The equations above have been constructed such that the combination
iy = Gy A 13100 (5.12)

is allows to formulate a SU(3) gauge invariant Lagrange density L = i ¢ D" q. Let us
check this claim by studying the Gauge transformation of D,§

q1 q1
O +1i95G) | @2 | = (au +ig UG, Ut + U(&,LUT)) U | g (5.13)
q3 q3
q1 q1
=U |0, +igsG, +UN0,U)+UTU@UNU | | 2 | =UD, | 2
=0 q3 q3

where we used that U(9,UT) = —(9,U)U" as 0 = 9,1 = 0,(UUT) = (9,U)UT + U(9,U).
From Eq. 5.13 it follows directly that the Lagrange density

L=idD,"q (5.14)

does not change under an SU(3) gauge transformation.

Note that in the U(1) case where U(z) = ¢9¥(®) the complicated looking formulas
(5.11) reduce to the simpler formulas (5.7) when identifying gs = ¢q/hc as, for example,
—g%U@MUT = —0u in this case.

After we have found that the postulate of Gauge invariance enforces the existence of
gluons and fixes the form of their coupling to the quarks, we still have to find the SU(3)
generalization of the electric and magnetic fields and of the Maxwell equations. To solve
this question, we have to repeat just the arguments of Sec. 5.2, where we constructed the
action underlying Maxwell’s equations. We first need the the tensor describing the SU(3)

version of electric and magnetic fields. It is defined by

1
Gy, = i [Dx, Dy

= 0\G, — 0,G\ +1igs[G, G,] (5.15)
—_——

non-linearity
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where we used that the commutator of 0\ with an arbitrary function f(z) is given by
Orf(x) as [0y, flg = Ox(fg) — fOrg = (Orf)g for arbitrary f(z) and g(x). Note that each
Gyp 1s @ 3 X 3 matrix in color space.

We have to check how G, transforms under a SU(3) Gauge transformation. We can use
that we have shown above, that Dy§ — UDx§ = UD\U'U{J. Therefore,

1
Dy = UD\U', G, — g—[UDAUT, UD\UT]) = UG,,U" (5.16)

This implies directly that the combination tr [G )\pGAp] is both invariant under a gauge
transformation and a Lorentz transformation (the trace runs over the color indices while
the summation over A and p is part of the usual Einstein convention). tr [G )\pGA”] is
therefore the natural candidate to describe in the Lagrange density the gluon analog of
Maxwell’s equations.* Combining this insight with the the action (5.14), we conclude that
Lagrange density of QCD which describes the strong interactions is given by

6
1 P o —q
Lqcp = —Etr [GAPG/\’J} -+ Zz ¢ (0, +1i9:GL) ¢’ (5.17)
j=1

Here the index j runs over the 6 quark flavors, with ¢'+% = w,d, s,t,b,c. Each of these
fields has two indices, qiyi, where v = 1,2, 3,4 is the spinor index while ¢ = 1,2, 3 is the
color index. The 4 x 4 Dirac matrices v* act on the spinor index while the 3 x 3 matrices
G, act on the color index. The factor 1/2 in front of the first term is just a convention (it
can be absorbed in a redefinition of the fields and gs;. Therefore the only free parameter
of this theory (as long as we neglect the masses of the quarks as above) is the coupling
constant of the strong interaction, gs.
Lqcp describes all aspectes of the strong interaction, the force which holds, for example,
the quarks in the nucleus together. It is parametrized by one coupling constant gs, which
takes over the r
The most important qualitative aspect which distinguishes Lqcp from QED arises from
the last term in Eq. (5.15) which is quadratic, not linear in the fields Gj;. Therefore the first
term in Lqcp has contributions of the form tr((9\G,)[Gx, G,]) and tr([Gy, G,] - [G*, G)).
G, These terms describe interactions of gluons.

Gluons interact with each other, as described by terms cubic and quartic in the

gluon fields Gj;. The coupling constant is given by gs.

While photons do not interact with each other directly, gluons have strong interactions.

The consequences of this are discussed in Sec. 5.5.3.

4Tt is possible to add another term, the so-called 6 term which does, however, violate time-reversal
symmetry. According to experiment this term is either absent or has an extremly small prefactor.
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5.5.3 Confinement and asymptotic freedom

A single free gluon or a single free quark has never been observed. Quarks and gluons
occur only in bound states involving either three (baryons) or two (mesons) quarks. Also
some other state might exist like bound states of gluons alone (gluonballs) or bound states
of 4 quarks.

This is a consequence of a phenomenon called confinement which states that it costs an
infinite amount of energy to create any object which has a color quantum number. This
implies that only “colorless” bound states exist at low energies. More precisely, only states
exist which are color-singlets whose wave function does not change under any (global)
SU(3) rotation. Here color plays the same role as charge in QED. A charge-neutral object
(e.g. an atom) does not couple to and does not create electromagnetic fields at large
distances. Any object with a net charge, in contrast, creates an electric field E o 1/r?
at large distances. In this case the contribution of this electric field to the energy of the
charged object is finite. Similarly, a colorless bound state does not create any gluon fields
at large distances, but the energy contribution of the gluon fields of an object with color
(a free quark or gluon) would be infinite.

Three quarks can bind to a colorless object by forming a bound state of a red, a green and

a blue quark, symbolically written as |rgb) = qlq;qg |0). One can check that this state does
qr qr

not change under an SU(3) transformation | g, | — U | ¢4 |. Such states are baryons.

Qv qb
Also the combination of a quark and an antiquark (a meson) can be colorless, for example

by combing a red quarks and a red antiquark.

What is the origin of the this confinement? The most important aspect is that gluons
interact with each other. This does effectively change how the strong interactions change
with distance (or, equivalently, with momentum).

Let us first discuss the more familiar case of electrodynamics. Photons do not interact with
each other but the Coulomb field of, for example, an electric charge is influenced by the
fact that virtually electron-positron pairs can be created in the vacuum. They screen the
Coulomb interaction and weaken it for large distances. Effectively, this can be described
by a momentum dependence of the fine-structure constant for large momenta compared to

the electron mass m

aqep(q) ~ for g¢c > m (5.18)

@
2 q
For large momenta, aqrp grows while it shrinks for small momenta (or large distances).
For the strong interaction the creation of quark-antiquark pairs also leads to screening
as for QED. The interaction of gluons gives, however, a contribution with opposite sign:

the gluon interaction gives rise to antiscreening. For the corresponding strong coupling
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constant one obtains from perturbative calculations

2
s 2

_ 95 e~ e (5.19)

dm 14+ (U —3f)gen|gzl (1= 3f)In[f]

as(q)

Here M is an arbitrary mass scale and «; is defined correspondingly in such a way that
as(q = Mc) = as. f is the number of quark species with a mass smaller than ¢/c,
for high energies f = 6. The constant A of the last equality is defined such that 1 =
9 (11— 2f)In(M/A). As 11— 26 =7 > 0 the effective strength of the strong interactions
grows for smaller momenta (i.e., larger distances).

Strong interactions become therefore stronger and stronger at large distances and the
perturbative formula (5.19) is not valid any more. The regime where «a; effectively becomes
of order 1 is very difficult to calculate analytically but both numerical approaches and
analytical arguments suggest that the interactions indeed become so strong that they lead
ultimately to the confinement scenario discussed above: only colorless bound states can
exist.

Note that the same arguments imply that the strong interactions become less and less
important at high energies. This phenomenon is called asymptotic freedom and it
implies that in experiments which probe quarks at very high energies (like the LHC at
CERN) the strong interactions become weaker and weaker and can be well described by
perturbation theory.

A major success of numerical approaches to QCD (so-called “lattice QCD”) was the cal-
culation of the proton mass with the precision of a few percent from direct simulations of
Lqcp- Despite an enormous recent progress in such numerical approaches, it is still not
possible to reach the level of accuracy of QCD predictions which can by achieved for QED

from perturbative calculations.

5.6 Electroweak interaction (Glashow-Weinberg-Salam

model)

While the SU(3) gauge theory describes the binding of quarks to bound states, it fails to
describe another important nuclear reaction, the

[ decay of a neutron into a proton, an electron and an antineutrino

n—pt+e +r,

Despite this decay channel, the neutron in vacuum has a very long lifetime (compared
to nuclear energy scales) of about 15 min. The new particle, the neutrino, showing in
the equation above, is very difficult to detect directly. Originally, its existence and basic
properties have only be revealed by measuring the energies, momenta and spin-orientation
of the proton and the electron. Comparing the energy of the initial state to the total
energy of proton and electron reveals that one more particle has transported away the

energy. Analyzing also the momentum shows that the mass of this particle is very small.
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The neutrino is a very light (much lighter than the electron) spin-1/2 particle, which
couples neither to the electromagnetic fields nor to the strong forces.
A major surprise was revealed from the analysis of the spin-orientation of the neutrino
which can be reconstructed from the conservation of the total angular momentum J =
L+ S. In the B decay and similar nuclear reactions

only left-handed neutrinos are produced, with a spin orientation

antiparallel to the momentum.

This is a very surprising result, especially when one takes into account that under inversion,
7 — —7, a left-handed particle is mapped to a right-handed particle. This implies that
the laws of nature are not inversion symmetric: left and right are not equivalent. In
particle-physics context, the inversion symmetry is called parity, P. As we will see, P is
completely broken by the weak interaction responsible for the 8 decay.

To understand the math behind the weak interactions, we first analyze the Dirac equation
for m = 0, given by iV = 0. According to Eq. (3.26) the solutions of the Dirac equations

are simply given by

Ut — it [ X g = L gipar (DX (5.20)
' 2[p| G- pXi C V20l Xi

It is therefore convenient to choose the spin-quantization axis always parallel to the direc-
tion of the momentum p such that o - p = o, in this basis. Then, the 4 solutions have the

following simple spinor structure

1 0 0 1
0 1 1 0
Ut~ , U~ , U~ , U~ , 5.21
>, ! 0 1, v (5.21)
0 —1 1 0
right—handed left—handed right—handed left—handed

The + fields describe particles with spin orientation parallel or antiparallel to the mo-

mentum, the — fields the corresponding anti-particles. They are all eigenstates of 4° =
0 1

1 0
the definition

. We can now rewrite the spinor field ¥ in terms of such eigenfunctions of 7% using

1 0
\I':\I'R+\IJL:7§ vl + 0% + 0y . + 2 (5.22)

S = O =
_ O = O
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1
‘I'R/L

2
‘I'R/L

1
:l:\IjR/L

2
invariant under Lorentz transformations.

with W/ = % . With this definition, \IIR/L'y‘:’ = £Wpg/r. This equation is

We can now rewrite the Lagrange function (5.4) in these new fields. For example the term
1 0 0 0

UU can be written as Uin0T = (\I’J]r% + \I/TL) <8 v v (WR+ T = \IJJIr%\I'L + \IITL‘IIR.
0O 0 0 -1

In the new variable the Lagrange function of the Dirac equation therefore has the form

L= URiUp + Uiy —m (V¥ + U} Up) (5.23)
conserve‘; chirality mixes ::?lirality

After the success of Gauge theories for QED and QCD, we will now try to describe also
the weak interaction responsible for the 8 decay with a gauge theory. The structure of the
Gauge theory has to reflect that only left-handed neutrinos are produced in a 3 decay. In
the following we will denote the spinor describing electrons by e = ey, + e and the spinor
of the electron neutrino by v, = ver + vepr, each splitted up in the left and right component
as defined above.

To obtain a Gauge theory able to describe S-decay, we start from an idea which — at first
glance — seems to contradict all experiments drastically. We claim that it is a symmetry
operation to “relabel” a left-handed neutrino and a left-handed electron at each point in

space time by an SU(2) transformation U(x) according to

<”6L> — U(z) (”6L> . er—er, Vern—Ver, U(z)€SUQ2) (5.24)
er, er,

Note that this symmetry contradicts the obvious experimental fact that an electron and a
neutrino have completely different properties — a fact which we will ignore for the moment
and explain later when we discuss the Higgs mechanism.

We will now follow precisely the program described in the previous chapter on QCD. The
postulate of the Gauge invariance enforces the introduction of corresponding Gauge fields.

As a general SU(2) matrix is described by three angles,
U(QS‘) = ei 22:1 ba(z)Ti/2

VeL

where 7; are the standard Pauli matrices which act on We follow directly the

er
procedure used in the SU(3) case: The postulate of SU(2) gauge invariance enforces the

existence of 3 vector potentials, W7, o =1,2,3, u = 0,1,2,3, one for each SU(2) angle.
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We define 5
« Ta
Wy = Z W o
a=1
and the SU(2) field strength tensor

Wy = 0uW, — 0,W,, +ig[Wy,, W, ]

where ¢ is a new coupling constant. Copying Eq. (5.11) and Eq. (5.16), a simultaneous

gauge transformation of fields and SU(2) vector potentials leads to

€r €L

<V6L> — U(x) <V6L> , ER —ER, Ver —Ver, U(x)e€ SU(2)

W (z) = U(z) W (x) U(z)t — éU(az)@uUT(aL‘) (5.25)
D, =9, +igW, — U(z)D,U(z), W, = U@@)W,U(x)!  (5.26)

We can also add to this theory an extra U(1) gauge symmetry so that the total gauge
symmetry is SU(2) x U(1). This new U(1) gauge symmetry will not be the same gauge
symmetry as we discussed for QED but instead we will argue later that QED is a certain
subgroup SU(2) x U(1). To obtain an SU(2) x U(1) gauge symmetry we have to introduce
the new symmetry in such a way that the SU(2) gauge symmetry is not affected. This
means that the left-handed doublet Vel has to be multiplied with one phase while we

€L
can use a different phase factor for the right-handed component. We therefore postulate

the Gauge invariance

ep — eP@VRe <V6L> — e P@)yL <V€L> (5.27)

€L €r

where yr and yr, are two constants called hypercharge. At the moment y; and ygr are
unknown. We are allowed to fix e.g. yr by convention but then the hypercharges of all
other particles are fixed. Later we will show that y; = —% and yp = —1.
We will name the corresponding vector potential B, and the corresponding field strength
tensor is by definition

B, = 0,B, —0,B,

The U(1) gauge transformation of the vector potential corresponding to Eq. (5.27) reads
1
B, — B, — ?%go, B, — By

with a new coupling constant ¢’.
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As we now have to cope with two gauge symmetries simultaneously, it is useful to introduce

for the gauge-invariant derivative the following notation
Dy =0, +igW;To + ig'B,Y (5.28)

where we define two new operators, Y and T, by the way they act on the various fields

Y (V6L> =yL <V€L> ; Yer = yrer, Yver =0
er, er,

T, (”6L> —Ta <”€L> . Taep = Taver =0 (5.29)
er, 2 \ep

All fields are eigenstates of these operators, their only job is to multiply each field with
the correct prefactor. Note that we have set the hypercharge of the left-handed electron
neutrino, veg, to zero (taking the experimental information into account that it interacts
with nothing).

We can now write down the full U(1) x SU(2) gauge theory for the electron, e = e, + eg,

and the electron-neutrino, v, = ver, + Ver,

1 , 1 y
Lyayxsu(e) = — ZB;WB" - §tr[W,wW" ] (5.30)

Vel

aF (DeLa éL)i'Y#Du ( > +€er Z.'VMD;L eRr + VeR i'VHDu VeRr

€r
Whether one adds the right-handed electron neutrino at this stage or not is a question of
taste as it couples to nothing and therefore has no experimentally observable effect.

Eq. (5.30) defines a very nice gauge theory. It has only one drawback: it is apparently
completely wrong as its prediction contradict completely the properties of nature around
us. First of all, the electron and neutrino have very different properties and are definitely
not the same: this is obviously not consistent with the SU(2) invariance. The electron also
has a mass, described by the term meger, (see Eq. (5.23)) which clearly violates SU(2)
invariance as defined above. Furthermore, the theory predicts that there are 4 types of
photons — observed is only 1 — and long ranged electroweak interactions with 1/r potentials
— observed are only short-ranged interactions (we can’t use confinement as an excuse here
as free electron do exist). It is therefore very obvious that the SU(2) gauge symmetry is
not present in nature. Surprisingly, this is not the end of the story: when we add only one

more element to the theory, the Higgs mechanism, all these problems will be resolved.
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5.7 Higgs mechanism

5.7.1 Spontaneous symmetry breaking and Higgs condensate

As discussed above, the nature around us, definitely does not have a U(1) x SU(2) symme-
try. Here a concept originally coming from solid state physics, spontaneous symmetry
breaking, turns out to be very useful: The symmetries of a given state of matter do not

> A magnet, for example,

have to be the same as the symmetries of the laws of nature.
where the magnetization points in a certain direction is not rotationally invariant. Any
crystal breaks translational symmetry. This occurs despite the fact that the laws of nature
responsible for forming the magnet or the crystal do have rotation and translation sym-
metry. Similarly, it can happen that our theory (i.e., the Lagrange function) has a SU(2)
symmetry but the vacuum, describing the world around us, does not have this symmetry.
To capture this effect, a new field has to be introduced: the Higgs field.

The Higgs field is a two-component complex field

Under the previously discussed SU(2) and U(1) gauge transformations (® has no color and

does not transform under SU(3)) it transforms as

- U)®, Ulz)=¢ o9 c 5U(2)
® — #@un g, eP@vr ¢ (1) (5.31)

where the hypercharge of the Higgs field, yg with Y® = yg®, will be determined below.
The Lagrange density describing the Higgs field is given by

Ly = (Dy®") (D ®) — V(BTd) (5.32)
V(®Td) = —%uqﬂ@ + %A@VD)Q (5.33)

where D) is usual gauge-invariant derivative. The first part of the action is well-known
from the Klein-Gordon equation, see Eq. (5.3). The Higgs potential V is, however, a
new element. It is chosen in such a way, that it enforces spontaneous symmetry breaking.

As shown in Fig. 5.1, its minimum is not at ® = (0,0) but for x > 0 it is located at

7]
ofp =L,
A

5A bit of care has to be used when describing the spontaneous symmetry breaking of Gauge theories as
Gauge degrees of freedom are in principle unobservable. This is, however, at the end only a minor
technical issue of no relevance for our discussion.
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Figure 5.1: The Higgs potential plotted as the function of Re®; and Re®s (for Im®; =
Im ®; = 0. Note that the minimum is at a finite field thus breading the U(1) x
SU(2) symmetry partially. The potential is sometimes described as a Mexican-
hat potential.

A given minimum configuration of the field selects a state which does not have the full
U(1) x SU(2) symmetry.

We will dicuss the consequences later, we first complete the discussion of the Lagrange
function: the Yukawa coupling describing how the Higgs field interacts with the electron
and neutrino. The corresponding Lagrange function has to fulfill three requirements: it
has to obey tbe U(1) x SU(2) gauge symmetry, has to be Lorentz invariant and has to
contain an even number of fermionic fields as the Lagrange density is just a number while

fermions anticommute. The simples term which obeys all these conditions is given by

T
o e
Lyuk = —Ce €R ( 1) (V L) + h.c. (5.34)
2} er

where c. is just a numerical coupling constant. Let us check the invariance of this term.

v,
First, it is obviously SU(2) invariant as it couples ®' to the SU(2) doublet L. Second,
€L
it is Lorentz invariant as it couples the spinor index of v.;, and of e;, to the spinor index

of ér and we already know that such a combination is Lorentz invariant. It also contains
an even number of fermionic fields. We have, however, still to check the U(1) symmetry

related to the hypercharge. Under such a transformation
Lk — LyyeP YL —Yvr—yn)

If we want that such a term is present (later we will show that it gives rise to the mass of

the electron), we therefore conclude that
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YH =YL — YR (5.35)

Using the values y;, = —1/2 and yr = —1, determined below, we obtain yg = % Combin-
ing all terms, we obtain the U(1) x SU(2) Higgs model.

L= Lyayxsv@) + Lyw + L (5.36)

What are the consequences of the fact that the Higgs potential has a minimum at a finite
value of the field? It implies that the expectation value of the Higgs field (®) = (0|®|0) is
finite even for the groundstate of the field theory which is the vacuum |0) of our universe.

We can parametrize the field configurations at the minimum by

0

— @ (1
(@) Uo(z) (,00/\@

) . €@ e y1),U(x) € SU(2)
where ¢g and Uy are arbitrary. Ignoring quantum fluctuations, by minimizing the Higgs
potential (5.33), we have pg/v2 = & for 1 > 0 (the v/2 factor is just a convention). At

this point it is convenient to fix that gauge and choose one where

0
(®) = (pg/ﬂ) = const. (5.37)

One can compare this to a magnet, where (M ) is finite in the ground state. Fixing the
direction of <M ) means that for this specific groundstate, the system does not have the
full symmetry any more. We have given more careful discussion of spontaneous symmetry
breaking and why it is a useful concept in the chapter on Bose-Einstein condensation: we
encourage the reader to study again the arguments given there. In analogy to the Bose

Einstein condensation one calls (®) Higgs condensate.

recapitulate: Spontaneous symmetry breaking,
BEC, chapter 1.5.1

Before proceeding, it is useful to analyze the symmetries of the theory for fixed ® o (0, 1).
Obviously, part of the U(1) x SU(2) symmetry is gone, but a subgroup survives. The

transformation

() (V) (3) ool G o)) (2) - (3)

does not affect the Higgs condensate.
This implies that despite the spontaneous symmetry breaking a certain U(1) subgroup of
U(1) x SU(2) is still intact.
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The U(1) subgroup of gauge transformations of the form e**(*)@ with
Q=T,+ 23+HY is unaffected by the condensation of the Higgs field. This U(1)
gauge symmetry gives rise to electromagnetism and @) is the electromagnetic

charge.

We will work this out in more detail below, but as a first check we investigate how the new

operator Q =T, + %/%Y affects the electron using the definitions in Eq. (5.29):

YR 1 gL 1 yr
e 0 —_ = (—— = — — i
Qer = (0 + QyH)eR, Qer = ( 5t 2yH)GL, QVer (+2 + 2yH)VeL

Using that yg = yr —yr, Eq. (5.35), we now use the experimental result that the neutrino

YL

does not have a charge, therefore % + S = 0 equivalent to yr = %t. Therefore

—YR)
yn = % —yr = —¥. As mentioned above, we are free to choose an arbitrary value for
YR, €.8., YR = —%. We conclude that
Q=T.+Y, Qer=—er, Qer=—er, Que/r=0 (5.38)

The charge of the electron with respect to the remaining U(1) symmetry is therefore —1

in our units, while the neutrino does not have a charge.

5.7.2 Massive gauge fields, electron mass and Higgs particle

It is not difficult to derive the effective action in the presence of the Higgs condensate.
Technically, one can just do a straightforward Taylor expansion of all fields taking the
Higgs condensate as the leading term. We will not follow this brute force strategy but
instead take a look at the most important terms.

First, an obvious first task is to identify the electromagnetic fields and the corresponding
vector potential. As Q = T, + Y, we expect that the vector potential is a linear combi-
nation of WEL’ and B, responsible for the Gauge transformations generated by T, and Y,

respectively. We introduce two orthogonal linear contributions

A, = cosOw B, + sin Oy W,,, Z,, = —sinbw B, + cos W, (5.39)
where the Weinberg angle, 0y, is determined by rewriting D, in the new fields.
D, = 8“+igWﬁTa—|—ig'BuY = 0, +1A,(gsin Oy T.,4+g cosOy Y)+--- = Ou+1A,q.Q+. ..

where —g. is the electron charge. The last equality hold only for gsin Oy = ¢’ cos 0w = qe,

equivalent to

~

/

g9

VR g

tan Oy = g—, ge =
g
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The combination Z, in Eq. (5.39) defines the Z boson. The action for the photon,
Lphoton = —%F uw F'M can easily be extracted by rewriting Ly (1)xsu(2) in the new fields.

Second, we investigate the consequence of the term D,®'D*® in Eq. (5.32) evaluated by
0

replacing the Higgs field by its condensate, (®) = .
po/ V2

1 2+ 12
DA@NDN@) = g%} (WAW™ + wiw?) + &2

ANV
3 POL N

Instead of discussing the two real fields W' and W2, one often introduces the complex
fields W+/— = W' +iW2.

The physical consequences of these terms can be seen by realizing that the new terms have
just the form of a mass term in the Klein-Gordon Lagrange function, Eq. (5.3).

The W bosons and the Z bosons become massive particles

2 2 12
g g +g
miy = ZP?), my = TP%’ (5.40)

while the photon field Ay remains massless.

An important prediction of the Higgs mechanism is that the ratio of the masses of the Z

boson and the W bosons is given by

my
— = cos Oy
mgz
To understand better the effect of the mass terms, we can consider how a mass term
modifies the equation for a potential ® (to be identified, for example, with Zy) in the

presence of a static point charge at the origin
1
(=V2+m?)® =4783(F) = @(r)=-e ™
r

which can be, for example, be derived by Fourier transformation. We conclude
Interactions mediated by the W+ and Z bosons are short ranged and decay on
the length scale h/(mwc) and ii/(mzc). Only the Coulomb interaction
mediated by the photon is long ranged.

The mass of the Z and W bosons are approximately 91 GeV and 80 GeV, respectively,
almost 100 times more heavy than a proton. Correspondingly, the length scale of weak
interactions is extremely short, of the order of about 10718 m, much shorter than, e.g., the
radius of a proton.

Next, we analyze the Yukawa coupling, Eq. (5.34) by replacing again ® by its expectation

0
value . We obtain directly
(Po/ x/§>
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CePO ,_ _
Lyw ~ ——= (érer + €L er
u A ( )
The electron obtains a mass term proportional to the Higgs condensate and the

Yukawa coupling c,

as can be seen by comparing this term to Eq. (5.23).
Due to the spontaneous symmetry breaking the electron and neutrino have very different

properties. Most importantly,
only the electron interacts with the electromagnetic field ( Qv = 0) and only

the electron obtains a mass from the Yukawa coupling c.

One can ask what would have happened if we had chosen a different value for the condensate

Ccos a
of the Higgs, e.g. % ) with arbitrary «. Due to the SU(2) invariance, this has to
sin a

give the same physics: in this case the field of the physical left-handed electron would be

cos « v
given by [ | ¥ ) instead of e L-
sin« er,

The last step of our analysis is to investigate excitations of the Higgs field itsself which is

described by fluctuations of the Higgs field around its minimum. Here it is convenient to

- 0
o(z) = (Po-*-ﬁ(l‘) )
V2

with a field p(x) which is purely real for the chosen gauge. In its quantized form, this

choose a gauge in such a way that

field will describe the Higgs particle. In Fig. 5.1 the Higgs particle corresponds to a
fluctuation perpendicular to the minimum of the potential.
To proceed, one just has to expand the Lagrange density (5.36) in p(x). Collecting all

terms quadratic in p we obtain

Crtiggs-purice = 5 Du DVp— 3wy 7, mly =20 (5.41)
which is the field theory for a massive bosonic particle with the mass my. The Higgs mass
is determined by the curvature of the Higgs potential at its minimum, see Fig. 5.1. This is
the celebrated Higgs particle. It interacts with the electron (and other fermions) through
the Yukawa coupling (5.34).

Written in the new fields, our original U(1)x SU(2) gauge theory with Higgs field has in

the symmetry-broken phase the form
L= ﬁphoton + ﬁwi,Z + Ee,u + ﬁHiggs—particle + Ecouplings

describing the (massless) photon, the massive W= and Z bosons, a massive electron and a

neutrino (massless in the present approximation) and a Higgs particle plus their coupling
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which includes scattering processes of Higgs particles and of Higgs particles with electrons
and neutrinos.

We will add all the other fields from a standard model in the next chapter. Before doing
so, it is useful to make a count of the bosonic degrees of freedom in the system (here we
consider the electroweak theory only, omitting QCD):

If there were no symmetry breaking (a negative parameter u in Eq. (5.33)), we can count:
1 + 3 Gauge fields, each contribution 2 phonon-like degrees of freedom (there are two
polarizations of light), two complex Higgs fields corresponding to 4 real degrees of freedom
gives in total (1 +3) -2+ 2 -2 = 12 bosonic degrees of freedom to which the massless
fermions have to be added. In the symmetry broken phase in contrast, the massive W+
and Z bosons contribute with three degrees of freedom each (they are spin-1 particles, and
all Gauge freedom is gone after we fixed the Gauge for the Higgs particle). The photon has
still two polarization directions and we have now one Higgs particle. We therefore count

again 3 -3+ 24 1 = 12 bosons plus the fermions.

5.8 The standard model

5.8.1 Leptons, gauge fields and Higgs field

In the previous chapters, we have discussed the Higgs mechanism, the electroweak inter-
action with electron and neutrino and the strong interactions with the quarks. The only
step left is to combine all aspects of the theory adding a few missing particles (the muon,
the tau and the corresponding neutrinos).
The main defining element of the standard model are the

Gauge symmetries: U(1) x SU(2) x SU(3)

These gauge symmetries enforce the existence of gauge fields, one for angle ¢ parametrizing

elements of the group.

1+3+8 gauge fields: S Wi, a=1,2,3, G, a=1,...,8

where = 0,1,2,3 is a Lorentz index. The G fields describes 8 types of gluons while a
combination of the B and W fields encodes the photon, the W* and Z bosons.
For the Gauge fields, one defines the field strength tensors

s = Ol lBy — OBl

Wi = 0uWo = B W,u+iglWu, W], W= We2

8
G = 0uGy — 0,Gu +igs[ W, W], Gu=> W2 A
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Here 7, are the 3 Pauli matrices generating SU(2) while A, are the corresponding matrices
generating SU(3) (see chapter 5.5.2). For each gauge symmetry, there is one coupling
constant

coupling constants: ¢’ of U(1), g of SU(2), gs of SU(3).

The gauge invariant derivative D, will be written in the form

3 8
Dy =0, +ig B,Y +igy WoT"+ig,» G4 F*
a=1 a=1

where we introduced charge operators Y, T and G%. The operator F'“ is given by ’\7‘*
whenever it acts on a quark field and is zero otherwise. How the hypercharge operator Y
acts on various fields is described below. The operator T* acting on all doublets (defined
below) of fields as % and gives zero otherwise.

All fermions of the standard model are spin—% particles described by 4 component spinors
which are each split into a left-handed and a right-handed component. They are called
leptons and can be grouped into three families (or three generations): for unknown
reason nature has provided three versions of all fermionic fields with identical quantum
numbers but vastly different masses. FEach family consists of two types of quarks (each
coming in three colors, two spin directions and as particle and antiparticle), and two
fermions, one electron-like particle and one neutrino (each again with two spin-direction,
particle and antiparticle). The left-handed fields are always grouped in doublets which
couple to the SU(2) gauge transformation and right-handed singlets not affected by SU(2).
They can be ordered in a table:

The three lepton families (also called generations):

i Y [Q=T3+Y
) G )
er L I —1/2 2 |
eR UR TR 0 —1 —1
VeR ViR HrR 0 0 0
uy, cr, tr, 1/2 1 2/3
(dL) <sL) (bL) Silio | E ~1/3
UR CR tr 0 2/3 2/3
dr SR br 0 —-1/3 -1/3
electron muon j tau 7
e-neutrino p-neutrino T-neutrino
up-quark charm-quark top-quark
down-quark strange-quark bottom-quark

The muon and tau are heavier copies of the electron and are accompanied each by an extra

neutrino. The last three columns show how the SU(2) generator 7% and the hypercharge
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operator Y acts on the fields. The electromagnetic charge is given by Q@ = 72 + Y and is
shown in the last column. While all neutrinos have charge 0 and the electron-like particles
have charge —1, the quarks have either charge 2/3 or charge —1/3. This guarantees that
bound states of three quarks always have integer charges, as observed experimentally.

Antiparticle have always the opposite charge of the particle. Therefore all quark-antiquark

pairs have either charge 0 or charge +1 as % — (—%) =1

dq

A special role is played by the Higgs field ¢ = , a doublet of complex fields which

D)
also couples to the SU(2) gauge transformations with the quantum numbers given by the
table

T3 Y |Q=T3+Y|

H
Higgs field 1
—1/2

0
When we identified the particles and their charges in the two tables given above, we

2

implicitly assumed that we use a gauge where the Higgs condensate, the expecation value
0

po/V2

Higgs particle is an excitation of the lower component and therefore carries the electric

of the Higgs field in the vacuum has the form (@) = < ) . With this convention the

charge 0. The Higgs is the only bosonic degree of freedom in the standard model besides
the Gauge bosons.
To write down the Lagrange function of the standard model, it is convenient to group all

fermionic fields (i.e., all leptons) into one big field

U = (Ver, €L, €R, VeR,ulL,u%,u%,dlL,dz,d?’, o)
In total, these are

(2-2+2-243-2-2-2)-3 =96 lepton fields

and therefore types of particles (each lepton comes with two spin-orientations, all quarks
carry three colors).

We can finally (rolling drums) write down the Lagrange density which defines the standard
model of particle physics in its full glory

1 1 1
£SM = — ZBNVBMU — Etr[WMVW'uV] - §tr[GMVG#V]

+ U iy" D, U 4 (D, ®)(D*®) — V(T®) + Ly (5.42)

with the Higgs potential V' = —%MCI)TQ)T + iA(@TCI))? The first line gives the Lagrange
density of all gauge fields (i.e., the generalized Maxwell’s equations). The coupling of
the gauge fields to the other fields is fixed by the principles of gauge invariance. With the
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exception of the Yukawa couplings just 5 numbers (g, ¢, gs, pt, A) determine all interactions

and the properties of the strong and electroweak interactions.

5.8.2 Yukawa coupling

Unfortunately, the last missing part, the Yukawa coupling, Lyyy, is less universal and a
bit more complicated. It describes the coupling of the leptons to the Higgs field and is
responsible for the mass of the leptons. It is obtained by writing down all cubic coupling

terms allowed by the gauge symmetries.

er, €L
_ _ VuL _ _ _ vuL
Lyuk = — (€r, fir,7r) Ce | @ | * + (Ver, Vur; 7rr) Cy | @Te | "
KL ML
P VrL dTe VrrL
TL TL
ot (L oTe |7
dr, dr,
—-(gR,ER,BR)(jq @T L +-(QR,ER,£R)(11 @Tf cL + h.c.
S, SL
t t
of [ °F T [ F
bL bL
(5.43)

The Yukawa coupling mixes the fields from the three families. This mixing is described
by the four 3 x 3 matrices Ce, Cj, Cq and C’q (we will discuss below, that there is some

freedom in choosing those matrices). The € in Lyyy is the two-component e-tensor with

0 1 0 1
€= . For example, ®”e Vel ) _ (P, Do) el ) Dier, — Pov,,.
-1 0 (5 -1 0 €y,

We should check whether all terms in Ly, are gauge invariant. First, they are invari-
ant under SU(3) as all quark fields only occur in combinations like g;q; = Zi:l a'qs

where « is the color index. Second, all terms are invariant under SU(2). This is obvious

for the combinations like ! [ °* | which transforms under a SU(2) gauge transforma-
er
tion to ®U(x)1U(x) yd') = of (V6L>. But also the combination ®7edf <V€L> is
€L €L €L

gauge invariant as U(z)TeU(z) = edetU(z) = €. Finally, we have to check the invari-
ance under U(1) hypercharge transformations ¢*?Y". The first term in Ly transforms as
explip(—(—1) — 3 — 3)] = 1 and also the other terms are invariant under this U(1) trans-
formations (0 + % — % =0, % — % + % =0, 7% + % + % = 0). Moreover, it is not possible
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to invent other products of three fields which are also gauge invariant. Therefore Ly is
the most general Yukawa coupling which one can write down.
An important element of the standard model is, see Sec. 5.7, the

0

spontaneous symmetry breaking: (®) =
po/ V2

Instead of the full symmetry of the gauge group U(1) x SU(2) x SU(3) only a symmetry
of the form U(1) x SU(3) survives. As discussed in Sec. 5.7, this induces a mass for three
of the Gauge bosons (the W= and the Z) and is responsible, e.g., only the electron has an
electromagnetic charge but not the neutrino and also for the fact that left-handed up- and
down quarks have different properties. It also gives rise to the mass of the leptons, as we

can see when replacing ® by (®). We obtain

: €L . VeL
_ _ 0 — — — 0
Lyuk = — (€r; R, TR) Ece pr | = (Wer, Vur, VrR) EC; VL
TL VrL
dr, ur,
= (JR, SR, I_)R) &Cq sy, | — (4R, cCp, t_R) &C:l cr, | +hc. (5.44)
e b £ t
L L

The four terms give the mass for the electron-like particles, e, u, 7, the corresponding
neutrinos, the d, s, b quarks with electric charge —1/3 and for the remaining u, ¢, t quarks
with charge 2/3.

When interpreting Lgy and the matrices Ce, C, Cq, C

/
qQ’

now, we have not yet properly defined the fields of the standard model! We can, for exam-

we have to realize that up to

ple, rename fields and introduce new variables, for example, by a unitary transformation
er, er,
affecting the three families | pur, | — Uo | pr |, Uo € SU(3). This is not a gauge transfor-
TL TL
mation, Uy is just a constant matrix. If we simultaneously transform also the left-handed
neutrinos with the same matrix Uy, the transformation will not affect any of the terms of
the standard model besides the Yukawa coupling. We can use this freedom, to diagonalize,
e.g., the matrix Ce. Indeed the electron, muon and tau are defined to be the eigenstate
of Ce with the smallest, the second largest and the largest eigenvalue. Without any loss
of generality, we can therefore choose the matrices Ce and C4 to be diagonal.
The remaining two matrices, C,, and Cﬁl, cannot be diagonalized without affecting other
terms of Lgn. If one, for example, diagonalizes C:l (i.e, if one uses mass eigenstates for
the quarks), one has to pay the prize, that now the coupling of quarks by the W= bosons
is described by a 3 x 3 matrix (the Cabibbo-Kobayashi-Maskawa or, short, CKM matrix).
We briefly discuss two important consequences of the mass matrices. In the most important

nuclear process in the sun, four protons effectively merge into on a-particle (a *He nucleus)
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made from two protons and two neutrons. Two neutrinos are generated in this process.
As one knows the amount of energy generated by the sun, one can reliably calculate how
many neutrinos should arrive here on earth coming from the sun. Surprisingly, only 50% of
those are measured. The explanation for this striking result is not difficult: the matrix C:l
mixes left-handed and right-handed neutrinos: a left-handed neutrino generated in the sun
oscillates back and forth between a right-handed and left-handed version. On average, 50%
of the neutrinos arrive the neutrino detectors in their right-handed version which cannot
trigger any electroweak scattering event and therefore remain undetected. In older versions
of the standard model, the matrix C was omitted because at that time experiments were
compatible with a vanishing mass of the neutrinos. Even today, often the neutrino masses
and oscillations are considered as being “beyond the standard model”. We follow, however,
the philosophy that the matrix CZ is naturally part of the standard model.

Another remarkable aspect is that the Yukawa coupling matrices C,, and Cﬁl can have —
and actually do have — entries which are complex and one cannot remove the imaginary
part of Lgy by any basis transformation. This can only occur if there are three or more
lepton families. A consequence of this imaginary entries is that

the standard model is not invariant under time reversal, T'.

Surprisingly, the microscopic time reversal symmetry which we know well from most laws of
physics (Schrodinger, Dirac, Maxwell, ... equations) is apparently only an approximation.
The violation of T is only an extremely tiny effect at low energies as it only occurs in

processes where the third and heaviest lepton family is involved.

recapitulate: Lorentz group, chapter 3.2, and
symmetries of Dirac equation,
chapter 3.6.

It is worthwhile to study three discreet symmetries: time reversal symmetry 7', the in-
version of space P and a transformation of particles to antiparticles, C' (see chapter 3.6).
We have seen that P is maximally broken by weak processes like the 8 decay, which are,
however, symmetric under the product C'P. The so-called CPT theorem going back
to Wolfgang Pauli states that any causal, local, Lorentz invariant quantum field theory
has to be symmetric under the product CPT: the laws of nature do not change when one
simultaneously reverses the arrow of time, replaces particles by antiparticles and does an
inversion of space such that left-handed particles become right-handed particles. As CPT
is a symmetry of Loy and T is not a symmetry, also the CP symmetry is absent when

considering the mixing of the three quark families.

5.9 Outlook and concluding remarks

In 2012 the Higgs particle was discovered at CERN in Geneva and in 2013 the theoreti-

cians Englert and Higgs have been awarded the Nobel prize “for the theoretical discovery
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of a mechanism that contributes to our understanding of the origin of mass of subatomic
particles, and which recently was confirmed through the discovery of the predicted funda-
mental particle, by the ATLAS and CMS experiments at CERN’s Large Hadron Collider”.
Remarkably, the Higgs particle has all the properties expected from the standard model,
and thus its discovery is a spectacular success of the standard model. Here it is useful to
make a careful distinction between the Higgs mechanism (spontaneous symmetry breaking,
mass generation for gauge fields) and the existence of the Higgs particle. While the Higgs
mechanism was well established before the 2012 discoveries, it was much less clear whether
the mechanism for symmetry breaking has anything to do with something like a Higgs field
and whether something like a Higgs particle does indeed exist. Here it is worthwhile to
compare the situation to superconductors: it turns out that superconductivity is a realiza-
tion of the Higgs mechanism (spontaneous symmetry breaking giving rise to a mass of the
photon) but in most superconductors an analog of the Higgs particle does not exist.

The success of the standard model is really impressive: with the exception of phenomena
related to gravity it is believed to explain each and every experiment ever done on earth.
Beautifully, its structure is to a large extent fixed by simple symmetry principles (Lorentz
invariance and the gauge symmetries U(1)xSU(2)xSU(3)). Nevertheless, some aspects of
it are less satisfying. There are 25 free parameters (20 thereof arising from the Yukawa
coupling) which appear to be completely arbitary. What determines their values? Why
are electrons a million times heavier than neutrinos? Why is the top quark 100.000 times

016 smaller

larger than the mass of an up quark? Why are all these energy scales a factor 1
than the Planck energy, the energy scale believed to govern quantum gravity? Equivalently,
why is the weak force a factor 103? larger than gravitational forces? Such questions are
referred to as the hierarchy problem. Looking at the world around us, it is difficult to
reconcile the standard model with the fact that around us there is almost only matter
but no antimatter. Where does this come from? Furthermore, it seems that the cosmos
around us is best explained by assuming that it consists of about 70% dark energy, 25%
so-called dark matter, but only 5% is given by the stuff described by the standard model.
This clearly shows that the standard model is not the ultimate answer for everything.

From a modern point of view, the standard model is an effective theory which is very
successful in describing processes up to a certain energy scale. Whether it will ever be
possible to derive the standard model and all its parameters from some other, more general

theory is far from clear at the moment. One can, however, expect surprises in the endeavor

to test its limits experimentally and to find theories beyond the standard model.

5We have not discussed one more free parameter of the standard model, the vacuum angle, fqcp, related
to the generalized Maxwell equations describing QCD. Experimentally, Oqcp is either zero or extremely
small.
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