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Introduction
This course, Quantum Field Theory I, gives an introduction to quantum field theory
(QFT), the language in which most of modern physics is formulated. Whether one
wants to describe the basic properties of a piece of copper or the scattering of
elementary particles in high energy colliders, the method of choice is QFT. QFT is
a very active research field driven by experiment and theory. Nature challenges us
to find new types of quantum field theory and new approximation methods.

The course focuses on the formulation of QFT based on functional integrals and
discusses problems motivated by solid state physics. The methods are, however,
equally relevant for high-energy physics. A central goal of QFT I is to learn di-
agrammatic perturbation theory, a powerful tool for analytic and also numerical
theoretical methods. The lecture is complemented by the course QFT II, which
covers topics like spontaneous symmetry breaking, phase transitions and renormal-
ization group methods.

The lecture follows roughly (but not too closely ) the book of Altland and Simon
”Condensed Matter Field Theory”, which is an excellent reference but there are
also a number of other textbooks connecting QFT and solid-state theory, e.g., of
Shankar, Fradkin, Nagaosa and others.

The skrip is partially based on the work of Lionel Jeevan Dmello who has typed
in LaTeX formulas and created Feynman diagrams and most of the figures. In the
winter semester 2024/2025, I have filled in the text. Unfortunately, the present
version of the script has very many typos but I hope that it will, nevertheless, be
useful to the reader.

Achim Rosch
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1 Classical Field Theory

1.1 Lagrange Formalism: Harmonic Chain

Motivation: We will start the lecture with a simple example: a chain of harmonic
oscillators. This will be our first example of a quantum theory with an infinite
number of degrees of freedom and we will use it to clarify what a field is. We
will use it to define two versions of a field theory: a discreet one and, importantly,
also a continuum version where fields depend on space and time. The chapter also
serves as a reminder of some of the concepts of analytical mechanics like Lagrange
functions, Euler-Lagrange equations and actions. It turns out that these concepts
from classical mechanics will become extremely important when formulating QFT.
If you are not familiar (any more) with Lagrange functions and related concepts, it
is now the best time to consult your favorite book on analytical mechanics.

1.1.1 A simple example: harmonic chain
~·~

Figure 1: Harmonic oscillator chain with rest length a

Consider a chain of point particles with masses ‘m’ coupled by harmonic springs
(fig1). If the rest length of the springs is ‘a’, then, when the chain is in equilibrium,
the position of the ith mass is given by:

R = R0
i = a · i (1)

Using this, we define the position of the ith mass with respect to its equilibrium
position as:

φi = Ri −R0
i (2)

Therefore, we can write down the Lagrange function of the harmonic chain in terms
of φ. As usually, the Lagrange function is given as the difference of kinetic and
potential energy.

L = T − V =
∑
i

1

2
mφ̇2

i −
κ

2
(φi − φi+1)

2 (3)
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The corresponding action is the time-integral over the Lagrange function

S[φ] =

∫ t2

t1

L(φi, φ̇i) dt (4)

The corner stone of analytical mechanics is Hamilton’s principle. It states that the
equation of motion can be obtained by asking the following question: for which
functions φ(t) is S extremal provided that we fix the fields at the initial and final
time ( φi(t1) = φinitial

i and φi(t2) = φfinal
i ). In short, we required that S does not vary

to linear order, δS = 0, when we consider small variations of the fields, φi(t)+δφ(t).

Outlook: Why is Hamilton’s principle valid? While one can derive it from Newton’s
equation of motion, classical physics cannot give an answer to this ‘why’ question.
Surprisingly, we will find that we will be able to explain this after we have understood
how actions enter the quantum theory. But for this, we will have to wait for chapter
3.

1.1.2 Continuum limit

For the moment, we use our knowledge from analytical mechanics, where we learned
that Hamilton’s principle can be used to derive the Euler - Lagrange equation

d

dt

(
∂L
∂φ̇i

)
=
∂L
∂φi

(5)

Below, we will show how such a derivation works.

Our next goal is to develop a theory for weak excitations of our chain which is valid
for wavelength λ large compared to the lattice spacing. We assume λ � a and
φi+1 − φi � a.

In this limit, the individual particles labeled by i are not important any more and
we can instead use a continuous field φ(x, t), with

x ≡ a · n (6)
√
a φ(a · n, t) = φn(t) (7)

The prefactor
√
a in the second line is a convention. Note that ‘x’ in the above

equation acts as a label, similar to i before, and should not be confused with the
operator x in single-particle quantum mechanics.

As we are interested in the limit of smooth fields, a� λ, we can use Taylor expan-
sions in a to analyze the theory

φn+1 − φn =
√
a(φ(x+ a)− φ(x)) ≈ a

3
2
∂φ

∂x

and,
∑
n

→
∫ L

0

1

a
dx (8)

For example, we can approximate∑
n

(φn − φn+1)
2 ≈

∫ L

0

1

a
dx

(
a

3
2
∂φ

∂x

)2

= a2
∫ L

0

(
∂φ

∂x

)2
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We can use a similar manipulation for the first term in the action (4) to arrive at

S =

∫ t2

t1

dt

∫ L

0

dxL (φ, ∂xφ, ∂tφ) (9)

L (φ, ∂xφ, ∂tφ) =
m

2
φ̇2 − κa2

2
(∂xφ)

2 (10)

Here L is called Lagrange density which depends in our example on the field and
its spatial and temporal derivatives. It is related to the Lagrange function by

L[φ] =

∫ L

0

L(φ, ∂xφ, ∂tφ)dx

1.1.3 Euler-Lagrange equations for field theories

To obtain the equation of motion, we apply Hamiliton’s principle. Thus we consider
small variations (ε � 1) of the fields, while keeping them fixed at the initial and
finial time.

φ(x, t)→ φ(x, t) + εη(x, t)

with ε << 1, and η(x, t1) = 0 = η(x, t1)∀x
(11)

Our goal is to search for solutions

δS[φ]
!
= 0 (12)

where we compute the change of action linear in ε from

δS = S[φ− εη]− S[φ] = ε

∫
dtdx

∂L

∂φ
η +

∂L

∂(∂tφ)
η̇ +

∂L

∂(∂xφ)
∂xη +O(ε2)

The next step, is to perform a partial integration of the second and third term using

∂L

∂(∂tφ)
η̇ =

d

dt

(
η
∂L

∂(∂tφ)

)
− η d

dt

∂L

∂(∂tφ)

∂L

∂(∂xφ)
∂xη =

d

dx

(
η
∂L

∂(∂xφ)

)
− η d

dx

∂L

∂(∂xφ)

to arrive at∫
dtdx εη

(
∂L

∂φ
− d

dt

∂L

∂(∂tφ)
− d

dx

∂L

∂(∂xφ)

)
+ ε

∫
dx η

∂L

∂(∂tφ)

∣∣∣∣t=t2
t=t1

+ ε

∫
dt η

∂L

∂(∂xφ)

∣∣∣∣x=L
x=0

!
= 0 (13)

where the second term vanishes due to our boundary conditions (11),
∫
dx η ∂L

∂(∂tφ)

∣∣∣t=t2
t=t1

=

0 . The third term will be discussed below but for now we focus on the first term.
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Equation 13 has to hold for all possible η(x, t). This is only possible, if the bracket
vanishes

d

dt

∂L

∂(∂tφ)
+

d

dx

∂L

∂(∂xφ)
=
∂L

∂φ
(14)

Equation 14 is the Euler-Lagrange equation for Lagrange density L .

In the example above, we were considering a single real field φ(x, t) in one space
dimension. We can easily generalize this to vector field ~φ(~x) in d dimensions with
~x = (x0, x1, · · · , xd), x0 = t. In this case, the Euler-Lagrange equation is written as

d∑
µ=0

d

dxµ

∂L

∂(∂µφi)
=
∂L

∂φi
(15)

where the sum includes both time and space derivatives.

We have still to discuss the last term in Eq. (13). It describes the effects of spatial
boundary conditions at x = 0 and x = L. Here, we usually need some input from
physics. What situation do we want to describe? We consider the following cases:

• Fixed bounday conditions: Figure 2a. Here φ(0) = 0 = φ(L) ⇒ η(0) =
0 = η(L). This is, e.g., relevant for the string of a violin which is fixed at its
ends.

• Periodic boundary conditions: Figure 2b. Here φ(0) = φ(L). This is the
most ‘convenient’ boundary condition for theoretical calculations, because the
resulting system is translationally invariant, but it can only be used in cases
where one is not interested in boundary effects.

• Open boundaries: Figure 2c. Here η(0), η(L) are arbitrary. This implies,
from the boundary condition in equation 13, that ∂L

∂(∂xφ)

∣∣∣x=L
x=0

= 0. Here,

∂xφ|x=Lx=0 = 0, which means there is no tension. This is relevant, e.g., for
the boundary of a solid.
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:
(a) Fixed boundaries

⑫

⑫

&
sell

-

mxxz
·

⑫

·..
(b) Periodic boundaries

(c) Open boundaries

Figure 2: Boundary conditions for harmonic chain

1.1.4 Solution of the Euler-Lagrange equation

Now let us quickly solve the harmonic chain in the continuum limit. The Lagrange
density was given by

L (φ, ∂tφ, ∂xφ) =
1

2
mφ̇2 − κa2

2
(∂xφ)

2 (16)

Plugging this into the Euler-Lagrange equation (equation 14) we get the following
equation of motion

mφ̈− κa2∂2xφ = 0 (17)
which is the familiar “wave equation”:

∂2φ

∂t2
− c2∂

2φ

∂x2
= 0 (18)

where we can identify the constant c =
√

κa2

m
with the velocity of sound.

For an infinitely large system, a general solution of the equation can be written as

φ(x, t) = φR(x− ct) + φL(x+ ct),

with φR, φL being arbitrary functions.

For fixed boundaries i.e., φ(0) = 0 = φ(L), it is convenient to expand the solutions
into standing waves

φ(x, t) =
∑

an sin(κnx) cos(ωnt+ ϕn),

with κn = nπ
L

and ω2
n = c2κ2n.

Outlook: Above, we considered the wave equation as the solution of a toy model.
It turns out that such simple wave equations (or, more precisely, their quantum
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version) can be used to describe exactly the sound excitations of solids in the long
wavelength and small amplitude regime, even for complex solids. In this case, one
can view the Lagrange density (16) (and its three-dimensional generalizations) as
the leading term in a Taylor expansion of L in terms of field and their derivatives.
One can then show, that higher-order terms have a vanishingly small contribution
whenever the wavelength is much larger than the lattice constant.

1.2 Functional analysis

Motivation: In this section, we learn to know a few basic terms from functional
analysis which are useful. We are not aiming at any rigor and we will not discuss
any complicated situations (like fields defined on curved manifolds).

The central object is a field theory is – obviously – the field.

Field:
A field φ is a map from a manifold M to a target manifold T .

φ :M 7−→ T

z ∈M 7−→ φ(z) ∈ T

Example: Manifold M = [t1, t2] × [0, L], z = (t, x). Target Manifold T = R or
T = {Operators on some Hilbert space}

Central to our program are objects like the action. An action is a number computed
for a given field configuration in space and time. Such objects are called functionals.

Functional:
A Functional F maps fields to real (or complex) numbers.

F : φ 7−→ F [φ] ∈ R

E

M

E
-

I

-

~
I

Figure 3: Visualisation of a mapping from fields to real numbers
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Example: Action S[φ] =
∫∫

dxdtL (φ, ∂tφ, ∂xφ)

As a next step, we generalize the notion of derivative from functions to functionals.
A standard partial derivative is defined as

∂f(~x)

∂xi
=
f(~x+ εêi)− f(~x)

ε

∣∣∣∣
ε→0

(19)

where êi is a unit vector in direction i = x, y, z. The analog of the partial derivative
is the functional derivative.

Functional derivative:

δF [φ]

δφ(z0)
= lim

ε→0

F [φ(z) + εδ(z − z0)]− F [φ(x)]
ε

(20)

where δ(z − z0) is the dirac delta function centered at z = z0. Here we change the
argument of the field only at one point z0 and track how the functional changes. If
the field is defined as function of space and time, we use instead δd(~r − ~r0)δ(t− t0)
when calculating the variation with respect to the field φ(~r0, t0). And in case of a
mulicomponent field, we multiply the δ function with êi

δF [φ]

δφi(~r0, t0)
= lim

ε→0

F [φ(z) + εêiδ(~r − ~r0)δ(t− t0)]− F [φ(x)]
ε

(21)

We also generalise the standard Taylor expansion

f(~x+ δ~x) = f(~x) +
∑
i

∂f

∂xi
δxi +O(δx2i ) (22)

from functions to functionals and obtain

F [φ0 +∆φ] = F [φ0] +

∫
dz′

δF

δφ(z′)
∆φ(z′) +O(∆φ2) (23)

(24)

Note that the summation has been replace by an integral over z.

To check that we did everything correctly, let us consider ∆φ = εδ(z − z0). We
obtain

F [φ0 + εδ(z − z0)] = F [φ0] +

∫
dz′

δF

δφ(z′)
εδ(z′ − z0) +O(ε2)

= F [φ0] + ε
δF

δφ(z0)
+O(ε2)

(25)

which is, indeed, consistent with our definition (20).
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As an example, we recall, how we derived the Euler-Lagrange equation by consid-
ering variations of the action S[φ] =

∫∫
dxdtL (φi, ∂µφi). We obtained

δS = S[φ+ εη]− S[φ] =
∫∫

dxdt εηi(x, t)

(
∂L

∂φi
− ∂µ

∂L

∂(∂µφi)

)
+ boundary terms

Comparing this to Eq. (23), we can identify

δS

δφi(x0, t0)
=
∂L

∂φi
− ∂µ

∂L

∂(∂µφi)

Thus, we have a new way to write the Euler-Lagrange equations

δS = 0 ⇐⇒ δS

δφ
= 0 ⇐⇒ Euler-Lagrange. (26)

Finally, we would like to point out that one can use standard product and chain
rules for functionals, for example

• Product rule: δ(FG)
δφ

= δF
δφ
·G+ F · δG

δφ

• Chain rule: δg(F )
δφ

= g′(F ) · δF
δφ

where we denote functionals by capital letters, F , G, and functions g by small
letters.

1.3 Hamilton’s formalism

Motivation: Besides the Lagrange formalism, the Hamilton formalism is the second
cornerstone of analytical mechanics. It is especially useful to take the step from
classical mechanics to quantum mechanics (by replacing Poisson brackets by com-
mutators). A similar step (called canonical quantization) can also be taken in field
theory – but we will later also find an approach of formulating quantum theories in
terms of the Lagrange formalism only. For now, we will focus on the question of
how to generalize concepts of momentum and Poisson brackets to fields defined in
the continuum.

We start with a reminder of how one introduces momenta and the Hamilton function
in classical mechanics. Starting from the Lagrange formalism the momentum pi
conjugate to position qi is obtain from

pi =
∂L
∂qi

(27)

Thus, we can easily also define a momentum field using our new knowledge of
functional derivatives

Π(x) =
δL
δφ̇(x)

=
∂L (φ, ∂xφ, ∂tφ)

∂(∂tφ)
(28)

9



Similarly, the Hamiltonian function in classical physics is defined by

H(qi, pi) =
∑
i

~pi∂tqi − L(qi, ∂tqi)|∂tqi=∂tqi(qj ,pj) (29)

where, importantly, one has to replace all time derivatives of fields by momenta
using Eq. (27).

We can generalize this directly to our field theory by defining

Hamilton density: H (φ, ∂xφ,Π) = Πφ̇−L (φ, ∂xφ, φ̇)
∣∣∣
φ̇=φ̇(φ,∂xφ,Π)

Hamilton function: H[φ,Π] =
∫
dd~xH

As above, one has to eliminate time derivatives of fields using Eq. (28).

Let us apply this to our prime example of a field theory, the harmonic chain in
the continuum limit. Using the Lagrange density from Eq. (16) to calculate the
momentum field we obtain

Π(x) =
∂L (φ, ∂xφ, ∂tφ)

∂(∂tφ)
= mφ̇(x).

From this we can calculate the Hamilton density and hence the Hamilton function:

H (φ, ∂xφ,Π) = Π
Π

m
− Π2

2m
+
κa2

2
(∂xφ)

2

=⇒ H =
Π2

2m
+
κa2

2
(∂xφ)

2

H[φ,Π] =
∫
dx

(
Π2

2m
+
κa2

2
(∂xφ)

2

)
.

(30)

We can easily recognize the kinetic and potential energy expressed in terms of the
two fields Π(x, t) and φ(x, t).

Finally, we want to see how Poisson brackets are modified in a continuum theory.
Poisson brackets are extremely useful: one can use them to write the Hamiltonian
equations of motions in a simplified way, they are convenient to discuss the things
like canonical transformations or the mathematical structure of time-evolution, and,
finally, they are useful for the step from classical physics to quantum physics, where
commutators take over the role of Poisson brackets.

To introduce Poisson brackets, we take a step back from the continuum theory to
the discretized theory where we originally started. For discretized field φn and the
associated momenta Πn = ∂L(φn,φ̇n)

∂φ̇n
, the Poisson brackets are defined as

{A,B} =
∑
n

∂A

∂Πn

∂B

∂φn
− ∂A

∂φn

∂B

∂Πn

With this definition, the fundamental Poisson brackets of positions and momenta
are given by

{Πn, φm} = δnm (31)

10



Now we have to take the continuum limit of those equations. As a first step, we
recall that we definied φn =

√
aφ(x = na). To be consistent with our definition of

Π(x), Eq. (28), we have to identify Πn = Π(an) · 1√
a
. Using these prefactors and the

usual rules for approximating sums by integrals, Eq. (8) we obtain

{A,B} =
∑ ∂A

∂Πn

∂B

∂φn
− ∂A

∂φn

∂B

∂Πn

⇒ {A,B} =
∫
dx

δA

δΠn

δB

δφn
− δA

δφn

δB

δΠn{
Πn√
a
,
φm√
a

}
=
δnm
a

⇒ {Π(x), φ(x′)} = δ(x− x′) (32)

Finally, we can use the definitions collected above to write Hamilton’s equation
of motion in a compact form

Π̇(x, t) = {H,Π(x, t)} = − δH(t)
δφ(x, t)

φ̇(x, t) = {H, φ(x, t)} = − δH(t)
δΠ(x, t)

(33)

In this first section, we have – with very large speed and without providing detailed
derivations – sketched how we can obtain classical field equations. We were able
to use the formalism typically introduced in analytical mechanics classes to analyze
field theories. Our prime example of a field theory has been the harmonic chain
but we can use very similar approaches to discuss, e.g., electrodynamics and the
associated Maxwell equations.

Our next major goal will be to find a way of how to quantize the classical field.

11



2 Second Quantization
The figure 4 gives an overview over different routes which can be taken to obtain a
quantum field theory. One option is to begin from classical field theory and to derive
quantum field theory via a procedure known as ‘canonical quantization’, which will
be subject of the following chapter. Later, we will learn about a direction connection
of classical actions and quantum field theory using directly the action. Here, one has
to note that one cannot ‘derive’ a quantum theory from a classical theory – while
there is no problem in proceeding in the opposite direction. A more reliable approach
is, however, to start from our knowledge of few-particle quantum mechanics, which
we will be able to generalize to quantum field theory, using a procedure called second
quantization, which is the focus of Sec. 2.2.
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Figure 4: Different ways to arrive at QFT

2.1 Canonical Quantization

Motivation: In this chapter, we learn a relatively straightforward way to quantize a
field theory, called canonical quantization, which is based on simply replacing Pois-
son brackets by commutators. This works perfectly for the example of the harmonic
chain and allows to introduce phonons, the quantum exciations of a vibrating solids.
As a side effect, this section will serve as a reminder on how one solves harmonic os-
cillators problems algebraically. The corresponding algebra will be important when
learning the math of second quantization in the next chapter.
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2.1.1 Commutator

The transition from classical physics to quantum physics is not unique. This is
obvious from the fact, that we have to replace commuting fields by non-commuting
operators. If you have an expression like AB (e.g., A = x and B = p) in classical
physics, it is unclear whether you should replace it by ÂB̂, B̂Â or something like√
ÂB̂
√
Â on the quantum side, if Â and B̂ are non-commuting operators.

But a successful rule of thumb for the transition to quantum mechanics, is to replace
the Poisson brackets from classical physics by commutators following the recipe:

H(pi, qj) −→ Ĥ(p̂i, q̂j)
{pi, qj} = δij −→ [p̂i, q̂j] = −i~δij

(34)

What is the justification for that? The reason is that we want to keep the equation
of motion compatible

∂tA = {H, A} −→ −i~∂tÂ = [Ĥ, Â] (35)

Thus, we can hope that the quantum theory will reproduce in the classical limit the
correct equations.

Therefore, canonical quantization means that we follow precisely those rules also
in a field theory by postulating that we simply replace number-valued fields by
operator-valued fields

{Πα(~x), φβ(~x
′)} = δαβδ

d(~x−~x′) −→
[
Π̂α(~x), φ̂β(~x

′)
]
= −i~δαβδd(~x−~x′) (36)

where π̂ and φ̂ are now operators. The following remarks apply

• φ, Π are real-number valued fields in the equation above, and, thus, φ̂, Π̂ are
Hermitian operators (which have real eigenvalues).

• To define a quantum theory, we should better fix the Hilbert space – we will
do this later.

• For fermions there are similar rules, where one uses anti-commutators instead
of commutators, but we will not use this in the lecture but go for “second
quantization” instead.

• The does not work directly if Πi =
∂L

∂(∂tφi)
has no unique solution which hap-

pens, e.g., in Gauge theories, with ∂L
∂(∂tA0)

= 0. For such situations, there exist
alternative methods for quantization (quantization with constraints) invented
by Dirac, but we will not do this in this lecture.

13



2.1.2 Phonons

We want to apply this program directly to our harmonic chain. The Hamilton
operator is obtained by replacing in the Hamilton function, Eq. (30),

Ĥ =

∫ L

0

dx

(
Π̂2(x)

2m
+
κa2

2
(∂xφ̂)

2

)
(37)

To obtain something which looks more familiar and to simplify the theory, we write
this in the momentum basis by Fourier transforming the fields as follows: Fourier
transformed fields:

φ̂(x) =
1√
L

∑
n

φ̂kne
−iknx

Π̂(x) =
1√
L

∑
n

Π̂kne
iknx

with, kn =
2π

L
n for periodic boundary conditions

(38)

Inverse Fourier Transforms:

φ̂kn =
1√
L

∫ L

0

dx eiknxφ̂(x)

Π̂kn =
1√
L

∫ L

0

dx e−iknxΠ̂(x)

and, φ̂†
kn

= φ̂−kn , Π̂
†
kn

= Π̂−kn with φ̂†(x) = φ̂(x) as Π̂†(x) = Π̂(x)

(39)

Using this we can compute the commutation relations of the Fourier-transformed
fields [

Π̂kn , φ̂km

]
=

1

L

∫ L

0

dx

∫ L

0

dx′ e−iknx
[
Π̂(x), φ̂(x′)

]
eikmx

′
= −i~δnm

where we have used
[
Π̂(x), φ̂(x′)

]
= −i~δ(x− x′)

and 1

L

∫ L

0

dx e−i(kn−km)x = δkn,km

(40)

We now rewrite the Hamiltonian in terms of the new fields and obtain after some
straightforward algebra

Ĥ =
∑
n

1

2m
Π̂knΠ̂−kn +

κa2

2
k2nφ̂knφ̂−kn (41)

where we used again that 1
L

∫ L
0
dx e∓i(kn+km)x = δkn,−km . What have we gained?

In the new Hamiltonian, the momenta are decoupled, kn only couples to −kn and
we ‘almost’ obtain for each kn something like a Harmonic oscillator with a spring-
constant κ(kna)2 and a corresponding oscillator frequency ωkn with

ωk =

√
κa2

m
|k| = c|k|

14



where c is the speed of sound defined above.

It is now the time to recall how one solves the harmonic oscillator problem in quan-
tum mechanics using simple algebraic models. Here we use it as a ‘trick’ to simply
our problem, later we will see that the math is useful way beyond the problem of a
harmonic oscillator. Below, I assume that the reader is familiar with this solution –
if not it is time to look this up.

The solution of the Harmonic oscillator starts by introducing new operators a and
a† defined as

a† =

√
mω

2~

(
x̂− i

mω
p̂

)
, a = (a†)† (42)

The prefactors in the formula above have been chosen for two reason: first, to obtain
simple commutation relations

[a, a†] =
mω

2~

[
x̂+

i

mω
p̂, x̂− i

mω
p̂

]
= 1 using, [x̂, p̂] = i~ (43)

The second reason for choosing the prefactors was to simplify the Hamiltonian

Ĥ =
p̂2

2m
+

1

2
mω2x̂2 = ~ω

(
a†a+

1

2

)
The operator n̂ = a†a can then shown to have integer eigenvalues and corresponding
eigenstates |n〉 , with n̂|n〉 = n|n〉, n ∈ N0. The groundstate of the Harmonic
oscillator can be obtained from the equation a|0〉 = 0.

It turns out, that we can apply exactly the same trick to our field theory (“hats” on
operators are dropped for convenience). We define raising and lowering operators
for each momentum k separately

ak =

√
mωk
2~

(
φk +

i

mωk
Π−k

)
; a†k =

√
mωk
2~

(
φ−k −

i

mωk
Πk

)
(44)

This gives rise to simple commutation relations

[ak, a
†
k′ ] = δkk′

[ak, ak′ ] = [a†k, a
†
k′ ] = 0

(45)

and we can reexpress the original fields in the new operators

φk =
1

2

√
2~
mωk

(ak + a†−k); Πk =
i

2

√
2~mωk(a†k − a−k) (46)

Substituting equations (46) into the Hamiltonian, Eq. (41), we get: (using ωk =
c · |k| = ω−k)

H =
∑
k

1

2m
ΠkΠ−k +

1

2
mω2

kφkφ−k

=
∑
k

1

2m
(−1)1

4
2m~ωk(a†k − a−k)(a

†
−k − ak) +

1

2
mω2

k

1

4

2~
mωk

(ak + a†−k)(a−k + a†k)

=
~ωk
4

∑
k

(−a†ka
†
−k + a†kak + a−ka

†
−k − a−kak + aka−k + aka

†
k + a†−ka−k + a†−ka

†
k)
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Using [ak, ak′ ] = [a†k, a
†
k′ ] = 0, Eq. (45) we get

H =
~ωk
4

∑
k

(a†kak + a−ka
†
−k + aka

†
k + a†−ka−k)

Finally, we simplify this using aka
†
k = 1 + a†kak and a−ka

†
−k = 1 + a†−ka−k using

Eq. (45). Thus we obtain a very simple result

H =
∑
k

~ωk
(
a†kak +

1

2

)
(47)

We can also rewrite our field operator in terms of a†k and ak using our definitions,

φ(~x) =
1√
L

∑
k

φke
−i~k·~x =

1√
L

∑
k

√
~

2mωk
(ak + a†−k)e

−i~k·~x

to arrive at

φ(~x) =
1√
L

∑
k

√
~

2mωk

(
a†ke

i~k·~x + ake
−i~k·~x

)
(48)

Now we come to the most important and most interesting part of this exercise, the
interpretation of the result.

We start with a perhaps, unexpected, question. What defines a (quantum) particle?
First, a particle is something you can count, one can have 0, 1, 2 . . . particles. Second,
we expect that it carries momentum ~k and an energy E(p) = E(~k) and we should
be able to count how many particels we have with a given momentum kn. (With
a classical particle, one can also associate both position and momentum with, but
in quantum physics this is not done directly because of Heisenberg uncertainty
principle. To approximate a classical particle one has to build wave packets using,
e.g., superposition of different k modes).

Now we look at our Hamiltonian. The operator a†kak, has spectrum N0. We now
take the bold step of interpreting this as the number of particles with a given
momentum ~k. Those quantum particles get the name phonons. Their energy is
~ωk = c|~k. Thus, the total energy of the system is obtained by multiplying the
energy of a particle with the number of particles then simply ~ωk times the number
of particles.

Here, the operator a†k ‘creates’ a phonon with momentum k. Why is this so? It
increases n̂k = a†kak by one. Similarly, a† can destroy a phonon. We will come back
to these formulas in more detail in the next chapter.

One cannot overemphasize the importance of this insight which follows from a
straightforward reinterpretation of the math. We found that the excitations of the
harmonic chain are a new type of particle, the phonon, whose property has almost
nothing to do with the particles from which the chain is made. Phonons describe
quantized collective excitations of the harmonic chain and like other particles, they
are characterized by momentum and energy.
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Note that precisely the same physics and same arguments can be used to quantize
the electromagnetic field by introducing photons – this is a topic covered in the
advanced quantum mechanics course.

2.2 Identical particles and Second Quantization

Motivation: We will now take a completely different route to quantization of many-
particle systems. We will start from the quantum theory of single particles and build
from there the Hilbert space of a many-particle system. We will see that the main
insight will come by thinking about the question that two elementary particles can
– as a matter of principle – not be distinguished from each other. We will see that
this determines the mathematical structure of the theory and will also guides us to
find the ideal type of operators to be used in such settings.

2.2.1 Hilbert Space

Our starting point is single-particle quantum mechanics, where we pick some arbi-
trary (but complete) set of basis states of the single particle Hilbert space. Basis:
1-particle Hilbert space H1 with basis |αi〉 or corresponding wave functions ψi(~r)

Now we want to consider n quantum particles instead. For the moment, we assume
that they are distinguishable (we have, e.g., one neutron, one proton and one elec-
tron. Thus, the Hilbert space H d

n of n distinguishable particles is just the (tensor-)
product of n single particle Hilbert spaces. For an N -dimensional single-particle
Hilbert space this means that there are now Nn basis vectors , the dimenation This
means, that the Nn basis vectors |αj1〉|αj2〉 · · · |αjn〉

H d
n = H1 ⊗ · · · ⊗H1︸ ︷︷ ︸

n times

|ψ〉 =
∑

cj1j2···jn︸ ︷︷ ︸
amplitude

|αj1〉|αj2〉 · · · |αjn〉︸ ︷︷ ︸
particle k in state jk

Alternatively, we can use the position basis and the wavefunction has the form

ψ = ψ(r1, · · · , rn)

In the latter formulation, we just specify where each of the particle sits and ψ(r1, · · · , rn)
is the corresponding quantum amplitude.

But what should we do when two particles are indistinguishable? Take two elec-
trons (with the same spin). Consider ψ(a, b) and ψ(b, a). The ψ(a, b) describes that
particle 1 sits at position a while particle 2 is located at b. In contrast, ψ(b, a) is
the quantum amplitude for particle 1 being at b, while 2 is at a. But this makes no
sense, when 1 and 2 are indistinguishable! In this case,

ψ(r1, r2) and ψ(r2, r1) have to describe same state.

Next, we have to find out, how we can adjust the mathematical formulation to take
into account this fundamental fact.
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Let us try to formalize this idea. For this, we introduce an operator Pij with the
job to exchange particle i and particle j (this is sometime called transposition). It
is defined by

Pijψ(r1, · · · , ri, · · · , rj, · · · ) = ψ(r1, · · · , rj, · · · , ri, · · · )

or, equivalently,

Pij|αm1〉 · · · |αmi
〉 · · · |αmj

〉 · · · |αmn〉 = |αm1〉 · · · |αmj
〉 · · · |αmi

〉 · · · |αmn〉 (49)

Now, we demand that for indistinguishable particles |Ψ〉 and Pij|Ψ〉 have to
describe the same state. From this, we conclude that

Pij|Ψ〉 = eiφ
↑

not
observable

|Ψ〉 (50)

where the factor eiφ has been introduced because we know that two states differing
only by a global phase cannot be distinguished in any experiment.

The operator, which we defined above, has another important property: when we
apply it twice, we obviously get back the same state

P2
ij = 1 (51)

This harmless equation appears to be a trivial consequence of how we defined per-
mutations. From a more fundamental point of view, we should, however, have asked
a different question. What are mathematically consistent ways to define the ex-
change of two particles and how would we do this physically? This is a subtle and
deep question (which we will not address here). It turns out that the answer to
this question depends on the dimension of the system and the topology of space. In
three dimension Eq. 51 has to hold, while in two dimensions also P2

ij 6= 1 is allowed
(this is related to the fact that a loop around a point can be contracted in 3D but
not in 2D). We will ignore this subtlety and just assume that Eq. (51) is valid.

P2
ij = 1 =⇒ P2

ijψ = e2iφψ = ψ =⇒ eiφ = ±1

Thus, our mathematical analysis shows that there are two possibilities allowed math-
ematically, eiφ = ±1. We now have to go back to experiment and ask which of these
options is realized by nature. The answer is that for some particles it is the first
option while it is the second option for other particles. Thus, there are two types of
particles

Bosons: eiφ = 1 ⇔ ψ(r1, r2) = ψ(r2, r1) ⇔ symmetric wave functions

and

Fermions: eiφ = −1 ⇔ ψ(r1, r2) = −ψ(r2, r1) ⇔ anti-symmetric wave functions

As mentioned above, in two dimensions, further options are possible, which are
called anyons (realized as excitations in certain quantum Hall systems). For Lorentz
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invariant theories, there is a further constraint, called spin statistic theorem,
which states that bosons always have integer spin (0, 1, · · · ), while fermions carry
an half integer spin

(
1
2
, 3
2
, · · ·

)
. For excitations in a solid, there is no such constrait.

Our next goal is to formally define the Hilbert space of n indistinguishable bosons
or fermions. For this purpose, let us introduce Sn, the set of all permutations
P of n particles. A general permutation operator P is obtained by the product of
several two-particle exchange operators

P = Pi1j1Pi2j2 · · ·Pimjm

(−1)P ≡ (−1)m =

{
(−1) odd number of exchanges

1 even number of exchanges

We can use this, to define the Hilbert space of n bosons. We only allow for those
wave functions, which are symmetric under the exchange of particles.

H S
n =

{
|ψ〉 ∈H d

n

∣∣P|ψ〉 = |ψ〉 ∀P ∈ Sn
}

(52)

Note that this Hilbert space is much smaller than the Hilbert space of distinguishable
particles H d

n as we declared all non-symmetric wave functions to be not physical
and thus not part of the Hilbert H S

n space.

Similarly, we define the Hilbert space of fermions, which is only allowed to contain
anti-symmetrized wave functions

H A
n =

{
|ψ〉 ∈H d

n

∣∣P|ψ〉 = −|ψ〉 ∀P ∈ Sn
}

(53)

Two examples of allowed wave functions are

ψ(r1, r2) + ψ(r2, r1) ∈H S
n

ψ(r1, r2)− ψ(r2, r1) ∈H A
n

For fermions one can use the fact that determinants are completely anti symmetric
to define so-called Slater determinants

ψα1,...,αn(r1, . . . , rn) =
1√
n!

det


ψα1(r1) ψα1(r2) · · · ψα1(rn)

ψα2(r1)
. . . ...

... . . . ...
ψαn(r1) · · · · · · ψαn(rn)

 ∈H A
n (54)

They can serve as basis states of H A
n . An example for n = 2 is

1√
2

det
[
ψα1(r1) ψα1(r2)
ψα2(r1) ψα2(r2)

]
=

1√
2
(ψα1(r1)ψα2(r2)− ψα1(r2)ψα2(r1)).

An important consequence of the anti-symmetrization is the Pauli principle: Two
fermions cannot occupy the same state. This follows from

P12|α〉|α〉 = |α〉|α〉 6= −|α〉|α〉 ⇒ |α〉|α〉 /∈H A.
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2.2.2 Fock Space

Motivation: It is important to realize that we did something ‘stupid’ in the previous
chapter. We obtained the physical Hilbert space of indistinguishable particles H A

n

or H S
n by embedding it in an unphysical Hilbert space H d

n . We made the mistake
to use objects like ψ(r1, r2, . . . rn) which labels the particles with indices 1, 2, . . . and
then, we had to repair this mistake by symmetrization or anti-symmetrization. And
we had to pay a high prize for that. Consider, for example the Slater determinant,
Eq. (54). When one would try to write it out, it would contain n! terms. Already
for 100 fermions, these are more terms than atoms in the universe!

Can we avoid working with ψ(r1, r2, . . . rn) and thus avoid working with an unphys-
ical Hilbert space H d

n ? Here the key insight is that there is one thing one can do
with indistinguishable particles: one can count their number. Thus, our strategy
will be

Indistinguishable particles:
just count how frequently a given state is occupied

Before introducing formal definitions, let us make a simple example. Starting point
is always the choice of a single-particle basis. For example, let us use the three-
dimensional single-particle Hilbert space H1 with basis vectors {|α1〉, |α2〉, |α3〉}.
The associated single-particle wavefunctions are ψα1(r), ψα2(r), ψα3(r).

Now, assume 2 bosons in state |α1〉, 2 in |α3〉. This information uniquely defines a
wave function which we write as |2, 0, 2〉 (with an hopefully obvious notation). More
precisely, this wavefunction is defined by

|2, 0, 2〉 ∝
∑
P∈S4

P|α1〉|α1〉|α3〉|α3〉 ∝
∑
P∈S4

Pψα1(r1)ψα1(r2)ψα3(r3)ψα3(r4)

(we are omitting the normalization factors here for simplicity).

We can do the same thing for fermions. Consider, for example, two fermions, with
one fermion in the first state, and one in the third state. We write the wave function
as |1, 0, 1〉 which is defined by

|1, 0, 1〉 = 1√
2
(|α1〉|α3〉 − |α3〉|α1〉) =

1√
2
(ψα1(r1)ψα3(r2)− ψα3(r1)ψα1(r2))

Let us generalize this properly. We start by defining a new Hilbert space, the Fock
Space, which is the sum of the Hilbert spaces with 0, 1, . . . particles

F = F0 ⊕F1 ⊕F2 ⊕ · · · with Fn =

{
H S

n for Bosons
H A

n for Fermions

Here F0 is the 1-dimensional Hilbert space with basis |0〉 = |0, 0, 0, · · · 〉 which
describes that there is no particle present.

To define a basis in the Fock space, we first need a single-particle basis |αn〉.
Then, we simply count how many particles are in a single-particle state. Using the
notation introduced above, our Fock-space basis vectors are given by
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|n1, n2, · · · 〉 ∈ F with,
{

ni ∈ N0 for Bosons
ni ∈ {0, 1} for Fermions (55)

and a general wave function can thus be written as

|ψ〉 =
∑

n1,n2,...

cn1,n2,···|n1, n2, · · · 〉

The advantage of the Fock space and its basis is, that we work from the beginning
only with physical states and avoid the overhead of having to symmetrize or anti-
symmetrize wave functions. This is a major gain. There is also a useful side-effect:
we can now describe superpositions of state which have different numbers of
particles, which was not possible before. This is necessary for all processes where
the particle number changes, like the emission or absorption of photons or phonons,
or the annihilation of electrons and positrons. It will also be essential for a theory
of superconductivity.

Note that bound states of an even number of fermions behave as bosons, while
bound states of an odd number of fermions behave effectively as fermions. The rea-
son is simple: when one exchanges n fermions, one obtains a factor (−1)n. For exam-
ple, protons and neutrons are bound states of three quarks and therefore fermions.
A hydrogen atom, one proton and one electron, acts like a boson in situations where
it can be approximated as a point-like particle. In contrast, its isotop, a heavy
hydrogen atom with one proton, one neutron and one electron acts like a fermion.

2.2.3 Creation and Annihilation Operators

Motivation: After we have defined our Hilbert space, the next step is to consider
operators acting on the Hilbert space. We started our introduction of the Fock
space from the observation that the one thing which we can easily do with identical
particles is to count them. Therefore, we will have to find out which operators can
be used for counting. Furthermore, we will have to learn of how to change particle
numbers, i.e., how to do +1 and −1. Thus, the goal of this section will be to find
operators which just do that.

To count bosonic particles, we need an operator with spectrum N0. We had precisely
such an operator in the algebraic solution of the harmonic oscillator. Thus, we want
to borrow the math without borrowing the physics. We have already discussed in
Eq. (42) how creation and annihilation operators show up in this context. But in the
following, we just need their algebra, and, importantly, the spectrum of the counting
operator n̂ = a†a. The essential properties of the Harmonic oscillator operators were

[a, a†] = 1, n̂ = a†a, n̂|n〉 = n|n〉, n ∈ N0

a†|n〉 =
√
n+ 1|n〉, a|n〉 =

√
n|n− 1〉, a|0〉 = 0

This motivates us to define a new operator which acts on the Fock space. We can
fully define an operator, by specifying how it acts on the basis vectors of a Hilbert
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space, which were given by |n1, n2, . . . 〉 with ni ∈ N0 for bosons and ni ∈ {0, 1} for
fermions.

Motivated by the harmonic oscillator example, we define creation operators a†i and
annihilation operators ai by

a†i |n1, · · · , ni, · · · 〉 =
√
ni + 1 |n1, · · · , ni + 1, · · · 〉

ai|n1, · · · , ni, · · · 〉 =
√
ni |n1, · · · , ni − 1, · · · 〉 (56)

Note that there is no harmonic oscillator anywhere in the problem and what we are
doing is completely independent of whatever the Hamiltonian will be. The operators
a†i and ai remove bosonic particles in given single-particle states.

Can we do something similar for Fermions? In this case, we have to make sure that
the operators know about the Pauli principle. We define creation and annihilation
operators in this case by

a†i |n1, · · · , 1, · · · 〉 = 0 Pauli principle
a†i |n1, · · · , 0, · · · 〉 = (−1)

∑
j<i nj |n1, · · · , 1, · · · 〉

ai|n1, · · · , 0, · · · 〉 = 0

ai|n1, · · · , 1, · · · 〉 = (−1)
∑

j<i nj |n1, · · · , 0, · · · 〉 (57)

Note that we included a strange-looking factor (−1)
∑

j<i nj in the definition. It
depends on how we ordered the single-particle states and appears to be non-local
and complicated. The opposite is true. This factor in the definition will help us to
encode the antisymmetrization of fermionic wave functions in an elegant way. This
can, for example, be seen by showing that

a†ja
†
i |0〉 = −a

†
ia

†
j|0〉.

The reader is encouraged to check how this relation follows from the definition and
that it is valid independently of whether i < j, j < i or i = j.

Both for fermions and bosons our definitions were designed such that

ai = (a†i )
†.

Also, in both cases, it follows from the definitions that

ai|0〉 = 0, where |0〉 is the vacuum: |0〉 = |0, 0, 0, · · · 〉

|n1, n2, · · · 〉 =
∏
i

1√
ni!

(
a†i

)ni

|0〉

where in the case of fermions the ordering in the product plays a role. We order the
terms such that the creation operator a†i with i < j is always to the left of a†j. Thus,
we avoid complications with the factor (−1)

∑
j<i nj in the definition.
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Our next step is to work out the algebra of the operators starting from their
definition. For the bosonic case we find directly

i 6= j :

{
a†ia

†
j = a†ja

†
i

a†iaj = aja
†
i

}
≡ symmetric wavefunction

i = j : aia
†
i − a

†
iai|n1, · · · , ni, · · · 〉

=
((√

ni + 1
)2 − (√ni)2) |n1, · · · , ni, · · · 〉

= |n1, · · · , ni, · · · 〉

We can collect this insights into the bosonic commutation relations

[
ai, a

†
j

]
= δij,

[
a†i , a

†
j

]
= [ai, aj] = 0

Here [A,B] = AB −BA is the commutator between A and B.

Now we proceed in the same way for fermionic operators and find

i 6= j :

{
a†ia

†
j = −a

†
ja

†
i

a†iaj = −aja
†
i

}
due to (−1)

∑
j<i nj

≡ antisymmetric wavefunction

i 6= j :

{
aia

†
i |n1, · · · , ni, · · · 〉 = (1− ni)|n1, · · · , ni, · · · 〉

a†iai|n1, · · · , ni, · · · 〉 = ni|n1, · · · , ni, · · · 〉

Again, we can collect the result in a compact form, the fermionic anticommuta-
tion relations

{
ai, a

†
i

}
= δij,

{
a†i , a

†
j

}
= {ai, aj} = 0 (58)

where, {A,B} = AB+BA is the anticommutator between A and B. Importantly,
the ‘ugly’ term (−1)

∑
j<i nj nowhere shows up in the algebra.

The anticommutation relations ensure automatically, that the wave function is com-
pletely antisymmetric, for example,

a†1a
†
2a

†
3|0〉 = −a

†
2a

†
1a

†
3|0〉 = a†2a

†
3a

†
1|0〉

We have achieved this property without having to work, e.g., with Slater determi-
nants (54)!

Above, we started from a definition of the Fock space, followed by a definition of cre-
ation and annihilation operators, which lead to the corresponding operator algebra.
An alternative route is also possible: one can start from the operator algebra, postu-
late the existence of a unique vacuum state |0〉 and then used creation operators to
build the state of the Hilbert space. The Stone-von Neumann theorem guarantees
that (up to unitary transformations) this program gives a unique construction of
our Hilbert space.
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Let us work out a few consequences of the operator algebra. From
{
a†i , a

†
j

}
= 0

follows for i = j immediately that
(
a†i

)2
= 0. This is the Pauli principle, there can

be only one fermion per state.

Both for fermions and bosons, it follows from our definitions (please check) that the
operator

n̂i = a†iai

counts the number of particles in state i,

n̂i|n1, · · · , ni, · · · 〉 = ni|n1, · · · , ni, · · · 〉.

Thus we find
n̂ia

†
i | · · · 〉 = a†i (n̂i + 1)| · · · 〉

Both for bosons and fermions, we thus obtain the ‘counting algebra’

[n̂i, a
†
i ] = a†i , [n̂i, ai] = −ai

which encodes the physics that a†i and ai raise and lower the value of n̂i by one,
respectively.

The reader is encouraged to check this relation explicitly for, e.g., the fermionic case
using only the fundamental commutation relations, Eq. (58), and the definition of
n̂i.

[a†iai, a
†
i ] = a†iaia

†
i − a

†
ia

†
iai = a†i − 2a†ia

†
iai = a†i .

An important strategy to solve such problems is called normal ordering, which
describes the procedure to use commutation and anticommutation relations to move
all creation operators as far to the left as possible and all destruction operators as
much as possible to the right. In the case shown above, one can then also use that
(a†i )

2 = 0 for fermions as discussed above.

Above, we considered a system with either one species of bosons or one species of
fermions. But we can easily extend this to a system with several types of bosons
with creation operator b†i,α and several types of fermions with creation operator f †

i,β.
Here α and β enumerate different types of particles, e.g., for fermions this could be
electron, proton, neutron for β = 1, 2, 3. In this case, the commutation relations are
given by

{fj,β′ , f †
i,β} = δi,jδβ,β′ , {fj,β′ , fi,β} = {f †

j,β′ , f
†
i,β} = 0

[bj,α′ , b†i,α] = δi,jδα,α′ , [bj,α′ , bi,α] = [b†j,α′ , b
†
i,α] = 0

[bj,α, f
†
i,β] = [fj,β, b

†
i,α] = [fj,β, bi,α] = [f †

j,β, b
†
i,α] = 0.

In this section, we have defined the stage on which quantum field theory takes place:
the Fock space. Importantly, we avoided the introduction of unphysical Hilbert
spaces and reduced the definition of basis states to the counting of particles. We
also learned about operators n̂i = a†iai which can be used for counting and learned
how to do +1 and −1 with the help of creation and annihiliation operators.
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2.3 Operators in Fock space

Motivation: Our next goal, will to express all observables and all other operators
– especially, including the Hamilton operator – in terms of the creation and anni-
hilation operators. We will find that this is not only mathematically elegant, but
also simplifies the formulation of many-particle systems considerably. Moreover, it
often allows for a straightforward and simplified interpretation of physical processes.
Thus, a central goal of the section is not only to understand the math but also to
build physical intuition.

2.3.1 Basis change

When defining creation operators a†λ, we did this relative to a previously fixed single-
particle basis |λ〉 with

|λ〉 = a†λ|0〉

Thus, we first explore what happens when we change the basis.

Let us thus introduce a new basis |λ̃〉 with

|λ̃〉 =
∑
λ

|λ〉〈λ|λ̃〉

with the unitary matrix Uλ̃λ = 〈λ|λ̃〉

We now want to introduce new operators ã†
λ̃

in such a way, that they create particles
in the state |λ̃〉. Thus, we have to demand that

|λ̃〉 = ã†
λ̃
|0〉 =

∑
λ

Uλ̃λa
†
λ|0〉

Therefore, we chose the new operators as

ã†
λ̃
=
∑
λ

Uλ̃λa
†
λ =

∑
λ

〈λ|λ̃〉a†λ

ãλ̃ =
(
ã†
λ̃

)†
=
∑
λ

〈λ̃|λ〉aλ
(59)

We should now check, that the new operators obey the same (anti-) commutation
relations as the old operators. Let us do this check for fermions by computing{

ã†
λ̃
, ãλ̃′

}
=
∑
λλ′

〈λ|λ̃〉〈λ̃′|λ′〉
{
a†λ, aλ′

}
=
∑
λ

〈λ̃′|λ〉〈λ|λ̃〉 = 〈λ̃′|λ̃〉 = δλ̃′λ̃ (60)

Indeed, using that both |λ〉 and |λ̃〉 form a complete normalized basis of our Hilbert
space, we find that our new operators obey the correct algebra.

We will use the basis change frequently in the following sections.
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2.3.2 Field operators in Real and Momentum space

A very useful and frequently used basis are position eigenstates which allows to find
directly a description in (real) space. Position eigenstates are δ functions, δ(~r − ~x).
We use the following notations and relations

|~x〉 ≡ δ(~r − ~x)

〈~x|φ〉 =
∫
d3r δ3(~r − ~x)φ(~r) = φ(~x)

〈~x|~x′〉 =
∫
d3r δ3(~r − ~x)δ3(~r − ~x′) = δ3(~x− ~x′)

(61)

Note, that the eigenstates are not normalized to one, 〈~x|~x〉 = δ(0) =∞, thus we
will have to adapt slightly the formulas of the previous section.

Our central goal will be to define a field operator ψ†(~x) which creates a particle
in a position-eigenstate localized at position ~x

ψ†(~x)|0〉 = |~x〉

Using Eq. (59) and a set of creation operators a†λ which creates particles in the
single-particle wavefunction Φλ(~x) = 〈~x|λ〉, we define

ψ†(~x) =
∑
λ

〈λ|~x〉 a†λ, where a†λ =
∫
d3xφ(~x)ψ†(~x)

This leads to∫
d3xφλ(~x)ψ

†(~x) =
∑
λ′

∫
d3x〈λ′|~x〉〈~x|λ〉a†λ′ =

∑
λ′

∫
d3x〈λ′|λ〉a†λ′ = a†λ

Let us try to interpret this formal result

a†λ =

∫
d3xφλ(~x)ψ

†(~x) (62)

How to we create a particle with the wavefunction Φλ(~x)? We use the operator
Ψ†(~x) which creates a particle at position ~x and build a superposition weighted by
Φλ(~x).

Here, it is important to emphasize that Ψ(x) has nothing to do with a wave-
function. The use of the letter Ψ is, perhaps, unfortunate (but common). Ψ(~x) is
instead an operator which destroys a particle at position ~x. Also ~x is (other than
in single-particle quantum mechanics) not an operator, it is just a label which
tells at which point in space the particle is removed. A similar statement applies
to the field operator Φ(~x) which we introduced to describe the harmonic chain, see
Eq. (48). Also this is an operator, acting on position ~x is just a certain operator
acting on the system at position ~x. The same is true for the electric and magnetic
fields, ~E(~x) and ~B(~x) which are promoted to field operators in quantum field theory.
Operators like Ψ(~x), Φ(~x), ~E(~x), or ~B(~x) are called quantum fields acting in real
space.
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By repeating the calculation of Eq. (60), we find that the (anti-) commutators
of our field operators are given by

Fermions:
{
ψ(~x), ψ†(~x′)

}
= 〈~x|~x′〉 = δ3(~x− ~x′)

Boson:
[
ψ(~x), ψ†(~x′)

]
= δ3(~x− ~x′)

Let us do a few examples with the goal to practice the use of our quantum field. As
discussed above, a single particle wavefunction φ(~x) is obtained from

|φ〉 =
∫
d3xφ(~x)ψ†(~x)|0〉

Now let us compute the amplitude that the particle is located at position ~x0 by
calculating the overlap with |~x0〉 = ψ†(~x0)|0〉. We assume that we consider fermions
here but the result has to be the same for bosons (as we consider a single particle
only)

〈~x0|φ〉 = 〈0|ψ(~x0)
∫
d3xφ(~x)ψ†(~x)|0〉

= 〈0|
∫
d3xφ(~x)δ3(~x− ~x0)|0〉 − 〈0|

∫
d3xφ(~x)Ψ†(~x)Ψ(~x0)|0〉

= φ(~x0) 〈0|0〉 = φ(~x0)

To obtain the second line, we used {Ψ(~x0),Ψ
†(~x)} = δ3(~x − ~x0) or, equivalently,

Ψ(~x0)Ψ
†(~x) = δ3(~x − ~x0) − Ψ†(~x)Ψ(~x0) for normal ordering, which means for

putting the destruction operators to the right and creation operators to the left
with the help of (anti-) commutation relations. To get the third line, we can the
simply use the definition of the vacuum, Ψ(~x0)|0〉 = 0.

Our next goal is to discuss another very important single particle basis: momentum
space. We need operators, which create particles in momentum eigenstate. Single
particle eigenstates of the momentum operator have the form ei

~k·~x but we need a
convention for their normalization. This is done differently by different textbooks
and different publication. We will use the following convention: we consider a box
of length L in d dimensions with periodic boundary conditions, which enforces that
momenta ~k (written here for d = 3) take discrete values

~kn =

 kn1

kn2

kn3

 , kni
= n

2π

L
= ni∆k, ni ∈ Z, i = 1, . . . , d.

In this finite box, we simply normalize the eigenstates of the momentum operator
to 1

〈~kn|~km〉 = δ~km,~kn , 〈~x|~k〉 = 1√
V
ei
~k·~x

Thus, using the results of the previous section, we the operater creating a particle
in this eigenstate is given by
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c†~k =

∫
d3x√
V
ei
~k·~xψ†(~x), ψ†(~x) =

∑
k

1√
V
e−i

~k·~xc†~k (63)

and the resulting (anti-) commutation relations are

for Fermions:
{
c~k, c

†
~k′

}
= 〈~k|~k′〉 = δ~k,~k′

for Bosons:
[
c~k, c

†
~k′

]
= δ~k,~k′

(64)

In practice, we will most often use the thermodynamics limit V → ∞ resulting in
∆k = 2π

L
→ 0. In this limit, sums over momenta are written as integrals.∑

kx

· · · = 1

∆kx

∑
kx

∆kx · · ·
V→∞−−−→ L

2π

∫
dkx · · · (65)

or in d = 3, we get for V →∞∑
~k

· · · −→ V =
d3k

(2π)3
. . .

For example, the total number of particles is written for V →∞

N =
∑
~k

c†~kc~k = V

∫
d3k

(2π)3
c†~kc~k =

∫
d3r φ(~r)†φ(~r) (66)

In a finite volume, 1
V

∫
d3~xei(

~kn−~k)m = δ~kn,~km , while for V →∞∫
d3~x ei

~k~x = (2π)3δ3(~k)

which follows from the rules for Fourier transformations. Thus, one can write (within
our definitions) for, e.g., the anti commutator of Fermions{

c~k, c
†
~k′

}
=

(2π)3

V
δ3(~k − ~k′) for V →∞ (67)

This is equivalent to Eq. (64) but usually it is more convenient to use Eq. (64) only.
The formula above is mainly used to match to definitions used by other textbooks
or publications.

As a result of this section, we now know how to create quantum particles either in
position or momentum space.

2.3.3 Single particle operators

Our next goal is to write all types of operators using creation and annihilation
operators. Consider, for example, the Hamilton operator describing N interacting
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electrons, which we can split into two parts

H =
N∑
i=1

P 2
i

2m
+ V (ri)︸ ︷︷ ︸

single particle operators

+
1

2

∑
ri 6=rj

V (ri − rj)︸ ︷︷ ︸
two-particle operators

We will first consider single particle operators, which are written as a sum over
particle index i. Within the N -particle Hilbert space, we write such an operator
(for either bosons or fermions) as

A(N) =
N∑
i=1

Ai

First, we want to promote this to an operator acting on Fock space

A = A(0) ⊕ A(1) ⊕ A(2) ⊕ · · ·

To make progress, we introduce the eigenbasis {|λi〉} of A(1). In this basis, the
single-particle operator A(1) is diagonal

A(1) =
∑
i

λi|λi〉〈λi|

For this specific basis, we introduce Fock-space eigenstates |nλ1 , nλ2 , · · · 〉 where the
|nλi〉 specify how many fermions or bosons occupy the state with quantum number
λi. For this basis, we know exactly how A acts

A|nλ1 , nλ2 , · · · 〉 =
∑
i

λinλi|nλ1 , nλ2 , · · · 〉 =
∑
i

λia
†
λi
aλi |nλ1 , nλ2 , · · · 〉

Therefore, in this basis we find

A =
∑
i

λia
†
λi
aλi =

∑
ij

〈λi|A(1)|λj〉︸ ︷︷ ︸
δλiλjλj

a†λiaλj , (68)

where we will soon see, why we use in the second equation a more complicated
formula. For this specific basis, we now know how A looks in second quantization.
Thus, our final task is to use the results from the previous section to choose any
other basis. Let us assume, that we want to introduce creation operators a†αi

which
create particle in the single-particle states |αi〉. Using the results of the previous
section, the previous operators can be expressed by the new operators

a†λi =
∑
k

〈αk|λi〉a†αk
, aλj =

∑
k′

〈λj|αk′〉aαk′
.

Using this in Eq. (68), we obtain

=⇒ A =
∑
i,j,k,k′

〈αk|λi〉〈λi|A(1)|λj〉〈λj|αk′〉a†αk
aαk′

and we arrive at our final result
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A =
∑
k,k′

〈αk|A(1)|αk′〉a†αk
aαk′

(69)

It is useful to practice how to interpret such terms. To this end, let us write the
single-particle operator in this basis

A(1) =
∑
k,k′

|αk〉〈αk|A(1)|αk′〉〈αk′| (70)

The physical interpretation of the operator is that it transfers a quantum particle
from state |αk′〉 to the state |αk〉 with the amplitude 〈αk|A(1)|αk′〉. We can literally
use the same interpretation for our many-particle operator A in Eq. (69). aαk′

removes a particle in state |αk′〉, while a†αk
creates one in |αk〉 and this happens with

the transition matrix element 〈αk|A(1)|αk′〉.

Let us consider a few examples. First, the total momentum of an N particle is given
(in first quantization) by ~P =

∑N
i=1−i~

∂
∂~ri

. In momentum and real-space basis, the
relevant single-particle matrix elements are given by

〈~k′| − i~~∇|~k〉 = ~~kδ~k,~k′

〈~x0| − i~~∇|~x′0〉 =
∫
d~r δ(~r − ~x0)

(
−i~ ∂

∂~r

)
δ(~r − ~x′0) = −i~~∇δ(~x0 − ~x′0)

thus, we obtain in second quantization

~P =
∑
k

~~k c†~kc~k

=

∫
dx0dx

′
0 (−i~)δ′(x0 − x′0)ψ†(x0)ψ(x

′
0) =

∫
dxψ†(x)

(
−i~ ∂

∂x

)
ψ(x)

Similarly, the kinetic energy T =
∑N

i=1
−~2
2m

~∇2
i and the potential energy U =

∑N
i=1 U(ri)

are written as

T =
∑
~k

~2k2

2m
c†~kc~k =

∫
d3xψ†(x)

(
−~2

2m
~∇2

)
ψ(x) =

∫
d3x

~2

2m
(~∇ψ†(x))(~∇ψ(x))

U =

∫
d3xU(~x)ψ†(~x)ψ(~x).

We would like to emphasize that the description in terms of second quantization is
much more elegant and efficient than in first quantization. To describe, e.g., the 1023
of a solid, one has to introduce in 1st quantization 1023 coordinates ~ri, by labeling
each electron with a label i which is unphysical as they are indistinguishable.

One way to see that these are really unphysical coordinates consider the operator
~rx1 , the x-coordinate of the first particle. As electrons are indistinguishable, this
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operator has no physical meaning. Mathematically, rx1 is also not a legal operator
as it does not map elements of the Hilbertspace HA

N of totally antisymmetric wave
functions onto itsself, rx1 |Ψ〉 /∈ HA

N .

In contrast, in second quantization, one never introduces unphysical operators.
Quantities like the kinetic and potential energy are written as simple integrals or
sums over creation and annihiliation operators.

2.3.4 Two-particle operators

As a last step, we have to translate two-particle operators into the language of
second quantization. Here the prime example is the potential energy, which in first
quantization is written as

V =
∑
i<j

V (ri, rj) =
1

2

∑
i 6=j

V (ri, rj)

For a given basis |λi〉, one first calculates matrix elements in the 2-particle Hilbert
space

〈λ1|〈λ2|V (2)|λ2′〉|λ1′〉 =
∫
d3r1d

3r2 ψ
∗
λ1
(r1)ψ

∗
λ2
(r2)V (r1, r2)ψλ2′ (r2)ψλ1′ (r1).

Using these matrix elements one can write (we do this here without a detailed
derivation) the operator in second quantization in analogy to Eq. 69

V =
1

2

∑
λ1λ2λ1′λ2′

〈λ1, λ2|V (2)|λ1′ , λ2′〉a†λ1a
†
λ2
aλ2′aλ1′ (71)

both for bosons and fermions. Note that the order of operators is here important as
aλ2′aλ1′ = −aλ1′aλ2′ for fermions.

The electron-electron interaction V int = 1
2

∑
i 6=j V

int(~ri− ~rj) with V int(~r) = e2

4πε0|~r| is
written in second quantization in the real-space basis as

V int =
1

2

∫
d3x d3x′ V int(~x− ~x′)ψ†(~x)ψ†(~x′)ψ(~x′)ψ(~x)

Let us derive more carefully how the same operator is written in momentum basis,
as we will need that later

〈~k1~k2|V int(1− 2)|~k′1~k′2〉 =
1

V 2

∫
d3r1 d

3r2 e
i(~k′1−~k1)~r1ei(

~k′2−~k2)~r2V int(r1 − r2)

using ~r1 = ~R +
~r

2
, ~r2 = ~R− ~r

2
and

∣∣∣∣1 1
2

1 −1
2

∣∣∣∣ = 1

=
1

V2

∫
d3r d3Rei(

~k′1+
~k′2−(~k1+~k2))~RV int(~r)ei(

~k′1−~k1−(~k′2−~k2))~r

=
1

V
δ~k1+~k2,~k′1+~k′2

V int(~k′1 − ~k1)
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where we used the Fourier transformation of the potential, V int(~k) =
∫
d3xV int(~x)ei

~k~x.
Thus we obtain

V int = 1
2V
∑

~k1,~k2,~k′1,
~k′2
V int(~k′1 − ~k1)δ~k1+~k2,~k′1+~k′2c

†
~k1
c†~k2
c~k′2
c~k′1

= 1
2V
∑

~k1,~k2,~q
V int(~q)c†~k1+~q

c†~k2−~q
c~k2c~k1

We will later heavily use simple pictures to display such formulas. As a first example,
we can use the following picture for the formula

~q

~k1

~k1 + ~q ~k2 − ~q

~k2

Here incoming lines denote destruction operators, outgoing lines creation operators.
The wiggly line stands for the interaction potential. Each line is labeled by its
momentum. Note that at each vertex the sum of incoming momenta is equal to the
sum of outgoing momenta.

We have now reached a major milestone: we know how to write all relevant physical
operators in terms of second quantization.

2.3.5 Hamiltonian with spin

Up to now, we have omitted one important detail: electrons carry an extra quantum
number, the spin. But also for other quantum numbers (e.g., the color index of a
quark or the band index of an electron in a solid, discussed later), one may ask
how they can be added to the formalism of second quantization. That turns out
to be very easy: one just has to add an extra index to all creation operators. For
example, in the case of spin we write σ = ↑ / ↓= ±1

2
and introduce corresponding

field operators

ψ†
σ(~r) or c†~k,σ creates particle with spin σ =↑ / ↓

Let us practice using that operator. In first quantization, the wave function of an

electron with spin is written as a two-component spinor ~ϕ(~r) =

(
ϕ↑(~r)
ϕ↓(~r)

)
. Here

ϕσ(~r) ∈ C is the quantum mechanical amplitude that the particle is at position ~r
and has the spin σ. In second quantization the same single-particle wave function
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is written as

|ϕ〉 =
∫
d3xϕ↑(~x)ψ

†
↑(~x) + ϕ↓(~x)ψ

†
↓(~x)|0〉

Our next goal is to write the Hamiltonian of interacting electrons in presence of
magnetic field, ~si = spin of particle i, now taking into account the presence of a
magnetic field

H(N) =
N∑
i=1

(
~pi − e ~A(~ri)

)2
2m

+ U(~ri) +
1

2

∑
~ri 6=~rj

V (~ri − ~rj)− gµB ~B(~ri)~si

Here the magnetic field enters twice, both via the vector potential, ∇× ~A(~r) = ~B(~r)
and also by the Zeeman coupling term of magnetic field with the spin.

We can directly write this Hamiltonian in it‘s second-quantized form using the field
operators ψ†(~r) and ψ(~r)

H =
∑

σ=↑/↓
∫
d3xψ†

σ(~x)

(
−i~~∇−e ~A(~x)

)2

2m
ψσ(~x) + U(~x)ψ†

σ(~x)ψσ(~x)

+1
2

∑
σ,σ′

∫
d3x d3x′ V (~x− ~x′)ψ†

σ(~x)ψ
†
σ′(~x′)ψσ′(~x′)ψσ(~x)

−gµb
∫
d3x ~B(~x)

∑
α,β=↑/↓ ψ

†
α(~x)

~σαβ

2
ψβ(~x)

Describes almost all properties in solids! Compared to the previously derived for-
mulas, we simply added the spin index to the field. The local charge density is, for
example, now given by the operator

ρ(~x) =
∑
σ=↑/↓

ψ†
σ(~x)ψσ(~x), (72)

which enters the potential term U(~x) and also the Coulomb interactions. To obtain
the last term, one can simply use our master-formula Eq. (69). Here one can use
that the single-particle matrix elements for the single-particle wave function ~ϕ(~r) =(
ϕ↑(~r)
ϕ↓(~r)

)
are given by

∫
~ϕ(~r)†( ~B(~r) · ~σ

2
)~ϕ(~r) and as basis states one uses δ(~r −

~r0)(1, 0)
T and δ(~r − ~r0)(0, 1)T for the two spin components.

For later use, we also give the formula for the Hamiltonian in momentum space for
a special case, namely U(~r) = 0, ~A = 0, ~B = 0. In this case, one obtains

H =
∑
σ=↑/↓

∑
~k

ε(~k)c†~k,σc~k,σ +
1

2V

∑
σσ′~k~k′~q

V (~q)c†~k+~q,σc
†
~k′−~q,σ′c~k′,σ′c~kσ

Graphically, the interaction term takes the following form
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~q

~k,σ

~k + ~q,σ ~k′ − ~q,σ′

~k′,σ′

Note that the lines entering the left and right vertex carry the spin index σ and σ′,
respectively. In the Hamiltonian one sums over those indices. The physics reason
for that is that the Coulomb interaction couples to the total charge density ρ(~x).

2.3.6 Dynamics of quantum fields

Finally, it is an instructive exercise to write the Hamiltonian equations of motion
for field operators.

Let us start with a reminder that one can use in quantum mechanics equivalently
use the Schrödinger picture and the Heisenberg picture. In the Schrödinger picture
the time-evolution arises from Schrödinger‘s equation i~∂t|ψ〉 = H|ψ〉.

Here it is useful to introduce the time-evolution operator Ut defined by |ψ(t)〉 =
Ut|ψ(0)〉 with

i~∂tUt = HUt
solved by Ut = e−iHt/~ for a static Hamiltonian. The expectation value of an operator
is then written as

〈A〉 = 〈ψ(t)|A|ψ(t)〉 = 〈ψ(0)|U †
tAUt|ψ(0)〉

When using the Heisenberg picture, one re-interprets the last equation: while one
uses a static wavefunction |ψ(0)〉, the operators obtain a time dependence given
by AH(t) = U †

tAUt. From this definition, one obtains the well-known Heisenberg
equations of motion (we assume that A is time-independent in the Schrödinger
picture)

i~∂tAH(t) =
[
AH(t),H

]
The goal of this section is to obtain the Heisenberg equations of motion for the field
operator. As an example, we use the Hamiltonian

H =

∫
d3x

(
− ~2

2m

)
ψ†(~x)∇2ψ(~x) + U(~x)ψ†(~x)ψ(~x)

+
1

2

∫
d3x d3x′ V (~x− ~x′)ψ†(~x)ψ†(~x′)ψ(~x′)ψ(~x)
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Using the commutation or anticommutation relations for field operators, we find
after some algebra both for fermions and bosons the Heisenberg equations of motion

i~∂tψ(~r, t) = [ψ(~r, t),H]

= − ~2

2m
∇2ψ(~r, t) + U(~r)ψ(~r, t) +

∫
d3x′ ψ†(~x′, t)ψ(~x′, t)V (~x′ − ~r)ψ(~r, t)

Outlook: These equations have a remarkable similarity with the Schrödinger equa-
tion but it is important to realized that this is an equation for a field operator
and not for a single field. Thus, due to the product of three operators in the last
term, this is an equation which is in practice impossible to be solved directly. We
will later learn, that for Bose-Einstein condensates one can approximately replace
the operator ψ(t) by its expectation value Φ(t) = 〈ψ(t)〉. The resulting non-linear
Schrödinger equation (or Gross-Pitaevskii equation) can be solved numerically and
is useful to describe experiments with ultracold bosonic atoms.

2.4 Electrons in solids

Motivation: In this course we will use mainly examples from solid state theory when
applying methods and concepts of quantum field theory. Therefore, we we will need
throughout the course basic notions of solid state theory. In the following three
sections, we will develop some central concepts. At the same time, we use these
sections also to practice the use of creation and annihilation operators. A major
goal will be to obtain an intuitive understanding for them.

2.4.1 Defining solids

We start with a number of useful definitions. A solid is build from an array of
periodically arranged atoms. To describe such periodic structures, we use a Bravais
lattice, see Fig. 5a with

~Rn = n1~a1 + n2~a2 + n3~a3 , ni ∈ Z.

It is very useful to classify such lattices by their symmetries (rotations, mirror,
etc.). There are 14 symmetry different Bravais lattices. The one with the highest
symmetry is the cubic lattice where

a1 =

a0
0

 , a2 =

0
a
0

 , a3 =

0
0
a


The Bravais lattice with the lowest symmetry is,. e.g., called ‘triclinic’ where all |~ai|
are different and point in arbitrary directions.

It is useful to think about the 3D lattice as a set of unit cells connected by vectors
of the Bravais lattice. One possible choice of such a unit cell is the Wigner Seitz
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(b) Face centered NaCl crystal (red =
Na, blue = Cl)

(c) Wigner Seitz cell (area inside dashed lines)

Figure 5: Sketches of a 2-dimensional Bravais lattice, the atomic configuration of
NaCl and for the construction of a Wigner-Seitz cell.

cell, see Fig. 5c, defined by

C =
{
~x ∈ R3

∣∣∣ |~x| ≤ |~x− ~Rn| ∀~n 6= {0, 0, 0}
}

This choice of a unit cell has the advantage that it has – by construction – the same
symmetries as the Bravais lattice.

Unit cells are a useful concept as they allow for a unique decomposition of a position
vector in a Bravais-lattice vector and a rest

~r = ~Rn + ~x, ~x ∈ C.

A key quantity for our analysis of electrons in a solid will be the periodic potential
created in such systems

U(~r + ~Rn) = U(~r).

230 different so-called space groups describe the possible symmetries of U .

We next study the Fourier transform of U(~r)

U(~r) =
∑
i

U ~Gi
ei
~Gi~r.

The periodicity of U puts strong constraints on the allowed Fourier components,

U(~r + ~Rn) = U(~r) =⇒ ei
~Gi
~Rn = 1 ∀ ~Gi, ~Rn.
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Only Fourier components can contribute which belong the reciprocal lattice with
reciprocal-lattice vectors

~Gn = n1
~G1 + n2

~G2 + n3
~G3, ni ∈ Z

with ~Gi~aj = 2πδij, i, j = 1, 2, 3

where the ~ai are the basis of the Bravais lattice. The reader can check that ~Gi
~Rn is

always an integer multiple of 2π with these definitions, and therefore ei ~Gi
~Rn = 1 for

all i and n. For the above case ~G1 is given by:

~G1 = 2π
~a2 × ~a3

~a1 · (~a2 × ~a3)

and ~G2,3 are obtained by cyclically changing indices in the formula, 1→ 2→ 3→ 1.

An important concept, frequently used by us, is the 1st Brillouin zone, which we
abbreviate by 1. BZ. Is is defined as the Wigner-Seitz cell in reciprocal space,

1.BZ =
{
~k ∈ R3

∣∣∣ |~k| ≤ |~k − ~Gn| ∀~n 6= {0, 0, 0}
}

We will use it to obtain a unique decomposition of vectors ~K in reciprocal space

~K = ~Gn + ~κ, where ~κ ∈ 1.BZ.

Let us consider as an example the case of NaCl. In this case, one obtains a so-called
face-centered cubic lattice (see Fig. 5b, the blue balls are located on the edges and
in the middle of the faces of a cube). As basis vectors of the Bravais lattice one can
choose

~a1 =
a

2

0
1
1

 ,~a2 =
a

2

1
0
1

 ,~a3 =
a

2

1
1
0


The Na and Cl atoms can then be found at positions

Na at ~Rn +

0
0
0

 , Cl at ~Rn +
a

2

0
0
1

 .

where ~Rn are the vectors of the Bravais lattice.

From this, we compute the basis vectors of the reciprocal lattice

~G1 =
2π

a

−11
1

 , ~G2 =
2π

a

 1
−1
1

 , ~G3 =
2π

a

 1
1
−1


The corresponding Bravais lattice forms a space-centered cubic lattice (corners of
cubes plus a point in the middle of the cube).
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2.4.2 Bloch theorem

A central question concerns the form of single electron eigenfunction in the presence
of a periodic potential. The Bloch theorem puts strong restrictions on their shape:
they are ‘essentially’ plane waves but modified by a periodic function. Furthermore,
it shows how the band-structure is defined with the 1. BZ.

Theorem: The eigenfunctions of a single-particle Hamiltonian with a periodic
potential,

H = − ~2

2m
∇2 + U(~r), with U(~r + ~Rn) = U(~r) ∀~Rn in a Bravais lattice

can be chosen as

φm,~κ(~r) = ei~κ~rum,~κ(~r), with um,~κ(~r + ~Rn) = um,~κ(~r)∀ ~Rn

Here, m is the band index, ~κ ∈ 1.BZ
The eigenenergies εm(~κ) are periodic, εm(~κ+ ~Gn) = εm(~κ) for ~Gn ∈ reciprocal
lattice. They define the band-structure of the system.

While the Block theorem is a theorem on a single-particle Hamiltonian, it is still
instructive to use the language of second quantization for its proof.

Proof: We start by writing the Hamiltonian in momentum space.

H =
∑
~k

(~~k)2

2m
c†~kc~k +

∑
~k

∑
~Gn

U ~Gn
c†~k+ ~Gn

c~k =
∑
~κ∈1BZ

H~κ

H~κ =
∑
~Gn, ~Gm

c†
~κ+ ~Gn

A~κn,mc
†
~κ+ ~Gm

with A~κn,m =
~2(~κ+ ~Gn)

2

2m
δn,m + U ~Gn− ~Gm

Importantly, by translational invariance, the momentum ~k only couples with mo-
menta ~k+ ~Gn. This allows to split the Hamiltonian in sectors labeled by a vector ~κ
in the first Brillouin zone. For fixed ~κ, A~κ is a hermitian matrix. By diagonalization
one obtains eigenvalues εi,~κ, i ∈ N and eigenvectors eigenvectors ui,~κ, ~Gn

. We can use
those, to bring our 2nd quantized Hamiltonian into diagonal form

H0 =
∑
n

∑
~κ∈1BZ

εn,~κ d
†
n,~κdn,~κ (73)

by defining
d†n,~κ =

∑
~Gm

c†
~κ+ ~Gm

un,~κ, ~Gm
=

1√
V

∫
ddr φn,~κ(~r)ψ

†(~r)

Here, we define the single-particle wave function by

φn,~κ(~r) =
∑
~Gm

ei(~κ+
~Gm)~run,~κ, ~Gm
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Note that the operator c†n,~κ creates electrons in band n with energy εn,~κ.

Setting φn,~κ(~r)
!
= ei~κ~run,~κ(~r) we get:

un,~κ(~r) =
∑
~Gm

ei
~Gm~run,~κ, ~Gm

=⇒ un,~κ(~r + ~Rn) = un,~κ(~r)

By construction the matrix A~κ has the property A~κ+ ~Gn
= A~κ and therefore the

eigenenergies have to be periodic, εn,~κ+ ~Gm
= εj,~κ which completes the proof of the

Bloch theorem. Note that the proof is constructive: we can use the description
above also as a numerical algorithm to compute the bandstructure and the Boch
wavefunctions.

2.4.3 Fermi sea and Fermi surface

Let us for now ignore the effects of electron-electron interactions and focus on the
properties of non-interacting particles in a periodic potential. Remarkably, it turns
out that the picture developed here remains qualitatively correct even when one
properly considers interactions – why that is the case, will become clear only much
later in the lecture.

For now, let us start with the question on how to obtain the groundstate of the
Hamiltonian H0 =

∑
n

∑
~κ∈1BZ εn,~κ d

†
n,~κdn,~κ, Eq. (73), when we add a macroscopic

number of electrons, N , to the system, such that the electron density n = N/V is
finite. Using Pauli principle, the state with lowest energy is obtained, if we fill up all
states up to a maximal energy, the Fermi energy. The ground state wavefunction
is therefore the so-called Fermi sea with

|FS〉 =
∏

εm,~κ<εF

d†m,~κ|0〉

where N = 〈N̂〉 = 〈FS|
∑

m,~κ d
†
n,~κdn,~κ|FS〉 =

∑
εm,~κ<εF

1 is the number of occupied
states (the spin-degree of freedom can be absorbed in the band index m, if bands
are spin-degenerate, each band contributes twice to the sum).

As we will see later, all physical properties of metals are dominated by electrons
with εm,~κ ≈ εF (as kBT � εF even at room temperature for most metals). We call
the area in the 1. BZ with εm,~κ ≈ εF the Fermi surface.

We will later mainly study grand-canonical ensembles with the density matrix ρ ∼
e−β(H0−µN̂ , where N̂ =

∑
m,~κ d

†
n,~κdn,~κ is, as above, the operator counting the number

of electrons. Thus, we will often consider

H0 − µN̂ =
∑
n,~κ

(εm,~κ − µ)d†m,~κdm,~κ

Sometimes, we will simply include µ in the definition of energy, εm,~κ → εm,~κ−µ. In
the limit T → 0, Fermi energy and chemical potential become equivalent

lim
T→0

µ = εF
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Sometimes it is useful to interpret |FS〉 as the new vacuum of the system. We can
do that by defining

f †
m,~κ =

{
d†m,~κ for εm,~κ > µ

dm,~κ for εm,~κ < µ

With this definition it follows that

fm,~κ|FS〉 = 0 ∀m,~κ

which justifies calling |FS〉 the ‘vacuum’. The Hamiltonian in these variables is
given by

H0 − µN̂ =
∑
m,~κ

|εm,~κ − µ|f †
m,~κfm,~κ + constant

and one can see directly, that any excitation relative to the ground-state costs a
positive energy.

2.4.4 Lattice models

Motivation: An important step for the understanding of physical phenomena is the
use of simplified model systems. Often one asks the question what the simplest
model could be which describes a given effect. Furthermore, even if one aims at a
full quantitative of, e.g., a material, one does not need to know all the details at
energy scales of several electron volt (1 eV corresponds to a temperature scale of
10000 K) but one is only interested at low energies. Thus, one can focus on a few
bands which contribute to the Fermi surface. Furthermore, our goal is to obtain an
intuitive but (semi-) quantiative picture, how electrons move in a sold.

Starting from the observation, that the electronic wavefunctions remain peaked close
to atomic orbitals, we want to develop an intuitive picture based on electrons, which
tunnels from an atomic orbital n at site i to another atomic orbital m at site j with
rate tn,mi,j .

We can translate this physical picture in a very direct way into the language of second
quantization by introducing a creation operator a†n,i which creates an electron at site
i in orbital n (we will discuss later that nominally one should replace the atomic
orbitals by orthonormal Wannier functions, but we can ignore this detail for the
moment). We can now simply write the Hamiltonian as

H0 =
∑
i,j,n,m

tn,mi,j a
†
m,jan,i +

∑
i,n,m

∆n,ma
†
m,ian,i,{

a†m,j, an,i

}
= δi,j δn,m

(74)

where ∆n,m encodes the rate of hopping and local energies between different orbitals
at the same site. Often one chooses a basis, where this term is diagonal, ∆n,m =
εnδn,m. Models like H0 are called “tight binding” models. They are both intuitive
and can give a precise quantitative description of the electronic band structure close
to the Fermi energy by either using the tn,mi,j as fitting parameters or by determining
them from more refined calculations, see below.
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Consider for example, a cubic lattice, where electrons reside in s orbitals. Typically
the hopping rate will be largest for nearest neighbors on the cubic lattice, and thus
one obtains (suppressing the spin index)

H0 = −t
∑
〈i,j〉

a†iaj (75)

with hopping rate t and the symbol 〈i, j〉 = denotes that we sum over nearest
neighbors on the given lattice. This problem can be diagonalized by using creation
operators in momentum space

c†~κ =
1√
N

∑
j

ei~κ
~Rja†j, and a†j =

1√
N

∑
~κ

e−i~κ
~Rjc†~κ

Neighboring sites in the cubic lattice are connected by 6 vectors ~∆n, n = 1, . . . , 6

~Ri = ~Rj + ~∆n, where ~∆n = (±1, 0, 0)T , (0,±1, 0)T , (0, 0,±1)T

where a is the lattice constant. Such an extremely simple approach can already
gives semi-quantitatively good descriptions of many systems, which can easily be
refined by including, e.g., next-nearest neighbor hopping rates.

Using these definitions in Eq. (75) we obtain

H0 = −
t

N

∑
~κ,~κ′,n,j

e−i~κ(
~Rj+~∆n)ei~κ

′ ~Rjc†~κc~κ′ = −t
∑
~κ,~κ′,n

δ~κ′,~κ︷ ︸︸ ︷(
1

N

∑
j

ei(~κ
′−~κ)~Rj

)
ei~κ

~∆nc†~κc~κ′

=
∑
~κ

(
−t
∑
n

ei~κ
~∆n

)
c†~κc~κ =

∑
~κ

ε~κ c
†
~κc~κ

Thus,

H0 =
∑
~κ

ε~κ c
†
~κc~κ, ε~κ = −t

∑
n

ei~κ
~∆n = −2t(cos(κxa) + cos(κya) + cos(κza))

Above, we described how one can make a reasonable guess of the band structure of
a materials with a small number of fitting parameters. One can also proceed the
opposite way. Let us assume that one already has a full solution of the problem, i.e.,
one knows the eigen energies and the Bloch wave function. How one can obtain those
in a good approximation even for electrons with Coulomb interactions is not part
of this lecture (it is covered in the solid-state theory course) but refined numerical
codes exist which provide precisely that. Then, it is still useful to obtain a proper
tight-binding model. The process of obtaining those is called down-folding. Here
one proceeds the following way. We start by selecting a subset of M electronic bands
n1, n2, · · · , nM which should include at least all of those, which contribute to the
Fermi surface. We denote the corresponding Bloch states by ϕni,~κ = ei~κ~runi,~κ(~r),
~κ ∈ 1.BZ. As a next step, we use those to construct a so-called Wannier-function,
which is localized close to the site ~Ri of an atom.

φm,~Ri
(~r) =

1√
N

∑
~κ ∈ 1.BZ

j = 1, 2, · · · ,M

U~κm,nj
ϕnj ,~κ(~r) e

−i~κ~Ri
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There is a substantial arbitariness in choosing the unitary matrix U~κm,nj
. Here,

the strategy is to make a choice so that the resulting wavefunction is as much as
possible localized close to ~Ri (the resulting Wannier functions are called ‘maximally
localized’). If the Wannier function is not sufficiently localized one has to add further
bands.

Outlook: If one chooses bands with a net topological winding number, which is a
kind of knot in their wavefunctions, then it is necessary to add further bands to
achive a net zero winding number. Only then, the Wannier functions are decaying
exponentially at long distances and only then one obtains a reasonable tight-binding
model based on a localized Wannier function. For the description of various topo-
logical materials (defined here as materials which hosts such bands) one therefore
needs to include a minimal set of bands even for the simplest possible tight-binding
model. While Wannier functions have been introduced in 1937 and have been heav-
ily used since then, this important relation of Wannier functions with topology was
fully realized only 70 years later.

By construction, Wannier functions are orthonormal to each other, even when com-
puted at different sites (in contrast to standard atomic orbitals)∫

φ∗
n, ~Ri

φn′, ~Rj
= δn,n′δi,j

Introducing the operators c†n,~κ which creates an electron in the Bloch state ϕn,~κ,
~κ ∈ 1.BZ, we define the creation operator of electrons in a Wannier state by

a†m,i =
1√
N

∑
~κ

U~κm,ni
c†ni,~κ

e−i~κ
~Ri (76)

Fits to the band-structures can then be used to determine the hopping rates from
one orbital to the next and to derive microscopically the tight-binding model shown
in Eq. (74).

Up to now, we considered a model of non-interacting electrons. In reality, there will
be interactions. Such an interacting model takes the form

H =
∑
i,j

ti,ja
†
iaj +

∑
Uijkla

†
ia

†
jakal, (77)

where we used a compact notation where i = (mi, ~Ri,m, σi) denotes the position,
the band index and the spin-index.

What are the interaction matrix elements? For electrons, their physical origin is the
Coulomb interaction, V (r) = e2

4πε0εr
. Therefore, one might be tempted to compute

the interaction from

Uijkl
?
=

1

2

∫
d3rd3r′ φ∗

mi, ~Ri,σi
(~r)φ∗

mj , ~Rj ,σj
(~r′)φmk, ~Rk,σk

(~r′)φml, ~Rl,σl
(~r)V (~r − ~r′)

This is, however, not a good approximation because it ignores that the Coulomb
interaction also deforms the wavefunction of all the other bands, not included in the
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tight-binding description and one has to use more refined methods (e.g., recalculat-
ing the bands while fixing the charge on a single atom) to compute the interactions.

In practice, numerical band structure packages based on “density function theory’
can be used to obtain relatively reliable values for the band structures, Wannier
functions and hopping rates in a wide range (but not all) materials. A reliable
calculation of the interaction matrix elements is more difficult but also a lot of
progress has been made in this respect in the recent years.

An alternative and very successful approach is to ‘guess’ appropriate tight-binding
models and interactions (often guided by insights gained from band structure cal-
culations) and considering the unknowns in these models as parameters which can
be varied to obtain different physical effects. We will follow this line of argument in
the next section.

2.5 Hubbard and Heisenberg models

Motiviation: Simple model systems play an extremely important role to guide our
understanding of physical systems. The most important model for interacting elec-
trons is the Hubbard model, the most important for magnetism in quantum systems
is the Heisenberg model. We will discuss both and show how the Heisenberg model
can be derived from the Hubbard model. These models define some of the most
studied quantum field theories in the context of solid-state physics.

2.5.1 Hubbard model

Often in metals one can ignore the long-ranged part of the interactions (due to
screening) and one can focus instead only in interactions arising when electrons
occupy the same orbital. The simplest possible model of interacting electrons is the
Hubbard model

H = −t
∑

〈i,j〉,σ=↑,↓

c†i,σcj,σ + U
∑
i

ni,↑ni,↓

with ni,σ = c†i,σci,σ. The first term describes hopping from one atom to the next (one
most often considers square lattices in 2d or cubic lattices in 3d). When there are
two electrons on the same site (ni,↑ = ni,↓ = 1), this costs an extra energy U > 0,
arising from the Coulomb repulsion of two electrons in the same orbital.

The Hubbard model is extremely simple, but shows a remarkably rich physics,
which is amazing taking into account that there are (besides the lattice structure)
only three relevant parameters, the strength of interactions U

t
, the density of

electrons n, i.e., the number of electrons per site, and the temperature T/t. It is also
one of the most studied models in physics. A search for ‘Hubbard model’ reveals
more than 17.000 publications.

It can be used to explore and explain, e.g., the properties of weakly interacting
fermions, how strong interactions can induce insulators (see below), how ferro- and
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antiferromagnetism (see blow) can arise, how repulsive interactions can induce ex-
otic superconductivity and many more things. In one spatial dimensions, one can
surprisingly solve it exactly (with massive mathematical effort based on the Bethe
ansatz), in d = 2, 3 many features are not fully understood. In d > 1, it is also ex-
tremely difficult to solve (with the exception of a few limiting cases). Monte-Carlo
methods, for example, fail for electronic densities different from 1 electron per site.
(due to the infamous minus-sign problem, which you might have discussed in your
computational physics class) .

For some solids, the Hubbard model may be a decent, but never perfect approx-
imation as electrons have long-ranged interactions. An almost perfect realization
can, however, be realized with fermionic atoms captured in the standing wave of a
laser (the first experiment was done in the Bloch group in Munich while our group
provided the theory, U. Schneider, et al., Science (2008)).

A prime strategy to understand such models is to analyze limiting cases. Especially
easy is the non-interacting limit U → 0, where one obtains a metal with a relatively
simple Fermi surface. This can be the starting point, to analyze weak interactions,
which we will do later in this course.

For now, we will discuss the opposite limit of U � t.

2.5.2 Heisenberg model

We will focus on the case where one has exactly one electron per site, n = 1, also
called “half filling”. To understand the limit U � t, we first solve the problem for
t = 0

H− µN = U
∑
i

ni,↑ni,↓ − µ
∑
i

ni,↑ + ni,↓

As different sites decouple, we can consider just one site with the spectrum

n = 0 E0 = 0
n = 1 E1 = −µ
n = 2 E2 = U − 2µ

An occupation of n = 1 is obtained when the n = 1 states have the lowest energy,
e.g., for µ = U

2
. In this case, we have E2 = E0 = 0, while E1 = −U/2. Importantly,

there are two states with n = 1. Either a spin-up electron or a spin-down electron
can occupy a site | ↑〉 = c†↑|0〉, | ↓〉 = c†↓|0〉. For a system with N sites, the ground
state has therefore a gigantic degeneracy of 2N , while adding or removing a particle
costs the energy of U/2.

Our goal is to understand what happens when we consider a small but finite hopping
t. First, assume that an electron hops to a neighboring site. This leaves one site
empty and one double occupied. This costs the energy

E2 + E0 − 2E1 = U � t.

This huge energy costs implies that the electrons will remain localized on each
site (up to small quantum fluctuations). Such states of matter are called Mott
insulators.
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We want to understand the property of this Mott insulator for U � t but tempera-
tures small compared to U , T � U . In this limit, we can ignore thermal excitations
with n = 0 and n = 2 electrons (sometimes called holes and doublons). Instead, we
want to obtain an effective theory in the 2N dimensional low energy space, which
we identified above. The rest of the Hilbert space (of dimension 4N − 2N) will only
contribute by inprinting perturbative corrections on the low-energy space, which we
want to determine below.

How can we formulate a theory in the low-energy subspace? We first have to in-
troduce the relevant operators describing the local degree of freedom for each site,
given by the spin of the system. For this, we use the spin operators

~Si =
1

2

∑
α,β

c†i,α~σαβci,β (78)

When one calculates the operator ~S2
i , one finds that it is given by

~S2
i =

{
0 for ni = ni,↑ + ni,↓ = 0, 2
1
2

(
1
2
+ 1
)

for ni = 1

Thus, in our low-energy space, we can set ~S2
i and describe the system with the

operators ~Si only, which obey the algebra

[
Sαj , S

β
k

]
= iδjkε

αβγSγj

How can a model of the low-energy sector look like? Suprisingly, one can guess
the answer. First, we expect that interactions remain local, only nearest neighbors
are expected to interact in the lmit of large U . Furthermore, we expect that the
effective model is invariant under rotations of the spin (this is a property of the
original Hubbard model, Eq. (78), which is not fully obvious). This fixes completely
the form of the effective low-energy Hamiltonian, the famous Heisenberg model

H = J
∑
〈i,j〉

~Si~Sj (79)

More precisely, this is the spin-1/2 Heisenberg model as in our case the local degrees
of freedom are spin-1/2 objects, ~S2

i =
1
2

(
1
2
+ 1
)
. There are also other variants using

spins of size s or classical spins.

We need a small calculation to estimate the value of J . Compare two different states
for two neighboring sites

• | ↑, ↑〉: no hopping due to Pauli principle

• | ↑, ↓〉: hopping possible =⇒ energy gain

To calculate the energy gain, we use perturbation theory to calculate the change
in energy. The reader may recall from his quantum mechanics course, that for a
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Hamiltonian H = H0 +∆H the shift of eigenenergies due to a small ∆H reads

E ≈ E0 + 〈0|∆H|0〉 −
∑
n

|〈n|∆H|0〉|2

En − E0

+O(∆H3)

To use this formula for our problem, we identify H0 with the Hubbard model at
t = 0, set for two neighboring sites

|0〉 = | ↑, ↓〉 = c†1↑c
†
2↓|0, 0〉, ∆H = −t

∑
σ=↑,↓

c†1,σc2,σ + c†2,σc1,σ.

Thus, we obtain ∆H|0〉 = −t(| ↑↓, 0〉 + |0 ↑↓〉). This is an eigenstate of H0, its
energy is U times larger than that of the initial state. From this, we conclude that

−
∑
n

|〈n|∆H|0〉|2

En − E0

= −2 t
2

U

We therefore conclude that the state | ↑, ↓〉 gains from virtual hopping processes
energy, while there is no such energy gain for | ↑, ↑〉 due to Pauli’s principle or,
technically, because ∆H| ↑, ↑〉 = 0 . Comparing these two energies, we find

E↑↑ − E↑↓ = 2
t2

U
.

Our goal is to determine the parameter J in the Heisenberg model. Therefore we
compute the same quantity for the Heisenberg model.

E↑↑ − E↑↓ = 〈↑, ↑ |J ~S1
~S2| ↑, ↑〉 − 〈↑, ↓ |J ~S1

~S2| ↑, ↓〉 = J
1

2

1

2
− 1

2

(
−1

2

)
=
J

2

Comparing the two formulas for E↑↑ − E↑↓ fixes the value of J in the Heisenberg
model in the limit U � t,

J ≈ 4
t2

U
+O(t3/U2)

This coupling of spins is called exchange coupling, a slightly different variant of
the same physics arises in models where to magnetic atoms are coupled by another
non-magnetic site (e.g., an oxygen atom in a Cu-O-Cu bond). In this case, one uses
the term super exchange coupling instead.

Above, we did not really derive the Heisenberg model but rather made an educ-
tated guess how it should look like, followed by a calculation of the remaining free
parameters. While this works in this specific case and to lowest order in t/U , one
needs a more systematic approach to obtain, e.g., corrections to higher order. Be-
low, we give a very brief sketch of this powerful method, which goes under the name
Schrieffer-Wolff transformation. Variants of it can also be applied whenever
one tries to derive an effective low-energy model using a Hamiltonian formalism. It
can, e.g., be used to derive systematically relativistic corrections to the Schrödinger
equation starting from the Dirac equation. In our case, in can be used to derive the
Heisenberg model (and corrections to it) from the Hubbard model at U � t.
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To derive an effective low-energy Hamiltonian, one starts by splitting the
Hilbert space into low energy and high energy states |e〉, |h〉 and writes the Hamilto-
nian in the form H = H0+ε∆Hhl. In our example, the Hubbard model with U � t,
H0 is obtained by setting t = 0. H0 defines what we mean by low- and high energy
states (typically we choose them as eigenstates of H0). Importantly, H0 does not
include matrix elements mixing high energy and low energy states, 〈e|H0|h〉 = 0.
For notational simplicity, we also assume that 〈e|∆H|e′〉 = 〈h|∆H|h′〉 = 0 (if not,
we add these terms to H0. With all these definitions, our Hamiltonian takes the
following form

H =

high low( )
H0 ε∆H high
ε∆H H0 low

if we choose a basis where we sort the basis vectors with the high-energy states first
and low-energy states second. Note that the matrix elements mixing high and low
energies only arise due to ∆H.

To obtain an effective low-energy model up to corrections of order εn, we have to get
rid of all terms (to this order in ε) which mix the low-energy and the high-energy
space. Thus, we want to perform a unitary transformation

H −→ H̃ = e−iSεHeiSε, with S = S†,

such that all matrix elements 〈h|H̃|l〉 vanish to order εn. We will focus below on
n = 1, the most studied case. By Taylor expansion in ε, we find

H̃ = H− iε[S,H]− 1

2
ε2[S, [S,H]] + · · ·

≈ H0 + ε∆H− iε[S,H0]− iε2[S,∆H]−
1

2
ε2[S, [S,H0]] +O(ε3) (80)

For n = 1, we therefore have to find an operator S ′ with the property that i[S,H0] =
∆H. This will cancel with the ε∆H which we want to eliminate. In our specific
example, we have H0 = U

∑
i ni,↑ni,↓ and ∆H = −t

∑
〈i,j〉 c

†
i,σcj,σ and one finds that

S = i
t

U

∑
〈i,j〉

(ni,−σ(1− nj,−σ)− nj,−σ(1− ni,σ))c†i,σcj,σ

has the desired property. Thus, we found a unitary transformation which cancels
to order ε the terms mixing high and low energies. Importantly, the same unitary
transformation creates to order ε2 new terms in the low-energy space. Evaluating
these terms in Eq. (80) (we skip this somewhat lengthy calculation here) we obtain
indeed the Heisenberg model with J = 4t2

U
. Compared to our first approach, this is a

much more complicated calculation but it is systematic and can be used to calculate
systematically corrections to higher order in t/U .

Outlook: The method which we sketched above is powerful and can be used to derive
in a Taylor expansion in t/U an effective low-energy model. As low-energy models
play such an important role in physics (even the standard model of particle physics
is most likely an effective low-energy model), it is interesting to ask the question,
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how well justified the method is both from a mathematical and physical point of
view. Like many other expansion methods used in physics, it turns out to be not
a converging Taylor expansion with a finite radius of convergence. Even for very
small, but finite t � U , it breaks down at some point. This can be seen from the
fact, that flipping n∗ ≈ U/J ∼ (U/t)2 spins in the Heisenberg model, we reach the
energy n∗J ≈ U and there is an overlap of high-energy and low-energy states. Thus,
at order εn∗ the Schrieffer-Wolff transformation will break down. Experimentally,
one can address this by measuring the lifetime τh of a high-energy state with energy
U . One finds that the lifetime becomes exponentially large and is roughly given by
τh ∼ (U/t)n

∗ ∼ e(U/t)
2 ln(U/t). This physics is impossible to access using a Taylor

expansion in t/U only.

Let us discuss some basic properties of the Heisenberg model, Eq. (79), e.g., on a
three-dimensional cubic lattice. At finite temperature, the physics is determined by
the ratio T/J only. Thus, it is useful to consider two limits

• for T � J the spins are disordered and point in random directions

• for T � J , there is instead antiferromagnetic long-range order, schematically
something like

↑ ↓ ↑ ↓ ↑
↓ ↑ ↓ ↑ ↓
↑ ↓ ↑ ↓ ↑
↓ ↑ ↓ ↑ ↓
↑ ↓ ↑ ↓ ↑

We will discuss excitations in this antiferromagnet in more detail below.

The Heisenberg model was derived assuming that there is exactly one electron per
site in the Hubbard model. What happens when one adds or removes a few electrons?
What is the resulting low-energy Hamiltonian for U � t? Consider, for example,
the case that one removes electrons, so that the density of electrons is now smaller
than 1, n = 1− ε. In this case, the low energy states have either occupation 0 or 1,
while the doubly occupied states with 2 electrons are still part of the high-energy
Hilbert space. One can follow the program sketched above, to derive again a low-
energy Hamiltonian in the limit of small doping and large U . This low-energy model
is called the tJ model given by

HtJ = −t
∑
〈i,j〉

c̃†i,σ c̃j,σ + J
∑
〈i,j〉

~Si~Sj +O
(
t3

U3
,
t2

U
(1− 〈n〉)

)

with J = 4t2/U as above, for the spin operators one has to use the definition of
Eq. (78) and we use the definition

c̃†i,σ = c†i,σ(1− ni,−σ)

to make sure that the hopping terms do not create doubly occupied sites. The tJ
model is also a widely studied model in physics, which will, however, play no further
role in this lecture.
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2.6 Magnetism and Spin waves

Motivation: Understanding the properties of a quantum field theory requires us
to understand the low-energy excitations of a system. In this chapter we explore
magnons, the low-energy excitations of ferromagnets and antiferromagnets. This
will also serve as an exercise in using second quantization and in deriving low-energy
theories.

The starting point of our study is the Heisenberg model defined by

H = J
∑
〈i.j〉

~Si~Sj[
Sαn , S

β
m

]
= iεαβγδnmS

γ
n

but in contrast to our discussion above, which was restricted to half-integer spins,
we will allow for an arbitrary value of ~S2

i = s(s + 1) implying that Sz can take the
eigenvalues −s,−s + 1, · · · , s − 1, s, resulting in a (2s + 1)N dimensional Hilbert
space for an N -site system, where possible values for s are 1/2, 1, 3/2, . . . .

Experimentally, larger spins arise from having several electrons per atom with their
spin aligned parallel. The reason for that is called Hund’s rule coupling (due to Pauli
principle electrons with the same spin do not come close to each other, reducing the
amount of repulsive Coulomb energy).

Both sighs of J can occur. For J > 0, one obtains antiferromagnetic order for
cubic lattices considered below (more complex ordering patterns may arise on, e.g.,
a triangular lattice).

J < 0 implies ferromagnetic order, where all spins tend to align parallel. Most
ferromagnets in nature are metals (and therefore not described by the Heisenberg
model, which does not include charge degrees of freedom), because for most in-
sulators a variant of the antiferromagnetic (super-) exchange derived in the previ-
ous section dominates. However, there are also insulating ferromagnets, including
magnetite, Fe3O4 (used first in China to build, e.g., a compass). To obtain fer-
romagnetism in insulators one needs either a more complicated internal magnetic
structure (magnetite is actually a ferrimagnet, hosting internally also an antiferro-
magnetic order) or a more complex orbital structure. We will, however, focus only
on the qualitative properties predicted by the simplified Heisenberg model.

2.6.1 Magnon excitations in ferromagnets

We first consider the ferromagnetic case, J < 0. The ferromagnet has the unique
property, that we know analytically the ground state: all spins align parallel. One
such state is

|0〉 = | ↑↑↑ · · · 〉,

H|0〉 = J
∑
〈i,j〉

~Si~Sj|0〉 = E0|0〉, E0 = −
|J |
4

zNs2

2

Here z is the number of nearest neighbors of a given site, thus z = 2d on a d-
dimensional cubic lattice, s is the size each spin, and we replace J = −|J | to
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emphasize that the energy is negative. The ground state of a system with N sites
has the total spin S = Ns. For such a spin, the spin in z-direction, Sztotal =

∑
i S

z
i ,

can take the values −S,−S + 1, . . . , S and we obtain the

ground state degeneracy: 2Ns+ 1.

This is a high-degeneracy in the thermodynamic limit but the entropy per site,
S/N = 1

N
ln(2Ns+ 1) still vanishes in the thermodynamical limit, N →∞ (consis-

tent with the third-law of thermodynamics).

To simplify notations, let us now consider s = 1/2 (but almost identical formulas
apply also for arbitary s). Remarkably, one can also give an analytical formula for
so-called one-magnon excitations of the ground state excitation:

| ~K〉 =
∑
i

ei
~K ~Ri| ↑↑↑ ↓

↑
site i

↑↑↑〉 =
∑
i

ei
~K ~RiS−

i |0〉

with
S−
i = Sxi − iS

y
i =

↑
S= 1

2

(
0 0
1 0

)
i

, S+
i = Sxi + iSyi =

↑
S= 1

2

(
0 2
0 0

)
i

.

To show that this is indeed an eigenstate of the Hamiltonian, we rewrite it in a
somewhat more convenient form

H = −|J |
∑
〈i,j〉

Szi S
z
j +

1

2

(
S+
i S

−
j + S−

i S
+
j

)
. (81)

Next, we want to calculate H|K〉. For this, we have to compute what S+
i S

−
j for

neighboring sites
S+
i S

−
j | ↑ · · · ↑↓

i
↑
j
· · · 〉 = | ↑ · · · ↑↑

i
↓
j
· · · 〉

Here the spin-down moves from site i to site j. Now we use this to compute

(H− E0)| ~K〉 = −|J |

 −z1
2

nearest
neighbours

+
1

2

∑
i

ei
~K·~∆i + e−i

~K·~∆i

 | ~K〉 = E ~K | ~K〉

where the vectors ~∆i, i = 1, . . . , z connect a given spin to its z nearest neighbors.
The energy of the one-magnon excitation is therefore given by

E ~K =
|J |
2

z∑
i=1

(1− cos(~∆i
~K)) ≈ |J |

2
~K2a2 (cubic lattice)

Note that the energy of this one-magnon mode vanishes for ~K → 0, E(K = 0) = 0.
This is an example for the Goldstone theorem: in systems with short-ranged
interaction where a continuous symmetry is spontaneously broken, there exist an
excitation with zero energy, a “massless Goldstone mode”. While we do not prove
the theorem here, it is very intuitive: obviously, it does not cost any energy to rotate

50



the spins, but the groundstate is breaks spin-rotation symmetry. Thus there should
be an excitation of zero energy.

Above, we performed an exact calculation which was possible because the exact
wavefunction of both the groundstate and the one-magnon state are known in this
case. In most systems this is not possible and one needs an approximate method. We
mainly want to use this method for the antiferromagnet in the next section, but we
practice it here in a somewhat simpler setting. Our plan is to make a semiclassical
approximation, i.e., an approximation which expands around the classical limit
of the problem. In our case, the problem gets more and more classical, when we
increase the size s of each spin. But let us see how the problem simplifies in the
limit s� 1.

For this, we first look at the commutation relations of the spin.[
Szm, S

±
n

]
= ±S±

i δn,m (82)[
S+
m, S

−
n

]
= 2δn,mS

z
m (83)

If we are now in a large s ferromagnet, we can approximate the operator Sz on the
right site by its expecation value Szm ≈ 〈Szm〉 ≈ s and we find that the commutation
relation of S+ and S− look (up to a trivial factor) very similar to that of bosons[

S+
m√
2s
,
S−
n√
2s

]
≈ δm,n

But we need a mathematically more rigorous approach. The Hilbert space of a boson
with occupation n = 0, 1, . . . ,∞ is infinite dimensional while the Hilbert space of a
spin of size s has just 2s+1 states. But we can embedd the spin-Hilbert space into
the larger bosonic Hilbert space. For example, for s = 1 there are three states with
Sz = 1, 0,−1 and we can map those three states to n = 0, 1, 2 bosonic particles,

Sz = −1 ←→ n = 2

Sz = 0 ←→ n = 1

Sz = 1 ←→ n = 0

With this identification, we should be able to rewrite all spin operators in terms of
bosonic creation and annhiliation operators. The corresponding formula is called
Holstein-Primakoff transformation

S−
m = a†m

(
2s− a†mam

) 1
2 ,

S+
m =

(
2s− a†mam

) 1
2 am,

Szm = S − a†mam (84)

One can check that the operators on the right side obey exactly the same commu-
tation relation than the ones on the left side. The above formulas are exact but
they include square-root terms, which are unpleasant to deal with. However, the
equation strongly simplify in a semiclassical approximation which is also called
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large-s approximation, when we assume s � 1 and perform a Taylor expansion
in 1/s. We obtain, for example,

(
2s− a†mam

) 1
2 =
√
2s

(
1− a†mam

2s

) 1
2

≈
√
2s− 1√

2s

1

2
a†mam + · · ·

and the Hamiltonian is approximated as

H ≈ −|J |Nzs
2

2
− |J |s

∑
〈m,n〉

− (a†mam + a†nan)︸ ︷︷ ︸
from Sz

mS
z
n

+a†man + a†nam.

The Hamiltonian is easily diagonalized by introducing the operators in momentum
space, a†k =

∑
i e
i~k ~Ria†i and we get

H ≈ E0 +
∑
k

εka
†
kak +O(S

0)

εk = s|J |
z∑
i=1

1− cos(~∆i
~k)

which (accidentially) turns out to be the exact result even for s = 1
2
. By using

Taylor expansions to higher order, one can study how the spin waves interact with
each other. This problem is much more easy to treat for bosonic variables than for
spins. Therefore this is – even for a ferromagnet – the prefered method to study
magnons.

2.6.2 Magnon excitations in antiferromagnets

Now we want to apply the same analysis to the antiferromagnetic Heisenberg model.

H = J
∑
〈i,j〉

~Si~Sj, J > 0 (85)

The ground state of this model is (at least for d > 1) not exactly known for any
finite s but we can use an expansion in 1

s
. We consider a “bipartite lattice” (e.g.,

cubic lattice) which can be split up in “A” and “B” sublattices, where all the nearest
neighbors of lattice A points belong to sublattice B.

A B A B
B A B A
A B A B

.

In this setting, the ground state for s = ∞ is obtained by, e.g., orienting all spins
on the A sublattice is ẑ direction, and all spins on the B-sublattice antiparallel to it

↑ ↓ ↑ ↓ ↑
↓ ↑ ↓ ↑ ↓
↑ ↓ ↑ ↓ ↑

(86)
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We have to adjust the Holstein-Primakoff transformation, Eq. (84), a bit to the new
situation such that

S− ∼
{
a† on A sublattice
a on B sublattice

Therefore, we use different formulas for the A and B sublattice

S−
m =

 a†m(2s− a†mam)
1
2 m ∈ A

(2s− a†mam)
1
2am m ∈ B

, Szm =

{
s− a†mam m ∈ A

−(s− a†mam) m ∈ B
(87)

We plug this into our Hamiltonian

H = J
∑
〈i,j〉

Szi S
z
j +

1

2

(
S+
i S

−
j + S−

i S
+
j

)
using that the sum is over nearest neighbors only. Thus, when i ∈ A =⇒ j ∈ B
and i ∈ B =⇒ j ∈ A. After Taylor expansion in 1/s we obtain

H = −NJzs2 + Js
∑
〈i,j〉

(a†iai + a†jaj + a†ia
†
j + aiaj) +O(s0) (88)

Compare to the ferromagnet, a new aspect is that we get terms of the form a†ia
†
j.

This implies that the bosonic vacuum |0〉 is not an eigenstate of the Hamiltonian.
To make progress, we go to Fourier space as in the case of the ferromagnet. For the
new terms one gets, for example,

∑
〈m,n〉

a†ma
†
n =

1

2

1

N

z∑
i=1

∑
n

∑
k,k′

e−i
~k(~Rn+~∆i)a†~ke

−i~k′ ~Rna†~k′

=
∑
k

a†~ka
†
−~k

z

2
γ~k

γ~k =
2

z

1

2

∑
i

e−i
~k~∆i

For a cubic lattice, ∆i = (±1, 0, 0)T , (0,±1, 0)T , (0, 0,±1)T , i = 1, . . . , 6, and thus
γk is given by

γk =
1

3
(cos(kxa) + cos(kya) + cos(kza))

After Fourier transformation, our Hamiltonian takes the form

H = E0 + Jsz
∑

~k∈1.BZ
kx>0

(
a†k a−k

)( 1 γk
γk 1

)
︸ ︷︷ ︸

Ck

(
ak
a†−k

)

where we sum only over half of the 1st BZ, kx > 0, so that each term occurs only
once.
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Our remaining task is to diagonalize Ck by a canonical transformation, i.e., by a
transformation which does not change the commutation relations. Such transfor-
mations are called bosonic Bogoliubov transformations. We introduce new
variables

ãk = ukak + vka
†
−k, ã†−k = u∗−ka

†
−k + v∗−kak (89)

or, in a more compact notation,

ψk =

(
ak
a†−k

)
, ψ̃k = Tkψk, Tk =

(
uk vk
v∗−k u∗−k

)
As stated above, for a canonical transformation the commutation relations should
not be modified

[ã, ã†] = [a, a†], [ã, ã] = [a, a] = 0

This condition, we can also write as[
ψki, ψ

†
kj

]
= σzij =

[
ψ̃ki, ψ̃

†
kj

]
=
[
(Tkψk)i, (Tkψk)

†
j

]
= Tkσ

zT †
k

Thus, the 2× 2 matrix Tk has to have the property that

σz = Tkσ
zT †

k , or, equivalently, T−1
k = σzT †

kσ
z

Such matrices are, perhaps, familiar from the physics of Lorentz boosts and they
take the form

Tk =

(
cosh(ηk) sinh(ηk)
sinh(ηk) cosh(ηk)

)
While it is not difficult to obtain Tk directly, we will avoid that in the following. To
make progress, we rewrite the Hamiltonian in the new variables.

H = E0 +
∑

~k∈1.BZ
kx>0

ψ†
kCkψk = E0 +

∑
ψ̃†
kT̃

†
kCkT̃kψ̃k, with T̃k = T−1

k

We now want to choose T̃k such that C̃k = T̃ †
kCkT̃k is diagonal. For this, we use the

following trick. Consider the matrix σzC̃k

σzC̃k = σzT̃ †
k σ

zσz︸︷︷︸
1

CkT̃k = σzT̃ †
kσ

z︸ ︷︷ ︸
T̃−1
k

σzCkT̃k = T̃−1
k σzCkT̃k

From this equation one finds that T̃k actually diagonalizes the matrix

σzCk = Jsz

(
1 γk
−γk 1

)
The eigenvalues of this 2×2 matrix are simply ±Jsz

√
1− γ2k. After diagonalization,

our Hamiltonian takes the form

H = E0 +
∑

~k∈1.BZ

E~kã
†
~k
ã~k, with E~k = Jsz

√
1− γ2~k (90)
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Figure 6: Old (red) and new (blue) unit cell and 1.BZ

We observe that E~k vanishes not only for ~k = 0 but also for ~k = ~Q = π
a
(±1,±1,±1)T .

Let us Taylor expand the energy around those points for a three-dimensional cubic
lattice (z = 6). In this case we find

E~k ≈ 2Js
√
3

{
a|~k| for |~k| → 0

a|~k − ~Q| for |~k − ~Q| → 0

For antiferromagnetic spin waves the energy is linear in the momentum k.

Let us add a bit of interpretation on the role of momentum here. In the anti-
ferromagnetic state, the spins alternate from atom to atom, see Fig. 6a where a
two-dimensional example is shown in the figure. Therefore, one should use a new
unit cell (e.g., the tilted blue square in Fig. 6a). In 3d, the new basis vectors of the
new Bravais lattice (connecting sites with the same spin) can be chosen as a(1, 1, 0)T ,
a(1, 0, 1)T , and a(0, 1, 1)T forming an fcc lattice. A corresponding basis in reciprocal
space is ~G1 =

π
a
(1, 1,−1)T , ~G2 =

π
a
(1,−1, 1)T , ~G3 =

π
a
(−1, 1, 1)T . Thus, the vectors

~Q = π
a
(±1,±1,±1)T are actually all part of the reciprocal lattice and correspond

to the vector ~k = 0 when projected into the correct 1. BZ of the symmetry broken
state. The result in Eq. (90) uses the old 1.BZ. It is more physical to project every-
thing the a new 1.BZ based on the new reciprocal lattice vectors ~Gi. If we do this,
we obtain two bands which we can, e.g., define by the creation operators

a†
1,~k

= a†~k, a†
2,~k

= a†~k+ ~G1
.

Using that E~k+ ~Gi
= E~k, we can write the Hamiltonian Eq. (90) also as

H = E0 +
∑
~k∈new

1.BZ

E~k(ã
†
1,~k
ã1,~k + ã†

2,~k
ã2,~k)

In the new 1st BZ, E~k vanishes only for ~k = 0 and we get two ~k = 0 Goldstone
modes, correponding to uniform rotations of the magnetization either around the x
or y axis.

We close this section by discussing a phenomenon called quantum fluctuations.
The ground state of the antiferromagnet is a complicated wave function where, e.g.,
the expectation value 〈Szi 〉 is not simply given by ±s. Strictly speaking, a sketch of
the groundstate like in Eq. (86) is not correct. Mathematically, we see that from the
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presence of a†a† terms in the Hamiltonian Eq. (86). This implies, that the bosonic
vacuum is not the groundstate, both the number of bosons and the amplitude of the
magnetization shows quantum fluctuations.

Let us sketch how one can compute the quantum fluctuations. Consider, for example,
the magnetization at site 0.

〈GS|Sz0 |GS〉 = s− 〈GS|a†0a0|GS〉〉

where |GS〉 is the ground state wave function of our antiferromagnet. We can rewrite
the last term using the eigenmodes ã†~k of the Hamiltonian and the transformation
Eq. (89)

〈GS|a†0a0|GS〉〉 = 〈GS| 1
N

∑
k,k′

a†kak′|GS〉〉 = 〈GS| 1
N

∑
k,k′

(ukã
†
k + vkã−k)(uk′ ãk′ + vk′ ã

†
−k′)|GS〉

=
1

N

∑
k

v2k =

∫
1.BZ

d3k

(2π)3
sinh2(ηk) 6= 0 (91)

Within our approximation, the groundstate |GS〉 is the state where no ã bosons are
present

ã~k|GS〉 = 0,

while a~k|GS〉 6= 0. This relation (and normal-ordering) was used to obtain the last
line in Eq. (91). Above, we have not worked out the last integral (as the result
is boring in d = 3) but we have shown that our approximation is able to capture
quantum fluctuations, at least to leading order in 1/s.

Outlook: The expansion in 1/s is a powerful method to compute analytically the
properties of magnets. But does a method designed for large s give reasonable results
for s = 1/2, which is often the experimentally relevant case? This is not obvious
and one can clearly not expect quantitatively correct results. It turns, however, out
that in most systems, including antiferromagnets on cubic lattices, the properties
obtained in large s approximations are essentially correct. While the prefactors
may not be fully accurate, all qualitative features, like the linear energy-momentum
relation at small k, also occur for s = 1/2 as seen both from numerical approaches
and experiments. The situation is more tricky (and more interesting) for models with
frustration. Frustration describes situations where there is no clear candidate for
a groundstate, because, e.g., some interactions prefer a ferromagnetic alignment,
while other favor antiferromagnetism. In such systems highly exotic non-magnetic
states can occur, so-called spin liquids, often desribed by Gauge theories – a topic
of the QFT II lecture.
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3 Path Integrals
Motivation: In this section, we will discuss a way to do quantum mechanics which
- surprisingly - works without wavefunctions and without Hamilton operators. In
this chapter, we will start by considering a single quantum-mechanical particle, but
the concepts developed here, will later be generalized to quantum field theories.

Let us first recall some absolutely basic concepts underlying quantum mechanics.
Arguably, the most fundamental idea underlying quantum mechanics (and quantum
field theory) is the concept of a probability amplitude Ai ∈ C which is a complex
number associated to a state. Measurable quantities are probabilities obtained from
|Ai|2. A second fundamental concept is the superposition principle, probability
amplitudes are additive. By adding probability amplitudes, we obtain constructive
and destructive interference, which is very different from simply adding probabilities,
|A1 + A2|2 6= |A1|2 + |A2|2.

Let us consider the probability amplitude for a quantum system to move in the time
interval t from an initial state |i〉 to a final state |f〉, Afi(t) = 〈f |e−iHt/~|i〉. Now
we use one of the most important tricks in math and physics, we insert an identity
operator and rewrite this as a superposition of amplitudes

Afi(t) = 〈f |e−iHt/~|i〉 =
∑
c

〈f |e−iHt/2~|c〉〈c|e−iHt/2~|i〉 =
∑
c

Afc

(
t

2

)
Aci

(
t

2

)
We have splitted the process |i〉 → |f〉 into |i〉 → |c〉 → |f〉, where each subprocess
takes half the time and we have to sum over all intermediate states |c〉.

Instead of splitting the process in two parts, we can also split it into N parts,

|i〉 → |c1〉 → |c2〉 → · · · → |cN−1〉 → |f〉

each taking the time ε = t/N . We obtain

Afi(t) =
∑
c1

∑
c2

· · ·
∑
cN−1

AfcN (ε) · · ·Ac2c1(ε)Ac1i(ε) (92)

If we can find (or postulate) a formula for the transition amplitude Ac′c(ε) for very
small ε, we can build a new type of quantum mechanics (or quantum field theory)
which is based on the evaluation of a lot of sums. No notion of wave functions
or operators is needed, we only need transition amplitudes Ac2c1(ε) for very short
times, ε→ 0. We will precisely derive such formulas in the following.

3.1 Constructing path integrals

Motivation: In the following, we will derive path integrals starting from the known
formulation of quantum mechanics based on wave functions and operators. Alter-
natively, we could have started with an educated postulate and then used this to
derive quantum mechanics in its usual form.
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For a static Hamiltonian, the time evolution of the wave function is given by

|ψ(t)〉 = e−iHt/~|ψ(0)〉

The standard Schrödinger equation is formulated for a wave function ψ(~q, t) =
〈~q|ψ(t)〉, where |~q〉 is a position-operator eigenstate (we are using the letter ~q for
position variables here instead of ~x or ~r used in the previous sections). Inserting
1 =

∫
d3qi |~qi〉〈~qi|, we obtain

ψ(~q, t) = 〈~q|ψ(t)〉 =
∫
d3q 〈~q|e−iHt/~|~qi〉〈~qi|ψ(0)〉

Thus, all information on the time evolution is encoded in the propagator or Green
function defined by

U~qf ,tf ; ~qi,ti = Θ(tf − ti)〈~qf |e−iH(tf−ti)/~|~qi〉

The propagator describes the quantum mechanical amplitude to go from an initial
position ~qi at time ti to a final position ~qf at time tf . The θ function has been added
to ensure that the final time is always after the initial time (we omit this factor in
the following, assuming that tf > ti)

In the spirit of our introductory remarks, we spit the time evolution operator into
N pieces. This step is called Trotter decomposition.

e−iHt/~ =
(
e−iHε/~

)N
, where ε = t

N
.

Thus we can write
U = 〈~qf |1e−iHε/~1 · · · 1e−iHε/~|~qi〉 (93)

There is some freedom in how to write the idendity operator “1”. We want to
choose it in such a way, that 1e−iHε/~1 is easy to compute in the limit ε → 0. A
very convenient choice (as we will see below) is using both position and momentum
eigenstates.

1 = 1 · 1 =

∫
ddqn |~qn〉〈~qn|

∫
ddpn
(2π~)d

|~pn〉〈~pn| (94)

with
〈~qn|~pn〉 = ei~pn~qn/~ (95)

Note that we use a different normalization convention here compared to the previous
paragraph. The index n is used to replace the nth identity operator in Eq. (93) when
we count from right to left. When evaluating Eq. (93), we need for H = ~̂p 2

2m
+ V (~̂q)

〈~pn+1|e−iHε/~|~qn〉 ≈
↑

ε→0

〈~pn+1|1− i

(
~̂p 2

2m
+ V (~̂q)

)
ε

~
|~qn〉+O(ε2)

≈ 〈~pn+1|~qn〉 e
−i

(
~p 2
n+1
2m

+V (~qn)

)
ε
~ +O(ε2)

As we used both momentum and position eigenstates, we could to leading order in ε
evaluate all ~̂p operators to the left and all ~̂q operators to the right. Importantly, now
all operators are gone as ~p 2

n+1 and ~qn are just integration variables, not operators.
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Using furthermore

〈~qn+1|~pn+1〉〈~pn+1|~qn〉 = ei~pn+1(~qn+1−~qn)/~

we can also eliminate all wave functions and obtain our first example of a path
integral

〈~qf |e−iHt/~|~qi〉 =

lim
N−→∞

∫ N−1∏
n=1

ddpnd
dqn

(2π~)d

∫
ddpN
(2π~)d

e
−i∆t

~
∑N−1

n=0

(
~p 2
n+1
2m

+V (~qn)−~pn+1
(~qn+1−~qn)

∆t

)

with ~q0 = ~qi, ~qN = ~qf . (96)

where we use ∆t = t/N = ε. We will write this below in a nicer way, but we can
start to find an interpretation of the formula. We start by observing that

∫
ddqddp
(2π~)d

integral over “phase space”, the combination of position and momentum space. We
will interpret ~qn = ~q(tn) (and ~pn = ~p(tn)) with tn = nε = n

N
t as the position (and

momentum) of a particle at the time tn. Thus, we define a discretized version of a
path in phase space ~q(t′) (and ~p(t′), respectively) with 0 ≤ t′ ≤ t, see figure.
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Now let us look at the type of integral we are doing. When integrating over ~qn and
~pn we effectively sum over all possible (discretized) paths in phase space

∫
D(~p, ~q) . . . ≡ lim

N→∞

∫
ddq1d

dq2 · · · ddqN−1

∫
ddp1 · · · ddpN

1

(2π~)Nd
. . .

=
sum over all paths

in phase space with inital point ~qi and final point ~qf
(97)

Here, we have to take the limit N →∞ or, equivalenty, ε = t/N → 0. This is called
the continuum limit, where consecutive time points come closer and closer to each
other. We write the sum over all paths in phase space

∫
D(~p, ~q). The integral (and

therefore the formalism which we develop in this section) is called path integral, or,
more precisely, path integral in phase space (as we will soon introduce a somewhat
simpler version in real-space only).
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A tricky question is whether the path ~q(t′) and ~p(t′) become in any sense continuous
in this limit. From the way, how we introduced them, this is far from obvious and
will be addressed later. At least one can hope that too large fluctuations of fields are
suppressed by terms like ei ~pn(~qn−~qn−1) which rapidly average to zero if, e.g., ~qn−~qn−1

are far from each other.

For now, let us just express the warning that there is no reason to believe here in
smooth functions. When we do ordinary integrals over sufficiently smooth ordinary
functions, we know that how discretizations are done precisely should not matter.
We can not expect this to be the case here! Therefore, the path integral is only
defined for the discretization scheme of Eq. (96). Thus, we typically cannot use
a continuum limit for actual calculation but we should only trust the discretized
version.

After all these warnings, it is, nevertheless, nicer to write our results in a continuum
version. We can do this, if we never forget, that actual calculations should be
done in case of doubt with the discretized version. Thus we write for N → ∞,
∆t = t/N → 0

∆t
N−1∑
n=0

→
∫ t

0

dt′ ,

~qn+1 − ~qn
∆t

→ ~̇q(t = tn)

∆t
∑
n

~pn
2m

+ V (~qn−1)→
∫ t

0

dt′H(~p(t′), ~q(t′))

where, importantly, H(~p, ~q) is not an operator but simply the Hamilton function
H = ~p 2

2m
+ V (~q).

Thus, we will write our path integral over phase space as

〈~qf |e−iHt/~|~qi〉 =
∫
~q(0)=~qi
~q(t)=~qf

D(~p, ~q) e
i
~
∫ t
0 dt

′ (~p·~̇q−H(~p,~q))

where, as repeatedly states, the object on the right-hand side is really defined by
Eq. (96).

When we look at Eq. (96), we realize that one can easily do the ~pn integrals, as they
are simple Gaussian integrals∫

ddpn
(2π~)d

e
−i∆t

~

(
~p 2
n

2m
−~pn

(~qn−~qn−1)

∆t

)
=
( m

i∆t 2π~

) d
2
e

i
~

m
2

(
~qn−~qn−1

∆t

)2
∆t (98)

We will later derive general formulas on how to do efficiently Gaussian integrals
in all types of situations. As this is our first one, we will do it slowly. The general
strategy contains three steps: (i) First, one completes the square, here

~p 2
n

2m
− ~pn

(~qn − ~qn−1)

∆t
=

(
~pn −m (~qn−~qn−1)

∆t

) 2

2m
−
m
(

(~qn−~qn−1)
∆t

)2
2

.
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Second, one shifts the integration variable

~pn → ~pn +m
(~qn − ~qn−1)

∆t

As a final step, one has to do simple Gaussian integrals of the type∫
dxe−ax

2

=
√
2π/a.

There is one issue here: in our case a = iα is purely imaginary but convergence is
only guaranteed for Rea > 0. This is an issue also for a numerical evaluation of
path integrals which typically are not converging. For now, we assume that there
is a tiny real part of a = iα + ε which ensures convergence and we take the limit
ε → 0 at the end of the calculation. Collecting all prefactors, we then end up with
Eq. (98).

Using this formula, we can integrate over all ~pn and obtain in d dimensions( m

i∆t 2π~

)Nd
2
e

i
~
∑

n
m
2

(
~qn−~qn−1

∆t

)2
∆t

and we can identify the term in the exponent∑
n

m

2

(
~qn − ~qn−1

∆t

)2

∆t =

∫ t

0

1

2
m~̇q 2(t′)dt′

Collecting all results, we obtain a remarkably simple formula for Feynman’s path
integral

〈~qf |e−iHt/~|~qi〉 =
∫ ~qf

~qi

D(~q) eiS[~q]/~ (99)

S[~q] =
∫ t

0

dt′ L(~q, ~̇q) =

∫ t

0

dt′
(
1

2
m~̇q(t′) 2 − V (~q(t′))

)
Here the sum over all paths starting at ~q(0) = ~qi and ending at ~q(t) = ~qf is defined
as ∫

D(~q) · · · = lim
N→∞

(
Nm

it2π~

)Nd
2
∫ N−1∏

n=1

ddqn . . . (100)

We have obtained a remarkable result. The laws of quantum mechanics are
obtained by postulating that each particles takes all possibles paths from
an initial point to a final point and we have to weight each path by

eiS[~q]/~,

where S[~q] is the classical action computed along the path. This path is in general
unrelated to the classical path, we have instead to consider all paths. Planck called ~
the “quantum of action” (Wirkungsquantum), because of its units, without knowing
that the combination eiS[~q]/~ can be viewed as the most central quantity in any
quantum theory.
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This extremely elegant formula, mainly developed by Feynman, holds not only for
single-particle quantum system but – as we will see – also in quantum field theory.
It is remarkable, that the laws of quantum mechanics can simply obtained using a
superposition principle, the classical action and Plancks constant to compute the
weight of each path.

Thus, we found a new formulation of quantum mechanics, without using concepts
like operators, Schrödinger equations etc. We could just started with Eq. (99) as a
postulate and derive ordinary quantum mechanics from there.

As discussed above, the convergence of the path integral is mathematically a bit
tricky as one has to be very careful in taking the limit N →∞ correctly.

What happens in the classical limit? In this limit the action is large compared to
~,

∆S � ~.

Consider a few different path which are close by

eiS[~q]/~ + eiS[~q+δ~q]/~ + · · · ≈ 0

If S varies strongly, then these terms will have the tendency to add up to zero due
to destructive interference. But there is an exception: if S[~q] ≈ S[~q + δ~q], then
neighboring paths add constructively. Thus, in the classical limit only paths with

δS = 0

can contribute. We have thus derived Hamilton’s variational principle of clas-
sical mechanics starting from a quantum theory. We can also see immediately, that
both maxima, minimal and saddlepoints are equally valid classical paths.

3.2 Applications

As the simplest example, let us do the path integral “brute force” for a free particle
in d = 1 dimensions. Thus, we have to consider the classical action

S =

∫ t

0

dt′
1

2
mẋ(t′) 2 (101)

for path obeying the boundary condition x(0) = qi, x(t) = qf . Here it is convenient
to use

~x(t′) = (~qf − ~qi)
t′

t
+ δ~x(t′) with δ~x(0) = δ~x(t) = 0 (102)

This implies

S =
1

2
m
(~qf − ~qi)2

t
+

∫ t

0

dt′
1

2
m
(
δ~̇x(t′)

)2
Therefore, we obtain

〈~qf |e−iHt/~|~qi〉 = e
i
~

1
2
m

(~qf−~qi)

t

2

〈0|e−iHt/~|0〉
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Without any work, we have already computed the dependence of the propagator on
coordinates, and the only job left is to calculate the t dependence of the prefactor.
to do this, we go back to the discretized version of the path integral

〈0|e−iHt/~|0〉 = lim
N→∞

( m

i∆t2π~

)N
2

∫ N−1∏
i=1

dxi e
i
~
∑

i
1
2
m
(

xi+1−xi
∆t

)2
∆t
.

We do these integrals step by step, starting with x1 using the method discussed
below Eq. (98). Collecting all terms with x1, we compute∫

dx1 e
i
~

1
2
m

(
(x2−x1)

∆t

2
+

(x1−x0)
∆t

2
)
=

∫
dx1 e

i
~

1
2

m
∆t

(2x21+x
2
0+x

2
2−2x1(x0+x2)) (103)

=

(
2π∆t~
2im

) 1
2

e
i
~

m
2

(x0−x2)
2∆t

2

(104)

To obtain all terms with x2, we have to multiply this result with exp( i~
m
2

(x2−x3)
∆t

2
).

Integrating over x2 we get:

(
2π∆t~
2im

) 1
2

(
2π 2

3
∆t~(

1 + 1
2

)
im

) 1
2

e
i
~

m
2

(x0−x3)
3∆t

2

We repeat this for all other integrations. The term x0−xN vanishes as x0 = xN = 0.
In the denominator, we get the product(

1 +
1

1

)(
1 +

1

2

)
· · ·
(
1 +

1

N − 1

)
=

2

1
· 3
2
· 4
3
· · · N

N − 1
= N.

Collecting all prefactors, we get

〈0|e−iHt/~|0〉 =
( m

2πi~t

) 1
2
. (105)

Therefore, the propagator (or Green function) of a free particle is given by:

G(qf , qi, t) = 〈qf |e−iHt/~|qi〉 =
( m

2πi~t

) 1
2
e

i
~m

(~qf−~qi)

t

2

. (106)

The reader is encouraged to calculate the same quantity within the standard for-
mulation of quantum mechanics, which can easily be done here by multiplying with
the identity operator

∑
k |k〉〈k| and by performing a single Gaussian integral.

3.3 Statistical physics and imaginary time

Motivation: Above, we considered the propagator of a single particle starting from
an initial state and ending in a final state. For a many-particle quantum system,
like a solid, we typically ask different sets of questions. More often than not, the
system which we want to describe (or its initial state) be a at finite temperature.
Therefore, we have to investigate how to describe thermal states using path integrals
and later functional integrals.
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3.3.1 Imaginary time

A quantum system in thermal equilibrium is described by the density matrix

ρ =
1

Z
e−βH, β =

1

kBT
.

Here Z is the partition sum, which is used above as a normalization constant of the
density matrix, but can also be used to compute all thermodynamics properties of
a quantum (or classical) system.

Z = Tr(e−βH) = e−βF (T )

where F is the free energy of the system at temperature T .

Expectation values of operators are obtained from

〈A〉 = Tr(ρA).

Our discussion of thermal equilibrium starts from the observation that e−iHt/~ and
e−βH look very similar. It seems, that one has to simply do a replacement

t −→ −i~β (107)

to transform one term into the other. This is called a Wick rotation, which is a ro-
tation in the complex plane. Time is a real-valued variable, which by transformation
goes on the imaginary axis.

The concept of imaginary time is made more precise by deriving a path integral
for the partition sum. Here, we follow exactly the same steps as for the (real-time)
propagator, starting from the Trotter decomposition and the insertion of suitable
identity operators

Tr(e−βH) =

∫
ddx 〈x|e−βH|x〉 =

∫
ddx 〈x|1e−βH/N1 · · · 1e−βH/N |x〉

Compared to the previous derivation of Eq. (96), we only have to replace

x(t′), 0 ≤ t′ ≤ t −→ x(τ), 0 ≤ τ ≤ ~β
t′ −→ τ = it′

Furthermore, because of the trace we have to use periodic boundary conditions

x(0) = x(~β) or, within the discrete formulation x0 = xn (108)

Let us do the replacement t −→ −i~β directly for the action

e
i
~
∫ t
0 dt

′ m
2
ẋ2−V (x) −→

t→−i~β
e

i
~
∫−i~β
0 dt′ m

2
ẋ2−V (x)

=

∣∣∣∣∣∣
t′ = −iτ
dt′ = −idτ
∂t′ = i∂τ

∣∣∣∣∣∣ = e−
1
~
∫ ~β
0 dτ m

2
ẋ2(τ)+V (x(τ))

e
i
~
∫ t
0 dt

′ p(t′)ẋ(t′) −→ e−
1
~
∫ ~β
0 dτ (−i)p(τ)ẋ(τ)
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Thus, we obtain for our two formulations of the path integral (with and without
momentum integration)

Z =

∫
x(0)=x(~β)

D(x, p)e−
S[x,p]

~ =

∫
x(0)=x(~β)

D(x)e−
S[x]
~

S[x] =
∫ ~β

0

dτ
m

2
ẋ2(τ) + V (x(τ))

S[x, p] =
∫ ~β

0

dτ (−i)pẋ+H(p, x)

The action(s) in imaginary time are called euclidian action. This name arises
because the minus-sign in the relativistic metric (∆s)2 = (∆x)2− (c∆t)2 changes to
a plus sign (∆s)2 = (∆x)2+(c∆τ)2 and one obtains an euclidian metric. Imaginary
time acts similar to an extra dimension. At T > 0, the system is, however, finite
in this direction 0 ≤ τ ≤ ~β, but the size of the system in imaginary-time direction
becomes larger and larger for T → 0, or, equivalently, β → ∞. In this context it
can be useful to realize that the kinectic energy m

2
ẋ2(τ) has the same form as, e.g.,

the elastic energy κ
2
(∂xφ)

2 of a harmonic chain.

In imaginary time, the action is the sum, not the difference of kinetic and potential
energy,

S = Skin + Spot.

and an other important change are the periodic boundary conditions.

How do we compute expectation values

〈A〉 = Tr(ρA) =
1

Z

∫
dx′ 〈x′|e−βH1A|x′〉 (109)

of an operator A = A(p̂, x̂)?

We have to look up the derivation of the path integral, where we have to compute
〈p1|A|x0〉. Thus, we should normal order the operators x̂ and p̂ such that p̂ is on
the left side. For example, we write

A = x̂2p̂+ p̂x̂2 = 2p̂x̂2 + [x̂2, p̂] = 2p̂x̂2 + 2i~x ≡ AN(p̂, x̂)

Now it is easy to compute 〈p1|AN(p̂, x̂)|x0〉 = AN(p1, x0)〈p1|x0〉. Thus, the momen-
tum variable carries the index 1 instead of 0, which means that it is evaluated at a
time-slice ∆τ = ~β

N
later than x.

〈A〉 =
∫

D(p, x)AN(p(∆τ), x(0))e
−S
~∫

D(p, x) e−
S
~

, with ∆τ =
~β
N

(110)

These infinitesimal time slices are sometimes very important as they carry the in-
formation on the ordering of operators.

Let us check how the classical limit is obtained for the imaginary-time path inte-
gral
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lim
~→0

e−
1
~S[p,x] = lim

~→0
e−

1
~
∫ ~β
0 ··· = e−βH(p,x).

As the length of the integral shrinks to zero, we just take the values of the fields at
τ = 0. Due to the periodic boundary conditions also ∂τx vanishes in this limit.

Above, we have been careful to keep factors of ~. For practical calculations, we will
often set ~ = 1, effectively measuring time in units of 1/energy.

An important aspect is that functional integrals in imaginary time have much con-
vergence properties. While summing over eiS[x]/~ implies summing over complex
numbers with modulus 1 which is a non-converging sum, a summation over e−S[x]/~
is – at least if S[x] is real as in our example – a nicely converging sum of positive
numbers. Therefore a frequently used strategy is to evaluate path integrals (and
functional integrals) in imaginary time only whenever possible. We will learn later
strategies of how to obtain (via analytic continuation) information on what happens
for real times using imaginary-time results.

Let us consider the harmonic oscillator in one dimension as an example. We
therefore consider the eucledian action

S =
m

2

∫ ~β

0

dτ ′ (ẋ2 + ω2x2), x(0) = x(~β) (111)

Here it is useful to introduce the Fourier transformation of the x(τ) taking into
account the periodic boundary conditions, x(0) = x(~β).

x(τ) =
1

~β

∞∑
n=−∞

e−iωnτxωn , xωn =

∫ ~β

0

dτ eiωnτx(τ)

Due to the periodic boundary conditions, we have

ωn =
2π

~β
n, n ∈ Z, x−ωn = x∗ωn

.

The discrete frequencies, which arise due to our periodic boundary conditions are
called Matsubara frequencies. If we rewrite the action in the new variables, we
obtain ∫ ~β

0

dτ ẋ2 =
1

~2β2

∑
n,m

xωnxωm(−iωn)(−iωm)
∫ ~β

0

dτ e−i(ωn+ωm)τ︸ ︷︷ ︸
~βδn,−m

=
1

~β
∑
n

ω2
nxωnxω−n

Adding all terms, we find

S =
m

2

1

~β
∑
n

(ω2 + ω2
n)|xωn|2. (112)
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In the path integral, we have to integrate over all periodic paths or, equivalently, over
all xωn . More precisely, we should take into account that x−ωn = x∗ωn

(as x(τ) ∈ R).
We therefore write

xωn = an + ibn, x−ωn = an − ibn for n ≥ 1, xωn=0 = a0

with an, bn ∈ R. Therefore, the action in terms of these variables takes the form

1

~
S =

1

2

(
m

β~2

(
ω2a20 + 2

∞∑
n=1

(ω2 + ω2
0)(a

2
n + b2n)

))
and the path integral is now simply an integral over all an and bn. Using standard
Gaussian integrals, ∫

x2e−
1
2
αx2dx∫

e−
1
2
αx2dx

=
1

α

we obtain

〈a20〉 =
(
m

β~2
ω2

)−1

, 〈a2n〉 = 〈b2n〉 =
(
m

β~2
2(ω2 + ω2

n)

)−1

.

Our first goal is to compute the expectation value of the potential energy
〈
1
2
mω2x2

〉
.

We therefore have to compute

〈(x(0))2〉 = 1

~2β2

∑
n,m

〈xωnxωm〉 =
1

~2β2

∑
n

〈xωnx−ωn〉

=
1

~2β2

(
〈a20〉+ 2

∞∑
n=1

〈a2n + b2n〉

)
=

1

β

1

m

∞∑
n=−∞

1

ω2 + ω2
n

=
~

2mω
coth

(
~ω

2kBT

)
where the last equality can be derived using analytical-continuation techniques which
we will treat later.

The expectation value of the potential energy is therefore given by

Epot =
1

2
mω2〈x2〉 = ~ω

4
coth

(
~ω

2kBT

)
≈
{

1
2
kBT for kBT � ~ω
~ω/4 for kBT � ~ω

In the classical regime, kBT � ~ω, we recover the classical result 1
2
kBT , while for

T = 0 we obtain that half of the ground-state energy ~ω/2 is potential energy, the
other half therefore has to be the kinetic energy.

3.3.2 Infinities in path integrals

As a next step, we want to calculate 1
2
m〈ẋ2〉. This is simple because we have

calculated above already 〈x2〉 and the formulas are identical up to a factor ω2
n arising

from the time-derivatives,

1

2
m〈ẋ2〉 = 1

2
m

1

β2

∑
n

ω2
n〈xωnxω−n〉 =

1

2

1

β

∑
n

ω2
n

ω2 + ω2
n

=∞. (113)
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This is clearly a divergent sum as each term approaches 1 at large ωn. This has
several consequences: First, the quantity which we calculated cannot be the kinetic
energy. Second, the result tells us, that the paths which we sum over in the functional
integral cannot be smooth and differentiable, as otherwise the average 〈ẋ2〉
would be finite.

To compute the expectation value of the kinetic energy,
〈
p2

2m

〉
, we have to be more

careful. Thus, we go back to the definition of the path integral. Obviously, we have
to use the version where the integral over momenta has not been done,

〈
p2

2m

〉
=

∫
D(p, x) e−S p21

2m∫
D(p, x) e−S

Here, we use the proper discretized definition of the path integral. The integral over
p1 has the form (with ε = β

N
)∫

dp1
2π~

p21
2m

e−ε
p21
2m

+ip1(x1−x0)

Shifting the integration variable, p1 → p1 +
im(x1−x0)

ε
, the integral takes the form∫

dp1
2π~

(
p1 +

im
ε
(x1 − x0)

)2
2m

e
−ε p21

2m
−ε

(
x1−x0

ε

)2

(114)

When multiplying out
(
p1 +

im
ε
(x1 − x0)

)2, we obtain three terms. The mixed term
linear in p1 vanishes after integration. The p21 gives∫

dp1
2π~

p21
2m
e−ε

p21
2m∫

dp1
2π~ e

−ε
p21
2m

=
1

2ε
, ε =

β

N

This contribution is clearly divergent for N → ∞, but we have not yet taken into
account the term proportional to

(
im
ε
(x1 − x0)

)2
= −(mẋ)2.

Adding both terms, we find〈
p2

2m

〉
=

1

2ε
− 1

2
m〈ẋ2〉 = 1

2

(
N

β
− 1

β

∑
n

ω2
n

ω2 + ω2
n

)

=
1

2

(
1

β

∑
n

(
1− ω2

n

ω2 + ω2
n

))

=
1

2

(
1

β

∑
n

ω2

ω2 + ω2
n

)
=

〈
1

2
mω2x2

〉
We obtain that the expectation value of kinetic and potential energy of the harmonic
oscillator are equal and, importantly, both are finite. The total energy is therefore
given by

〈H〉 = 2× 1

2
mω2〈x2〉 = ~ω

2
coth

(
~ω

2kBT

)
≈
{

kBT for kBT � ~ω
~ω/2 for kBT � ~ω
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and we obtain for T → 0 the groundstate energy and for high temperatures the
correct classical result.

The main lesson, which we learned from this exercise – worth to remember – is
that at least sometimes it is necessary to use the discrete definition of the
path integral to obtain the correct result. Furthermore, when summing up over
all paths, one cannot expect that the paths are all smooth as 〈ẋ2〉 =∞.
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4 Functional Integrals

4.1 Functional Integrals and Second Quantization

4.1.1 Coherent states: Bosons

Motivation: Our next step is to generalize the concept of a path integral from
single-particle physics to second quantization and thus many-particle physics. In
the derivation of the path-integral, a central step was the introduction of suitably
chosen identity operator. In the case of single-particle quantum mechanics, we used
eigenstates of the position and of the momentum operators, |~x〉 and |~p〉.

Our goal has to find states |~α〉 which make it easy to evaluate 〈~α′|H|~α〉, provided that
H is written in the language of second-quantization. This motivates us, to search
for eigenstates of the annihilation operators, ai or a~k, also called coherent
state.

For a single bosonic mode the coherent state is defined by

a|α〉 = α|α〉.

Note that a is not a hermitian operator. Therefore, eigenvalues will in general not
be real and eigenvectors will not be orthogonal, as we will show below.

To find the coherent state, we expand |α〉 in particle-number eigenstates

|α〉 =
∑
n

cn(a
†)n|0〉

To compute a|α〉, we move the annihilation operator to the right (normal ordering)
using repeatedly the commutation relations [a, a†] = 1.

a(a†)n = (a†)n−1 + a†a(a†)n−1 = · · · = n(a†)n−1 + (a†)na

Thus, we find

a|α〉 =
∑
n

cn
(
n(a†)n−1 + (a†)na

)
|0〉 =

∑
n

cnn(a
†)n−1|0〉

By demanding a|α〉 = α|α〉, we obtain the condition

cn+1(n+ 1) = αcn =⇒ cn = αn
C0

n!

Therefore, we obtain the so-called bosonic coherent state

|α〉 = eαa
†|0〉

By construction, the coherent state is an eigenstate of the annihiliation operator,
a|α〉 = α|α〉. In contrast, applying a† is equivalent to taking the derivative with
respect to α,

a†|α〉 = a†eαa
†|0〉 = ∂

∂α
eαa

†|0〉 = ∂

∂α
|α〉.
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As a next step, we have to compute the overlap to two coherent states. Using
(a†)n|0〉 =

√
n!|n〉, we obtain

〈α′|α〉 =
∑
n,n′

〈n′|(α
′∗)n

′

n′!

√
n′!

(α)n

n!

√
n!|n〉 =

∑
n

(α′∗α)n

n!
= eα

′∗α.

Thus, coherent states are not orthonormal to each other.

Our next major goal will be to find a formula for the identity operator 1 =
∑

n |n〉〈n|.
To find this operator, we start from

|α〉〈α| =
∑
n1,n2

(α∗)n1

√
n1!

αn2

√
n2!
|n2〉〈n1|.

Next, we use the integral identity∫
dα∗dα

2πi
e−α

∗α(α∗)n1αn2 = δn1,n2n1!

We will discuss such complex integrals (and how they are computed) in detail later.
For the moment, we just note that one can treat α and α∗ as independent variables.
Furthermore, when needed one can always write α = α1 + iα2 with α1, α2 ∈ R and
integrate over the two real variables α1 and α2 instead using∫

dα∗dα

2πi
f(α∗, α) =

↑
α=α1+iα2
α∗=α1−iα2

∫
dα1dα2

π
f(α1 − iα2, α1 + iα2).

where we used that the Jacobi determinant for the variable transformation from α∗

and α to α1 and α2 is given by
∣∣∣∣1 −i1 i

∣∣∣∣ = 2i. Combining these formulas, we find

∫
dα∗dα

2πi
e−α

∗α|α〉〈α| =
∑
n1,n2

1√
n1!

1√
n2!

δn1,n2(n1!)|n2〉〈n1| =
∑
n1

|n1〉〈n1| = 1.

This formula was our goal: we have found a way to write the identity operator in
terms of eigenstates of the annihilation operator!

In a final step, we have to generalize the formulas from one bosonic mode with
annihilation operator a to many bosonic modes with annihilation operators ai. As
the ai commute with each other, we can simply define

|~α〉 = e
∑

i αia
†
i |0〉 ⇒ ai|~α〉 = αi|~α〉

With these bosonic coherent states, the identity operator is written as

1 =

∫ ∏
j

dα∗
jdαj

2πi
e−

∑
j α

∗
jαj |~α〉〈~α|.
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We will see later that this formula will be the key to derive the analog of a path
integral for bosonic systems!

Furthermore, one can compute the trace of an arbitary operator A using Tr(A) =
Tr(A1) =

∑
~n〈~n|A1|~n〉 to obtain

Tr(A) =

∫ ∏
j

dα∗
jdαj

2πi
e−

∑
j α

∗
jαj〈~α|A|~α〉.

Outlook: We will mainly use in the lecture coherent states as a ‘trick’ to obtain the
analog of the path integral for a many-particle system. Nevertheless, coherent states
have also many important physical applications. For example, the light of a laser is
very well described by a coherent state. Similarly, a coherent state can also be used
as an approximate wavefunction for weakly interacting Bose-Einstein condensate of
bosons.

4.1.2 Coherent states: Fermions

After the successful construction of eigenstates of the bosonic annihiliation opera-
tor, we want to use the same construction for fermions. We would like to define
eigenstates of fermionic annhilation operators

ci|~η〉 = ηi|~η〉

Here, we face a major problem. Fermions anticommute, cicj = −cjci. Using this
operator identity we find

cicj|~η〉 = ηiηj|~η〉 = −ηjηi|~η〉.

This equation proves that fermionic annihilation operators cannot have complex-
valued eigenfunctions.

At this point, one might be tempted to just give up. Instead, we take a more
courageous step: we define a new type of ‘numbers’, which are different from real or
complex numbers because they anticommute. They have the following properties

ηiηj = −ηjηi,
ηiα = αηi if α ∈ C or α = bosonic operator
ηic

† = −c†ηi if c† fermionic

These objects are called Graßmann variables or Graßmann numbers.

Formally one can study the associative Graßmann algebra of polynomials with com-
plex prefactors cn, cn,m, cn,m,p, · · · ∈ C of the type

c0 +
n∑
i=1

ciηi +
n∑

i,j=1

cijηiηj + · · ·
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n anticommuting Graßmann variables can be written as suitably chosen anticom-
muting 2n× 2n matrices, but we will not use such a representation. Instead, we will
treat them just as a very special type of anticommuting numbers.

From the defining property ηiηj = −ηjηi, it follows directly, that ηiηi = η2i = 0. This
property will become important, when we define functions of Graßmann variables.
Functions of Graßmann variables are defined by their Taylor expansion

f(η) = f(0) + ηf ′(0).

The Taylor expansion stops after the first term, because η2 = 0. A function of two
Graßmann variables therefore always takes the form

f(η1, η2) = c00 + c10η1 + c01η2 + c11η1η2,

where the c are the corresponding Taylor expansion coefficients. For k variables the
corresponding formula reads

f(η1, · · · , ηk) =
k∑

n=0

(
k∑

i1,i2,··· ,in=1

∂nf

∂ηi1∂ηi2 · · · ∂ηin

∣∣∣∣
η=0

ηinηin−1 · · · ηi1

)
.

We can now also define in a purely formal way a derivative operator using

∂ηi(ηj) = δi,j,

∂ηi∂ηj = −∂ηj∂ηi ,
∂ηi(ηj·) = −ηj∂ηi(·), i 6= j

Using these rules, one finds, for example, that ∂ηi(ηjηi) = −ηj. For our purpose, it
will be more important to define an integral over Graßmann numbers.

How can we define an integral over an object which is not even a number? What
could be a useful and reasonable definition of an integral? We require that the value
of an integral should be a complex number. Consider, for example, the integral∫
dηi1. We want that (i) the value of the integral is a number, and (ii) that the

object is anticommuting, because dηi should be an anticommuting object. This
leaves only one option: the integral can only be zero, because zero is the only
anticommuting number, 0α = −α0 = 0. Next, consider

∫
dηiηi. This is the product

of two anticommuting objects dηi (whatever that is) and ηi. We take now the
freedom to define the value of this integral to be 1. We will have to show later,
that this is a useful definition. But for the moment, we define integration over
Graßmann numbers by

∫
dηi = 0∫
dηi ηi = 1
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Let us practice this definition by computing a few integrals.∫
dη f(η) =

∫
dη (f(0) + f ′(0)η) = f ′(0)

This was suprisingly easy. We were able to compute the integral over an arbitary
function f by using that the Taylor expansion stops after the first term (as η2 = 0).
Using that dηi are anticommuting objects, dη1η2 = −η2dη1, we can also compute
more complex integrals∫

dη1dη2 (c00 + c10η1 + c01η2 + c11η1η2) = −c11.

We will come back to integrations soon, but first we define the fermionic coher-
ent state

|η〉 = e−
∑

i ηic
†
i |0〉

where ηi are Graßmann numbers.

Let us check, whether these are, indeed, eigenstates of the fermionic annihilation
operator. Consider the case of a single fermionic mode and let us first compute

ce−ηc
†|0〉 = c(1− ηc†)|0〉 = −cηc†|0〉 = ηcc†|0〉 = η|0〉

This, we should compare to

ηe−ηc
†|0〉 = η(1− ηc†)|0〉 = η|0〉

As the two equations give the same result, we have shown that

c|η〉 = η|η〉

Repeating this exercise for many fermionic modes, we can show that

ci|η〉 = ηi|η〉

Let us also define a corresponding ‘bra’ states

〈η| = 〈0|e−
∑

i ciη̄i = 〈0|e
∑

i η̄ici

Here, we will interpret η̄i and ηi as completely independent Graßmann numbers.
The bar in η̄i does not have the meaning of complex conjugation here

Here are a few useful properties.

[ηic
†
i , ηjc

†
j] = 0 =⇒ |η〉 =

∏
i

(1− ηic†i )|0〉.
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Multiplication with c†i can be written as a derivative operator

c†i |η〉 = −
∂

∂ηi
|η〉.

The overlap of two coherent states is given by

〈η′|η〉 = e
∑

i η̄
′
iηi

This can be shown using

〈η′|η〉 = 〈0|
∏
i,j

(1 + η̄′ici)(1− ηjc
†
j)|0〉 =

∏
i

(1 + η̄′iηi) = e
∑

i η̄
′
iηi ,

where we used the anticommutation relations and 〈0|c†i = ci|0〉 = 0

We will also need a formula for the identity operator. It looks identical to the
bosonic case

1 =

∫ ∏
α

dη̄αdηα e
−

∑
i η̄iηi |η〉〈η|

Let us check this formula for a single fermionic mode∫
dη̄dη (1− η̄η)(1− ηc†)|0〉〈0|(1 + η̄c) =

∫
dη̄dη

(
(−η̄η)|0〉〈0| − η(−η̄)c†|0〉〈0|c

)
= |0〉〈0|+ |1〉〈1|

Let us also compute the overlap of a Fock state |ψi〉 with a fermionic coherent state

|ψi〉 = |i1, i2, · · · , ik〉 ≡ c†i1c
†
i2
· · · c†ik |0〉

=⇒ 〈i1, i2, · · · , ik|η〉 = 〈0|cik · · · ci1|η〉 = ηik · · · ηi2ηi1

Our next goal, is to compute the trace of an operator, which we will need, e.g., to
be able to obtain the partition sum. The trace is defined by a sum over all Fock
states and we use our identity operator to rewrite it in terms of fermionic coherent
states

TrA =
∑
i

〈ψi|A|ψi〉 =
∑
i

〈ψi|
∫ ∏

j

dη̄jdηj, e
−

∑
k η̄kηk |η〉〈η|A|ψi〉

=
∑
i

∫ ∏
j

dη̄jdηj, e
−

∑
k η̄kηk〈−η|A|ψi〉〈ψi|η〉

Here, we assumed that A is a bosonic operator, containing an even number of
fermionic creation and annihilation operators. When going from the first to the
second line, we had to exchange 〈ψi|η〉 and 〈η|A|ψi〉. This produced a minus sign
for each ηi, which we encoded in 〈−η|A|ψi〉.

75



Finally, using
∑

i |ψi〉〈ψi| = 1 we obtain the formula for the trace of an operator

TrA =

∫ ∏
j

dη̄jdηj, e
−

∑
k η̄kηk〈−η|A|η〉.

Again, this formula looks very similar to the fermionic case. A major difference is,
however, the minus sign in 〈−η|A|ψi〉 which will have far-reaching physical conse-
quences as we will see later.

4.1.3 Functional integrals for Z

We are now ready to derive the formula for functional integrals, the generalization
of path integrals to quantum field theories.

We start by first normal-ordering our Hamiltonian by putting all creation operators
a† to the left, and all a to right. The normal-ordered H takes, for example, the
following form

H̃(a†, a) = H− µN =
∑
i,j

tija
†
iaj − µ

∑
i

a†iai +
∑
i,j,k,l

Vijkla
†
ia

†
jakal (115)

where we have already added a chemical potential for later convenience.

In the following, we want to derive formulas which are valid both for fermions and
for bosons. Therefore we need a few definitions:

ξ =

{
−1 for fermions
1 for bosons , (116)

ψ = (ψ1, ψ2, · · · ) =
{

Graßmann valued for fermions
Complex valued for bosons , (117)

d(ψ̄, ψ) =

{ ∏
i dψ̄idψi for fermions |ψ〉 coherent state∏

j
dψ̄jdψj

2πi
=
∏

i
d<(ψ)d=(ψ)

π
for bosons (ψ̄ = ψ∗)

, (118)

Now, we are ready to derive the function integral for the partition sum (using ∆τ =
β
N

) by using a Trotter decomposition where we insert the identity operators of the
previous two sections

Z = Tr
(
e−βH̃(a†,a)

)
=

∫
d(ψ̄0, ψ0) e

−
∑

i ψ̄0i
ψ0i 〈ξψ0|e−βH̃/N1e−βH̃/N1 · · · 1e−βH̃/N |ψ0〉

=

∫ N−1∏
k=0

d(ψ̄k, ψk) e
−

∑
i ψ̄ki

ψki 〈ξψ0|e−∆τH̃|ψN−1〉〈ψN−1|e−∆τH̃ · · · |ψ1〉〈ψ1|e−∆τH̃|ψ0〉

Note the factor ξ in 〈ξψ0| which takes into account the extra minus sign which we
found when deriving the trace formula for fermions.

For small ∆τ , we can now easily evaluate the relevant overlaps using e−∆τH̃(a†,a) ≈
1−∆τH̃(a†, a) + O((∆τ)2. We then put the annihilation operators to the left and
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creation operators to the right using that |ψm〉 are eigenstates of the annihilation
operator. Thus we obtain

〈ψm+1|e−∆τH̃(a†,a)|ψm〉 = e
∑

i ψ̄m+1i
ψmi−∆τH̃(ψ̄m+1,ψm) +O(∆τ 2) (119)

where the first term arises from the overlap 〈ψm+1|ψm〉.

Combining the formulas, we obtain our central result, the functional integral in
imaginary time it its discretized version

Z = lim
N→∞

∫
ψ̄N=ξψ̄0
ψN=ξψ0

D(ψ̄, ψ) e−S[ψ̄,ψ]

S = ∆τ
N−1∑
n=0

(∑
i

(
ψ̄n,i − ψ̄n+1,i

∆τ

)
ψn,i + H̃(ψ̄n+1, ψn)

)

D(ψ̄, ψ) =
N−1∏
n=0

d(ψ̄n, ψn)

The formula is valid both for bosons and fermions but there are important dif-
ferences. First, one integrates over complex fields in the bosonic case and over
Graßmann fields for fermions. Furthermore, there is the harmless-looking but deci-
sive difference in the boundary condition, ψN = ξψ0 with ξ = −1 for fermions and
ξ = 1 for bosons.

As in the case of the path integral, the continuum limit is ill-defined but is, never-
theless, frequently used to write results in a more compact way. In this case, sums
become integrals and we can write

Z =

∫
ψ(β)=ξψ(0)

D(ψ̄, ψ) e−S[ψ̄,ψ]

S =

∫ β

0

dτ

∑
i

ψ̄i(τ)∂τψi(τ)︸ ︷︷ ︸
“Berry phase”

+H̃(ψ̄, ψ)


=

∫ β

0

dτ
∑
i,j

ψ̄i ((∂τ − µ)δij + tij)ψj +
∑
i,j,k,l

Vijklψ̄i(τ)ψ̄j(τ)ψk(0)ψl(0)

4.2 Gaussian integrals and Wick’s theorem

Motivation: In the absence of interaction, the action is quadratic in the field. Thus,
we will have to perform a variant of a Gaussian integral. A major goal in this lecture
will be how to do perturbation theory in the interaction strength. How this goes is
ruled by the math of Gaussian integrals, which we will study in this section.
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We begin with the well-known Gaussian integral over a single real variable∫
dx e−

ax2

2 =

√
2π

a
, for Re(a) > 0,

where the last condition is needed for convergence.

Next, we want to do integrals over complex numbers, z = x + iy. Instead of inte-
grating over x and y, one can also integrate over z = x + iy and z̄ = x − iy using
the Jacobian

det

(
∂z̄
∂x

∂z̄
∂y

∂z
∂x

∂z
∂y

)
= 2i

and therefore
dz̄dz

2i
= dxdy (120)

Therefore, the Gaussian integral over a single complex number is given by

∫
dz̄dz

2πi
e−az̄z =

∫
dxdy

π
e−a(x

2+y2) =
1

a
, for Re(a) > 0, (121)

The corresponding Graßmann integral is computed from the Taylor expansion∫
dη̄dη e−aη̄η =

∫
dη̄dη (1− aη̄η) = a

Here, the integral is always converging, independent of the sign of a.

Next, we will need the matrix version. To ensure convergence, let us assume that
the n × n matrix A has the property that Re(A) = 1

2
(A + A†) is positive definite

(i.e., all eigenvalues are positive and not zero). Then convergence is guaranteed in
the integral below. Here, we also add linear terms, using the trick ‘completing the
square’

∫ ∏
i

dz∗i dzi
2πi

e−z
†Az+w†z+z†w̃ =

∣∣∣∣∣ z → z + A−1w̃

z† → z† + w†A−1

∣∣∣∣∣
=

∫ ∏
i

dz∗i dzi
2πi

e−z
†Az+w†A−1w̃

= det(A)−1ew
†A−1w̃ (122)

One can most easily show that the integral 1/det(A) if A is diagonalizable: in this
case one first diagonalizes A, then the integral splits into product of integrals over a
single complex variable, Eq. (121), and the determinant is the product of eigenvalues.
The formula is, however, also valid if A cannot be diagonalized.

The corresponding formula for Graßmann variables is very similar. The only differ-
ence is that here convergence is not an issue, A can be an arbitrary complex matrix
with an inverse. In this case, we obtain
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∫ ∏
i

dη̄idηi e
−η̄TAη+v̄Tη+η̄Tv = det(A)ev̄

TA−1v (123)

where v̄, v are independent vectors of Graßmann variables.

Let us sketch briefly how one can prove that. Consider first the case v̄, v = 0. We
then have to Taylor-expand the integral up to order n (if A is an n × n matrix).
Checking the rules of integrations for Graßmann variables in Sec. 4.1.2, we realize
that the only integral which is finite and can contribute is of the form∫ ∏

i

dη̄idηi
∏
j

ηj η̄j = 1.

What is the prefactor of the integral? Each column and each row of A has to show
up once, A1p1A2p2 · · ·Anpn and the prefactor (−1)p is obtained from ordering of the
Graßmann variables. If one writes this out carefully, one obtains the definition of
the determinant,

∑
(−1)pA1p1A2p2 · · ·Anpn = det(A), if p counts the number of

permutations. Finally, to show that one can use the same ‘completing the square’
trick as in the complex case, one has to show that shifting variables does not change
the value of the integral. For a single variable, we can easily check that∫

dη f(η + η′) =
↑

(η+η′)2=0

f ′(0) =

∫
dη f(η).

In the following chapter, we will need an important identity for Gaussian integrals
, called Wick‘s theorem. Our goal will be to calculate expectation values relative
to a Gaussian weight of the form

〈· · ·〉0 =
∫
· · · e−η̄Aη∫
e−η̄Aη

Here the basic trick is to use Eq. (122) and Eq. (123), taking derivatives with respect
to the fields w and v. In the fermionic case, for example, we take derivatives of eη̄v+v̄η
with respect to v̄, v

〈η̄iηj〉0 =
〈
− ∂

∂vi

∂

∂v̄j
ev̄

Tη+η̄Tv

〉∣∣∣∣
v=0

= − ∂

∂vi

∂

∂v̄j
ev̄

TA−1v

∣∣∣∣
v=0

= −(A−1)ji = −〈ηj η̄i〉

(124)

The same trick also works for higher orders

〈η1η2η̄3η̄4〉 =
∂

∂v1

∂

∂v2

∂

∂v̄3

∂

∂v̄4
ev̄

TA−1v

∣∣∣∣
v=0

(125)

Thus, we have shown that calculating expectation values in Gaussian integrals is as
easy as taking derivatives ofev̄TA−1v. The resulting rules for computing expectation
values are called Wick’s theorem. We will not derive it here (all the relevant math
can be found above) but simply state the rules. It turns out that the formulas are
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the same for real, complex, or Graßmann Gaussian integrals if we set ξ = −1 in the
Graßmann case, while setting ξ = 1 for real or complex Gaussian integrals. The
Wick theorem is written as a sum over permutations and takes the form

〈ψj1ψj2 · · ·ψjnψ̄in · · · ψ̄i1〉0 =
∑
p∈Sn

ξ|p|A−1
j1ip1

A−1
j2ip2
· · ·A−1

jnipn
(126)

where (−1)p = −1 if an odd number of permutations have been performed. Wick’s
theorem is an identity only valid for Gaussian integrals (over complex or Graßmann
variables). Only for Gaussian integrals, it is possible to express higher-order correla-
tion functions in terms of correlation functions of the type 〈ψiψ̄j〉0 = A−1

i,j , encoding
the width of the Gaussian.

For Graßmann fields, one finds, for example,

〈ψ1ψ2ψ̄3ψ̄4〉 = A−1
14 A

−1
23 − A−1

13 A
−1
24

while the corresponding formula for bosnic fields is obtained using only + signs.

〈ψ1ψ2ψ̄3ψ̄4〉 = A−1
14 A

−1
23 + A−1

13 A
−1
24

A useful notation to remember and evaluate the terms proceeds in the following
way. One first finds all possibilities to pair Ψi with Ψ̄j and denotes the pairing by
a line. Then, ‘disentagle’ the pairs as in the example below. In case of Graßmann
variables, add a minus sign whenever exchanging two Graßmann fields. This is best
shown in an example

〈ψ1ψ2ψ̄3ψ̄4〉 = ψ1ψ2ψ̄3ψ̄4

+

+ ψ1ψ2ψ̄3ψ̄4

−

= ψ1ψ̄4ψ2ψ̄3− ψ1ψ̄3ψ2ψ̄4 = A−1
14 A

−1
23 −A−1

13 A
−1
24

Here we denoted by + and − whether the term will receive an overall minus sign (in
the fermionic case) after ‘disentangling’ everything. For bosonic fields, the result is
the same but all prefactors are positive.

Here is an example with six Graßmann fields

〈ψ1ψ2ψ3ψ̄4ψ̄5ψ̄6〉 = ψ1ψ2ψ3ψ̄4ψ̄5ψ̄6

+

+ ψ1ψ2ψ3ψ̄4ψ̄5ψ̄6

−

+ ψ1ψ2ψ3ψ̄4ψ̄5ψ̄6

−

+ ψ1ψ2ψ3ψ̄4ψ̄5ψ̄6

+

+ ψ1ψ2ψ3ψ̄4ψ̄5ψ̄6

+

+ ψ1ψ2ψ3ψ̄4ψ̄5ψ̄6

−

= A−1
16 A

−1
25 A

−1
34 − A−1

16 A
−1
24 A

−1
35 − A−1

15 A
−1
26 A

−1
34

+ A−1
15 A

−1
24 A

−1
36 + A−1

14 A
−1
26 A

−1
35 − A−1

14 A
−1
25 A

−1
36
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4.3 Green’s functions

4.3.1 Definitions

Motivation: The quantity which is most easily calculated in a functional integral
are Green’s functions (or Green functions). Green’s functions usually show up in
the theory of linear differential equation, where they describe the response to a
δ function. Here, we introduce them in a different variant, as expectation values
of products of creation and annihiliation operators. In this section, we first focus
on a special variant of the Green’s function: the time-ordered Green’s function in
imaginary time. This turns out to be the object which can be most easily calculated
in the functional integral. Only in later chapters we will realize how we can connect
this imaginary-time quantity to measurable objects (retarded Green’s functions,
introduced later).

We start by considering time-dependent operators in the Heisenberg picture, O(t) =
eiHt/~Oe−iHt/~. We want to bring the operators in a special order, called time
ordering. Time-ordering just describes that we put the operator at late times
to the right and at earlier times to the right. Here, we introduce a time-ordering
operator T defined by

T [O1(t1)O2(t2) · · ·On(tn)] = ξpOp1(tp1)Op2(tp2) · · ·Opn(tpn)

with tp1 > tp2 > · · · > tpn , ξ =

{
−1 Fermions
1 Bosons

The factor ξp is −1 if we need to exchange an odd number of fermionic operators
to reach the desired ordering. Note that T [O1(t1)O2(t2)] 6= O1(t1)O2(t2) for t1 < t2
as operators at different times typically do not commute. . What do we do if two
operators are evaluated on the same time? In this case, we use normal-odering, i.e.,
we put creation operators left and annhilation operators to the right.

A very useful application of the time-ordering formalism is that it allows to write
the time-evolution operator U for a time-dependent Hamiltonian H = H(t) in a
compact form. The time-evolution operator, defined by |Ψ(t)〉 = Ut|Ψ(0)〉 obeys the
Schrödinger equation

i~
d

dt
Ut = H(t)Ut

For a static, time-independent Hamiltonian, this is solved by Ut = e−iHt/~ but this
does not work for a time-dependent Ht (why?). The problem is solved (at least
formally) by writing instead

Ut = T e−i
∫ t
0 dt

′ H(t′).

Consider, e.g., the second term in the Taylor expansion of exp of d
dt
Ut, where one
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has to compute

T
[
d

dt

∫ t

0

dt1H(t1)
∫ t

0

dt2H(t2)
]
= T

[
H(t)

∫ t

0

dt2H(t2) +
∫ t

0

dt1H(t1)H(t)
]

= 2H(t)

∫ t

0

dt2H(t2)

Only because of the time-ordering operator H(t) is moved to the left of the expres-
sion. This leads to

∂tUt = − i
~
H(t)︸︷︷︸U(t)

largest t on left side!

and thus Ut solves the Schrödinger equation.

We want to apply these concepts also in imaginary time. As a first step, we have
to define Heisenberg operators in imaginary time. For creation and annihilation
operators, they take the form

a†α(τ) = eτ(H−µN ) a†α e
−τ(H−µN )

aα(τ) = eτ(H−µN ) aα e
−τ(H−µN )

Note that with these definitions, (aα(τ))† = a†α(−τ) 6= a†α(τ).

We define next the time-ordered Green’s function in imaginary time

G(α1τ1, α2τ2) = Gα1,α2(τ1 − τ2) = −〈T aα1(τ1)a
†
α2
(τ2)〉

=

{
−ξ〈a†α2

(τ2)aα1(τ1)〉 τ2 ≥ τ1

−〈aα1(τ1)a
†
α2
(τ2)〉 τ2 < τ1

where 〈· · ·〉 = 1
Z Tr

(
· · · e−β((H−µN )

)
denotes expectation values in a thermal state.

We are using grand-canonical ensembles with a chemical potential µ. In the following
formulas, however, we will absorb the chemical potential term in H using H−µN →
H to make the formulas a bit shorter and more easy to read.

Above, we claimed that time-ordered Green’s function can easily be computed with
functional integrals. To see why, simply insert all of our definitions. We obtain

τ2 ≥ τ1 : −ξ〈a†α2
(τ2)aα1(τ1)〉 = −

ξ

Z
Tr
(
e−(β−τ2)H a†α2

e−(τ2−τ1)H aα1 e
−τ1H

)
τ2 < τ1 : −〈aα1(τ1)a

†
α2
(τ2)〉 = −

1

Z
Tr
(
e−(β−τ1)H aα1 e

−(τ1−τ2)H a†α2
e−τ2H

)
We observe that the time-evolution operator in each case is simply split into three
pieces. In the first line, e.g., from 0 to τ1 from τ1 to τ2 and, finally, from τ2 to β.

We can now follow our standard program: we split the time evolution from 0 to
β into N pieces (Trotter), ∆τ = β

N
, and introduce N identity operators 1, which

are coherent states. The only difference compared to the functional integral for Z
are the extra operators aα1 and a†α2

which are easily evaluated with the help of the
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coherent states

aα1 |ψn1〉︸ ︷︷ ︸ =
coherent state

ψn1,α1|ψn1〉, 〈ψn2+1|︸ ︷︷ ︸ a†α2
=

coherent state

〈ψn2+1|ψn2+1,α2

where n1 = N τ1
β

and n2 = N τ2
β

are the time steps corresponding to the time τ1 and
τ2, respectively. Note that the time-index of the destruction operator is shifted by
1 as we use the coherent state to the left of the operator. Thus, the corresponding
field is evaluated an infinitesimal time step ε = β/N later.

Thus, we find both in the bosonic and fermionic case that the imaginary-time time-
ordered Green function (both for τ1 > τ2 and τ2 ≥ τ1) is given by

G(α1τ1, α2τ2) = Gα1,α2(τ1 − τ2) = −
∫

D(ψ̄, ψ)ψα1(τ1)ψ̄α2(τ2 + ε)e−S[ψ̄,ψ]∫
D(ψ̄, ψ) e−S[ψ̄,ψ]

This holds in general, time-ordered correlation functions of operators can
directly be written as correlation functions of the corresponding fields in
functional integrals.

Let us evaluate the Green function for a time difference of β

Gα1,α2(β) = −〈aα1(β)a
†
α2
(0)〉 = − 1

Z
Tr
(
e−(β−β)H aα1e

−βHa†α2

)
= − 1

Z
Tr
(
e−βHa†α2

aα1

)
= ξGα1,α2(0)

This boundary condition is directly related to the boundary conditions of fields in
the functional integral and we will show later that it has profound consequences

The Green’s function Gα1,α2(τ) is
{

periodic
antiperiodic in β for bosons

fermions

4.3.2 Free particle

As a next step, we evaluate the partition sum and the Green’s function for non-
interacting particles where the Hamiltonian and the action are given by

H =
∑
α

(εα − µ)a†αaα

S =
∑
α

∫ β

0

dτ ψ̄α(τ)(∂t + (εα − µ))ψα(τ)

=
↑

discrete
definition

∑
α

(
ψ̄α0 ψ̄α1 · · · ψ̄αN−1

)
S(α)


ψ̄α0
ψ̄α1

...
ψ̄αN−1


(127)
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with

S(α) =




1 −ξa ← distinguishes bosons/fermions
−a 1

−a 1 a = 1− β
N
(εα − µ)

. . .
−a 1

Here, we used the discreet definition of the functional integral, which is the safest
way to obtain the correct the result for the partition sum and the Green’s function.

According to Eq. (122) and Eq. (123), the Gaussian functional integral is obtained
from the determinant of S(α), which can easily be evaluated

det(S(α)) =
↑

1st
row

1+(−1)N−1(−ξa)(−a)N−1 = 1−ξ
(
1− β

N
(εα − γ)

)N
=
↑

N→∞

1−ξe−β(εα−µ)

Therefore, the partition sum is obtained as

Z0 =


∏
α

1

det(S(α))
=
∏
α

1

1− e−β(εα−µ)
bosons∏

α

det(S(α)) =
∏
α

1 + e−β(εα−µ) fermions

which is the result well known from statistical physics.

To compute the Green’s function, we need the inverse of S(α). Due to the simple
structure of S(α), it can also be evaluated analytically

S(α)−1

=
1

1− ξaN



1 ξaN−1 ξaN−2 · · · · · · ξa
a 1 ξaN−1 ξa2

a2 a 1 ξa3

a3 a2 a 1
...

... . . . ...
aN − 1 · · · · · · · · · · · · ξaN−1


We can rewrite this in the limit N →∞

for i ≤ j :
(
S(α)−1

)
ij
=

ai−j

1− ξaN

=
↑

i=
τi
∆τ

=N
β
τi

(
1− β

N
(εα − µ)

)N
β
(τi−τj)

1− ξ
(
1− β

N
(εα − µ)

)N −→N→∞

e−εα(τi−τj)

1− ξe−β(εα−µ)

similarly i < j :
(
S(α)−1

)
ij
−→ ξe−εα(β−(τi−τj))

1− ξe−β(εα−µ)

Thus we obtain for the Green’s function

Gα1,α2(τ1 − τ2) = 〈T aα1(τ1)a
†
α2
(τ2)〉 = lim

N→∞
−δαα′

(
S(α)−1

)
ij
= δαα′ gα(τ1 − τ2)
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with

Bosons: gα(τ) = −e(εα−µ)τ [Θ(τ − ε) (1 + nB(εα − µ)) + Θ(−τ + ε)nB(εα − µ)]

nB(ω) =
1

eβω − 1
Bose function, ε = β

N
→ 0,Θ(τ) =

{
0 τ < 0
1 τ > 0

Fermions: gα(τ) = −e(εα−µ)τ [Θ(τ − ε) (1− nF (εα − µ))−Θ(−τ + ε)nF (εα − µ)]

nF (ω) =
1

eβω + 1
Fermi function

Let us check what happens when we set τ to zero.

gα(0) = −ξ〈a†αaα〉 =
{
−nB(εα − µ)
nF (εα − µ)

Thus, we recover that Fermi and Bose functions describe the occupation of particles.
Note that were only able to obtain this result by doing all computations carefully
at finite N , taking the limit N → ∞ only at the end. Luckily, we will have to do
this somewhat painful exercise only once and the calculations also get easier when
working in Fourier space, which we want to consider next.

4.3.3 Matsubara frequencies

A frequently used standard trick to simplify all types of problems it to do a Fourier
transformation. While we argued above, that the only safe way to do a calculation
is to use the discreet definition of the functional integral, we will now try to work
directly in the continuum limit (but we will have to readjust the resulting formula
slightly in the end).

S0 =
∑
α

∫ β

0

dτ ψ̄α(τ)(∂t + (εα − µ))ψα(τ)

with ψα(0) = ξψα(β)

We use standard Fourier transformations

ψ̄α(τ) =
1√
β

∑
n

ψ̄α,ne
iωnτ ψ̄α,n =

1√
β

∫ β

0

dτ ψ̄α(τ)e
−iωnτ

ψα(τ) =
1√
β

∑
n

ψα,ne
−iωnτ ψα,n =

1√
β

∫ β

0

dτ ψα(τ)e
iωnτ

Here, it is important to recall that the fermionic /bosonic fields have antiperiodic/pe-
riodic boundary conditions, respectively. Therefore, we have to adjust the so-called
Matsubara frequencies accordingly

ωn =

{
2π
β
n bosons

2π
β

(
n+ 1

2

)
fermions

, n ∈ Z
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Using
∫ β
0
ei(ωn−ωm)τ = β δωn,ωm , we obtain for the action

S0 =
∑
α

∑
ωn

ψ̄α,n(−iωn + (εα − µ))ψα,n

which is diagonal in Matsubara indices n.

Also interactions can be expressed in Matsubara modes

Sint =

∫ β

0

dτ Vαβ,γρψ̄α(τ)ψ̄β(τ)ψγ(τ)ψρ(τ)

=
1

β

∑
n1,n2,n3,n4

Vαβ,γρψ̄α,n1ψ̄β,n2ψγ,n3ψρ,n4 δn1+n2,n3+n4

where the Kronecker delta describes that the sum of frequencies of destruction op-
erators matches that of creation operators, a formula which we will identify later
with energy conservation.

The functional integral is then obtained by summing over all Fourier modes

Z =

∫
D(ψ̄n, ψn) e

−(S0+Sint)

We can also express Green’s functions in terms of Fourier modes.

Gαα′(τ) = −〈ψα(τ)ψ̄α′(ε)〉 = 1

β

∑
ωn

e−iωnτ Gαα′(iωn) e
iωnε

Gαα′(iωn) =

∫ β

0

dτ eiωnτ Gαα′(τ) = −〈ψα,nψ̄α,n〉

When deriving the equation above, we used that 〈ψα,nψ̄α′,m〉 = 0 for n 6= m. This
is equivalent to the observation that our imaginary-time Green’s function depends
only on the time difference, Gαα′(τ1, τ2) = Gαα′(τ1−τ2). Note the – very important –
factor ε in the first equation. This is what we need to recover the correct expressions
obtained from the discreet definition of the functional integral. ε can be identified
with β/N and we have to take the limit ε→ 0 at the end of the calculation.

Let us consider, how ε shows up when computing a Fourier transformation.∫ β

0

dτ eiωnτGαα′(τ) = −
∫ β

0

dτ eiωnτ 〈ψα(τ)ψ̄α′(ε)〉

−
∫ β

0

dτ eiωnτ
1

β

∑
n1,n2

eiωn1τeiωn2ε 〈ψα,n1ψ̄α′,n2〉︸ ︷︷ ︸
=0 for n1 6=n2

= −〈ψα,nψ̄α′,n〉eiωnε

Here, taking the limit ε→ 0 has no consequence. This is different when computing,
e.g., Gαα′(τ = 0), which we will consider in the next section.

Finally, we compute the Green’s function for Matsubara frequencies in the absence
of interaction. As the action is diagonal

e−S0 = e−
∑

α,n ψ̄α,n(−iωn+(εα−µ))ψα,n
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we can read off the result without the need of any matrix inversion and obtain

G0α(iωn) =
1

iωn − (εα − µ)
.

4.4 Summations and examples

Motivation: One of the main goals of the next section of the lecture will be to
develop efficient techniques to compute observables using perturbation theory. For
this, we will use Feynman diagrams, which are a convenient way to visualize formu-
las.

=
∑
ωn1

∑
ωn2

· · ·

Importantly, when evaluating these formulas, we will almost always have to perform
summations over Matsubara frequencies. In this section, we will learn the necessary
mathematical technique.

Our goal is to calculate a sum of the type

1

β

∑
ωn

f(iωn) with ωn =
2π

β

{
n bosons

n+ 1
2

fermions

Here, our plan is to use the magic of complex analysis, or, more precisely, the residue
theorem. Here, we need functions which have single poles at Matsubara frequencies.
Perhaps surpisingly, the Bose- and Fermi functions have precisely this property.

Let us start with the Bose function

nB(z) =
1

eβz − 1

which we now consider as a function of a complex variable z. This function has
poles for z = iωn = 2πi

β
n. To see that, let us Taylor-expand nB(z) around iωn

nB(iωn + z) =
1

ei2πneβz − 1
≈ 1

βz
for z → 0

A similar statement holds for the Fermi function

nF (z) =
1

eβz + 1

when we consider fermionic Matsubara frequencies iωn = 2πi
β

(
n+ 1

2

)
,

nF (iωn + z) =
1

ei2π
(
n+ 1

2

)
eβz + 1

=
1

1− eβz
≈ − 1

βz
for z → 0.
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Figure 7: Pole structure of the Bose (red) and Fermi (blue) functions and contour
Γ used for the integral in Eq. (128).

We can now use the residuum theory by integrating along a contour enclosing all
poles of the Bose- or Fermi function, see Fig.7. Provided that f(z) is an analytic
function with no poles within the contour, we find

1

β

∑
ωn

f(iωn) = ξ

∮
Γ

dz

2πi
nB/F (z)f(z) (128)

where the factor ξ = ±1 arises as the Fermi function (where ξ = −1) has poles of
the type −1/(βz) while the Bose function (ξ = 1) has poles 1/(βz).

Having replaced the sum by an integral may not sound like a big advantage, but now
we can use the power of complex analysis (Cauchy’s integral theorem) to deform the
contour in a convenient way.

Therefore, we will follow the following recipe. (i) Write all sums as contour in-
tegrals, (ii) analyze poles and possible branch-cuts of f(z), (iii) deform the
contour “conveniently”, using, for example, that points at infinity may not con-
tribute to the integral, if n(z)f(z) < 1

zα
for α > 1.

Let us calculate, for example, the expectation value of 〈a†αaα〉 for the Hamiltonian
H =

∑
α(εα − µ)a†αaα, where the Green’s function is given by 1/(iωn − (εα − µ)).

The equal-time expectation value is written as a sum over all Matsubara frequencies,
which we rewrite as a contour integral.

〈a†αaα〉 = 〈ψ̄α(ε)ψα(0)〉 = −ξ
1

β

∑
n

eiωnεGα(iωn)

= −ξ 1
β

∑
n

eiωnε
1

iωn − (εα − µ)
= −

∮
Γ

dz

2πi
nB/F (z)

1

z − (εα − µ)
ezε

Note the factor ezε. In this example, the function f(z) = ezε

z−(εα−µ) has a simple pole
at z = (εα − µ), see Fig. 8. As the next step, we deform the contour of Fig. 7 to
that of Fig. 8.

Next, we have to find out, whether there is a contribution from the circle located at
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Figure 8: Contour integral for a function with a simple pole.

|z| =∞ in the complex plane. Here, we use that

eεz

eβz ∓ 1
∼
{
e−βRez for Re z →∞
∓eεRez for Re z → −∞ → 0 for |Rez| → ∞.

In combination with the 1/z factor from the Green’s function, this ensures that the
circle at infinity does not contribute. Note the importance of the eεz term to reach
that conclusion.

Thus, we conclude that the only contribution to the integral comes from the pole at
εα − µ and we obtain the well-known result

〈a†αaα〉 = −
∮
Γ

dz

2πi
nB/F (z)

1

z − (εα − µ)
ezε = nB/F (εα − µ).

The Bose and Fermi function describe the occupation of states. Apparently there
is a surprising link of the analytical properties of the Bose- and Fermi functions in
the complex plane to their physical significance.

Above, we were considering functions with a single pole. A much more common
situation are branch cuts. As we will see later, they naturally arise in interacting
systems. Here, we consider the free energy of a non-interacting system. In this case,
we have shown above that

e−βF = Z = C
∏
α

(iωn − (εα − µ))−ξ

where C is some (uninteresting) normalization constant.

Thus the free energy can be written as a sum over Matsubara frequencies, which we
again rewrite as a contour integral.

F = const + ξ
1

β

∑
ωn,α

ln (iωn − (εα − µ)) eiωnε

= const +
∑
α

∮
Γ

dz

2πi
nB/F (z) ln (z − (εα − µ)) ezε
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Figure 9: Branch cut of the logarithm (green) and the chosen contour for the inte-
gration.

Here, we have to consider the analytical structure of ln z. ln z is defined by the
equation eln z = z but there is some ambiguity as one can always add i2π to the
exponent (and therefore to the logarithm). One can, however, not avoid that ln z is
a discontinuous function somewhere. For convenience we define this branch cut to
be on the negative real axis. For z = −|r|+ iε, we use

ln(−r ± iε) = ln |r| ± iπ

consistent with eln |r|±iπ = −|r|. Thus, the imaginary part of ln z jumps from iπ to
−iπ upon crossing the branch cut in Fig. 9.

Next, we deform the initial contour of integration, the black line in Fig. 9, to the
blue line in Fig. 9, using as before that contributions at infinity vanish as eεz

eβz∓1
→ 0.

The two blue contours are at ω +±iε and contribute with opposite sign due to the
different orientation of the two contours. For ε→ 0, the only contribution can arise
from the discontinuity of ln z<

F = C +
∑
α

∫ ∞

−∞

dω

2πi
nB/F (ω)︸ ︷︷ ︸ (ln(ω + iε− (εα − µ))

use nB/F (ω±ε)=nB/F (ω)

up to pole of nB(ω)

− ln(ω − iε− (εα − µ)))

= C +
∑
α

∫ ∞

−∞

dω

π
nB/F (ω) Im(ln(ω + i0− (εα − µ)))︸ ︷︷ ︸

πΘ((εα−µ)−ω)

= C +
∑
α

∫ (εα−µ)

−∞
dω nB/F (ω)

=

∣∣∣∣nB/F (ω) = ± 1

β

∂

∂ω
ln(1∓ e−βω)

∣∣∣∣ = C ′ ± T
∑
α

ln(1∓ e−β(εα−µ))

where the upper sign is for bosons and the lower sign for fermions. One can check
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that this recovers the well-known result from statistical physics

Z = e−βF =

{ ∏
α

∑∞
n=0 e

−β(εα−µ)n for bosons∏
α

(
1 + e−β(εα−µ)

)
for fermions .

These examples show how one can use insights from complex analysis to compute
the necessary sums over bosonic or fermionic Matsubara sums.
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5 Diagramatic Perturbation Theory
Motivation: For practically all quantum field theories, an exact computation of
physical quantities is impossible and one has to rely on approximation methods.
In the following sections, we will learn about the most important approximation
method: diagrammatic perturbation theory. Here ‘diagrammatic’ refers to an idea
introduced by Feynman: instead of writing formulas, we draw diagrams (‘Feynman
diagrams’) to represent those formulas. The backbone of diagrammatic perturbation
theory is a simple Taylor expansions in the strength of interaction but we will learn
tricks to simplify the latter.

5.1 Perturbation theory for Green’s functions

As a first step, we split our action into a part quadratic in the fields, S0, and the
rest, which we call interactions, Sint.

S = S0 + λSint, S0 quadratic in fields, S0 =
∑
ij

ψ̄i
(
g0
)−1

ij
ψj

Our primiary goal in this section is to compute the Green’s function in perturbation
theory.

G = −〈ψiψ̄j〉 = −
∫

D(ψ̄, ψ) e−(S0+Sint)ψiψ̄j∫
D(ψ̄, ψ) e−(S0+Sint)

(129)

Thus, we will first do a Taylor expansion in λ (or, equivalently, in Sint) and we want
to use Wick’s theorem to evaluate terms like

∫
eS0ψiψ̄j(Sint)

n.

Here, we face the practical problem that a lots and lots of terms are generated
but it turns out that many of them either cancel with each other or give identical
contributions. I turns out that it is extremely useful to replace the formulas which
we obtain by “diagrams”, schematic picture, which represent formulas. We will
compute once how often each diagram contributes to obtain their combinatorial
prefactors.

Before we do this in full generality, let us do a simple example. We start with the
non-interacting problem S0

S0 =
∑
i,j

ψ̄i
(
g0
)−1

ij
ψj =⇒ −〈ψiψ̄j〉0 =

∫
D(ψ̄, ψ) (−ψiψ̄j)e−S0∫

D(ψ̄, ψ) e−S0
=
(
g0
)
ij

The application, we have in mind is that S0 describes, e.g., Fermions with single
band with dispersion ε~k, which are interacting with Coulomb interactions

S0 =
∑

n,σ=↑/↓
~k∈1B.Z

ψ̄n,~k,σ
(
−(iωn − ε~k)

)
ψn,~k,σ

Sint =
1

2

∫
d3x d3x′ V (~x− ~x′)

∫ β

0

dτ
∑
σ,σ′

ψ̄σ(~x, τ)ψ̄
′
σ(~x

′, τ)ψ′
σ(~x

′, τ)ψσ(~x, τ)

=
T

2

1

V
∑
~k,~k′,~q

V~q ψ̄~k+~q,σψ̄~k′−~q,σ′ψ~k′,σ′ψ~k,σ, where, V~q =
∫
dr V (~r)ei~q·~r
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To obtain some intuition, we first consider 1st order perturbation theory, linear in
Sint.

G = −〈ψ2ψ̄1〉 = −
∫

D(ψ̄, ψ) e−(S0+Sint)ψ2ψ̄1∫
D(ψ̄, ψ) e−(S0+Sint)

≈ −〈ψ2ψ̄1〉0 +
〈
ψ2ψ̄1

∫∫ β

0

d1′d2′ ψ̄1′ψ̄2′ψ2′ψ1′
V (2′ − 1′)

2

〉
0

− 〈ψ2ψ̄1〉0
〈∫∫ β

0

d1′d2′ ψ̄1′ψ̄2′ψ2′ψ1′
V (2′ − 1′)

2

〉
0

+O(V 2)

Here, we used a short-hand notation, where
∫
d1′ =

∫
dτ ′1d~x

′
1 is an integral over

both time and space, and ψ1′ = ψ(τ ′1, ~x
′
1) while V (2′ − 1′) = V (~x′2 − ~x′1).

Next, we will apply Wick’s theorem, Eq- (126))

〈ψj1ψj2 · · ·ψjnψ̄in · · · ψ̄i1〉0 =
∑
p∈Sn

ξ|p|A−1
j1ip1

A−1
j2ip2
· · ·A−1

jnipn

for S0 = ψ̄Aψ. For our example, this gives rise to 3!+2!+1! = 9 terms. To write these
terms, we use a graphical representation, based on Feynman diagrams (defined
more precisely later). We denote

−〈ψ2ψ̄1〉 = 2 1
−V (1− 2) = 1 2

Using this notation and Wick’s theorem, we find (up to signs which we will analyze
more carefully later) that

g2,1 = 2 1 +

2 1

1′

2′

+

2 1

2′

1′

+

1′

2′

2 1

+ 1′

2′

2 1

+

2′

1′

2
1

+
1′2′

1
2

− 2 1

 1′

2′
+

2′

1′


(130)
These are our first examples of Feynman diagrams. We observe two things: (i) a
lot of terms cancel, e.g., term 2 and 3 cancels with the last two terms. (ii) some of
the diagrams which have topologically the same shape corresponds (possibly after
renaming the integration variables 1′ and 2′ to the exactly the same term. For
example, the following three terms are identical

= =

Our next goal is to identify the general principle behind these two observations.
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First, we analyze under what conditions diagrams cancel. Here, one obtains the
following important theorem

Linked cluster theorem:
All “disconnected diagrams” cancel in perturbation theory when
correlation functions (or free energy) is calculated

Here, ‘connected’ and ‘disconnected’ refers to the Feynman diagrams. Are they fully
connected (term 1,4,5,6,7 in Eq. (130)) or not (terms 2,3,8,9)?

Proof: We consider the expectation value 〈X(ψ)〉, and write 〈· · ·〉conn for fully con-
nected diagrams. Using the Taylor expansion in Sint, we obtain

〈X(ψ)〉 =

〈
X(ψ)

∑ (−1)n

n!
(Sint)

n
〉
0〈∑ (−1)n

n!
(Sint)n

〉
0

=

∑
n,k

(−1)n

n!

(
n
k

)
〈X(ψ)(Sint)

k〉conn
0 〈(Sint)

n−k〉

〈· · ·〉

=

∑
k≤n

(−1)k

k!
〈X(ψ)(Sint)

k〉conn
0

(−1)n−k

(n−k)! 〈(Sint)
n−k〉

〈· · ·〉

=
1

〈· · ·〉
∑
k

(−1)k

k!
〈X(ψ)(Sint)

k〉conn
0

∞∑
k′=0

(−1)k′

k′!
〈(Sint)

k′〉︸ ︷︷ ︸
〈e−Sint 〉0

=
∑
k

(−1)k

k!
〈X(ψ)(Sint)

k〉conn
0

This shows, that the disconnected terms in the numerator cancel exactly the terms
from the Taylor expansion of the denominator.

As a next step, we have to work out combinatorial prefactors. For this, we
consider the diagrams to order n, which contain n interaction lines and n integrals
over time.

↓
.

s
-

I
v

8
⑧

-
-

↳
↳

~

~
-

-
-

~

v
-

-
-

~

-
N

According to Wick’s theorem, we have to consider all possible ways to connect the
ingoing and outgoing lines of the diagram. After we have found a valid connected
diagram, we can just exchange the integration varibles and internal labels τ1, · · · , τn.
Doing so, produces n! diagrams with the same value. This factor n! cancels the
factor 1/n! from the Taylor expansion of e−Sint . Furthermore, we can exchange the
top and bottom of each diagram. This gives 2n equivalent diagrams. The factor 2n

is canceled by a factor
(
1
2

)n form Sint =
1
2

∫∫
· · · .
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We conclude that topologically distinct diagrams carry a prefactor ±1.

To obtain the correct sign, we observe that all fermionic lines either go from the
initial to the final point of the diagram or, alternatively, form closed loops. Let us
first look at what types of contractions form a closed look. We recall the structure
of our interaction

Sint =
1

2

∫
V (1− 2)ψ̄1ψ̄2ψ2ψ1 =

1

2

∫
V (1− 2)ψ̄1ψ1ψ̄2ψ2,

where at each vertex (i.e., where an interaction line begins) has an incoming and an
outgoing fermionic line. A closed loop has always the shape

i = f

and therefore arises from a contraction of the type

ψ̄1ψ1ψ̄2ψ2ψ̄3ψ3 · · · · · · ψ̄nψn = (−1)ψnψ̄1ψ1ψ̄2 · · ·ψn−1ψ̄n

Therefore each closed loop contributes a minus sign.

In contrast, consider a line which starts at the creation operator ψ†
i and ends at ψf

correspinding to the diagram

if

Here the contractions have a different structure

ψf ψ̄iψ̄1ψ1ψ̄2ψ2 · · · · · · ψ̄nψn = (−1)(−1)ψf ψ̄1ψ1ψ̄2 · · ·ψn−1ψ̄nψnψ̄i

and do not carry a minus sign. We are now ready to collect all of our results in
a set of rules, the so-called Feynman rules, for drawing Feynman diagrams and for
translating the diagrams into formulas.
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Feynman rules for correlation functions

The setting

Feynman rules are used to compute correlation functions and other physical
quantities in perturbation theory in the strength of interactions. We use
the following setting: S = S0 + Sint where the action is either written in
position/time or momentum/frequency space. αi are band indices.

S0 =
∑
σ

∫ β

0
dτ

∫
ddx Ψ̄σ(x, τ)(∂τ +

∇2

2m
+ µ+ V (x))Ψσ(x, τ)

=
∑
σ,σ′

∫ β

0
dτdτ ′

∫
ddxddx′ Ψ̄σ(x, τ)

(
−g−1

0 (x, τ ;x′, τ ′)
)
Ψσ′(x′, τ ′)

=
∑

k∈1.BZ,σ,α,ωn

Ψ̄k,α,σ,ωn(−(iωn − (ϵαk − µ)))Ψk,α,σ,ωn

=
∑

k∈1.BZ,σ,α,ωn

Ψ̄k,α,σ,ωn

(
−(g0)−1

k,α,σ(iωn)
)
Ψk,α,σ,ωn

Sint =
1

2

∑
σσ′

∫
ddx ddx′ V (x− x′)Ψ̄σ(x)Ψ̄σ′(x′)Ψσ′(x′)Ψσ(x)

=
1

2

T

V

∑
k,k′,q,ωn,ωn′ ,Ωm,σσ′,αi

V α4α3
α1α2

(q)

×Ψ̄k+q,α4,σ,ωn+ΩmΨ̄k′−q,α3,σ′,ωn′−Ωm
Ψk′,α2,σ′,ωn′Ψk,α1,σ,ωn

Above, we diagonalized the non-interacting problem in momentum space,
which is only possible if the potential is periodic, V (x) = V (x + Rn) and
thus g−1

0 (x+Rn, τ ;x
′ +Rn, τ

′).
The following Feynman rules have been derived using (i) a Taylor expansion
in Sint, (ii) Wick’s theorem which allows to express Gaussian integrals in
terms of Green functions, (iii) the linked cluster theorem to eliminate dis-
connected diagrams, (iv) an evaluation of combinatorial prefactors of topo-
logically equivalent diagrams & an analysis of sign occuring when reordering
Grassmann variables.
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The rules

For perturbation theory to order n, i.e., proportional to V n follow the fol-
lowing recipe:

1) consider all connected, topologically inequivalent diagrams with n inter-
action lines and directed propagators . Propa-
gators begin/end at interaction lines and/or the creation/annihiliation
operators of the time-ordered imaginary time correlation functions
which is calculated. Spin is conserved at each vertex.

2a) position/time space:
Associate to each vertex a point in space-time. Replace
by g0(2, 1) = g0(x2τ2, x1τ1) = −⟨Ψ2Ψ̄1⟩ and each by
−V (2, 1) = −V (x2 − x1)δ(τ2 − τ1) (note: sign due to e−Sint !)

2b) momentum/frequency space:
Associate with each line the momentum k and a Matsubara frequency
ωn (fermionic for fermionic lines) and further quantum numbers (spin,
band index, ...), such that at each vertex the momenta and frequencies
sum to zero (momentum and energy conservation). Use arrows in the
interaction lines to denote the direction of momentum flow. Replace

k,  α nω  ,σ
= gkασ(iωn) = 1

iωn−(ϵαk−µ) and

q nΩ
α α

α
α

1

2
4

3

= −V α4α3
α1α2

(q)

where α1, α2 and α3, α4 are band indices of incoming and outgoing
lines, respectively. For fermions ωn = 2π

β (n+ 1
2) are fermionic Matsub-

ara frequencies. Note that differences and sums of fermionic Matsub-
ara frequencies are bosonic Matsubara frequencies (e.g. Ωm in Sint).

3) Multiply for each Fermi loop (closed fermionic line without external
vertices) by (−1).

4) Integrate/sum over all internal variables

position/time space:
∫ β
0 dτ

∫
ddx

momentum/frequency space: 1
β

∑
ωn

∫
ddk
(2π)d

spin sums: extra faktor 2 per Fermi-loop

For bosons (e.g. atoms with even number of electrons+protons+neutrons)
the same rules apply: replace fermionic by bosonic Matsubara frequency
and there is no factor (−1) for bosonic loops (for phonons and photons most
often a different definition of the free Green’s function is used).
The diagrammatic rules for the free energy F can for example be obtained
from a coupling constant integration(see lecture). Similar rules apply for
other situations. Note that for non-standard actions it is often useful to find
your own Feynman rules.
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As our first example, let us expand the Green’s function up to second order in
perturbation theory. We obtain two diagrams in linear order, n = 1, and ten
topologically different diagrams in second order, n = 2.

G = = + +

︸ ︷︷ ︸
n=1

+

+ + + + +

+ + + +

where the double line stands for our approximation of the full Green’s function which
contains the interaction corrections. We can compare that to a blind application of
Wick’s theorem, which would have given 153 terms instead. In the next section, we
will discover that one actually has to compute only 4 terms of the 12 terms.

For now, we want to practice to translate the diagrams into formulas. We start with
one example in position space

2′1′
21 =

∫
d~x′1dτ

′
1d~x

′
2dτ

′
2 g0(~x

′
1τ

′
1, ~x1τ1) (−V (~x′1 − ~x′2))

g0(~x
′
2τ

′
2, ~x

′
1τ

′
1)g0(~x2τ2, ~x

′
2τ

′
2)

Here is an other example in momentum space, where the application of the Feynman
rules gives

~k′, ω′
n, σ

~k − ~k′

~q + ~k − ~k′,Ωn + ωn − ω′
n, σ

′

~q,Ωn, σ
′

~k − ~k′

~k, ωn, σ ~k, ωn, σ =

∫
d3q

(2π)3
d3k′

(2π)3
1

β

∑
Ωn

1

β

∑
ω′
n

(
g0~k(iωn)

)2
g0~k′(iω

′
n)(

−V (~k − ~k′)
)2
g0~q (iΩn)g

0
~q+~k−~k′(iΩn + iωn − iω′

n)(−1)
↑

Fermi
loop

(2)
↑

Spin
sum

Note the extra minus sign and the extra factor 2 because the diagram contained a
loop.
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Above, we have given Feynman rules for the case of electron-electron interactions.
But one can formulate and derive Feynman rules for all types of other problems
which have the structure S = S0 +Sint provided that S0 is quadratic in the relevant
fields. Below, we sketch a few examples.

• The scattering from a fixed potential is described by

∆S =

∫ β

0

dτd3x
∑
σ

U(~x)ψ̄σ(~x)ψσ(~x)

=
∑
ωn

∑
σ

∫
d3k

(2π)3
U~q ψ

†
~k+~q,σ

(iωn)ψ
†
~k,σ

(iωn)

Diagrammatically, this can, e.g., be drawn as

~k ~k + ~q

V~q

. In a macroscopic

sample with disorder, a considerable simplification can be reached by averag-
ing either over the position of the defects or a Gaussian-distributed random
potential, which leads to another set of diagrammatic rules (not discussed
here).

• When electron-phonon interactions or the interaction of electrons with light is
considered, one has to treat actions of the type (written in momentum space)

Sint =

∫ β

0

∑
~k,~q

g~k,~qΨ̄~k+~q(τ)Ψ~k(τ)(a~q(τ) + ā−~q(τ)) dτ.

where ā~q is the complex field representing the bosonic creation operator of a
phonon or photon. The function g~k,~q parametrizes the strength and functional
form of the electron-phonon or electron-photon coupling. In this case, vertices

describing the emission and absorption of the bosons have the form or

, respectively, where the dashed line represents the Green’s function of

the boson and the vertex (=the point connecting the lines) gets the weight g~k,~q
depending on the momenta of the incoming fermionic line and the outgoing
(or ingoing) bosonic line. Typical diagrams then have, for example, the form

or .

• Similarly, one can derive Feynman diagrams for field theories with either com-
plex or real fields (where the two cases have different combinatorial prefactors).
If an action is, for example, given by

S =

∫
J (∇φ)2 + α

3
φ3 +

β

4
φ4,

a typical diagram may be draws as
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where the lines correspond to the propagator of the Φ field, 1
Jk2

, while triangle
and square are proportional to the coupling constants α and β, 4 ≡ α,� ≡ β.

We end this section with a note on how to calculate the free energy F = − 1

β
ln(Z).

Here, apparently only closed loops contribute

+ + + + + · · ·

but the weight of each diagram is not 1 anymore, as we now have to do the Taylor
expansion of the logarithm.

To derive the correct prefactors of each diagram, one can use the following trick.
We start from

e−βF (λ) =

∫
e−(S0+λSint),

where we have added a factor λ in front of Sint. Our goal is to determine F (λ = 1).
For this, we consider

∂F

∂λ
=

∂

∂λ

(
− 1

β
ln(Z)

)
=

1

β

1

Z

∫
Sinte

−(S0+λSint) =
1

β
〈Sint〉

=⇒ F (λ = 1) = F0 +

∫ 1

0

dλ
1

β
〈Sint〉

Now, we can use our previously derived Feynmal rules to calculate 〈Sint〉. A term
of order λn in perturbation theory for Sint, which contains n + 1 interaction lines,

then simply gets the prefactor
∫ 1

0

dλλn =
1

n+ 1
.

5.2 Self energy and Hartree-Fock approximation

Motivation: We have derived the Feynman rules for perturbation theory based on
a Taylor expansion in the interactions, Sint. We will discuss below why this brute-
force Taylor expansion is almost never a good idea. In most cases, we will have to
resum perturbation theory, effectively including an infinite number of diagrams. An
important example of this approach will be discussed in the following.
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Let us start by taking a closer look at the formulas derived in the previous section.
For example, consider one of the terms arising in linear-order perturbation theory.

= + + · · ·

=
1

iωn − (ε~k − µ)

+

(
1

iωn − (ε~k − µ)

)2

↑
double pole!
unphysical

(−2)
↑

loop+
spin sum

V (~q = 0)

∫
d3~k′

(2π)3

∑
ω′
n

1

iω′
n − (ε~k′ − µ)︸ ︷︷ ︸

V (0)·n

We find that this term in the perturbative expansion is characterized by a double
pole at iωn = ε~k−µ. This double pole is completely unphysical and things get worse
when higher order of perturbation theory are considered.

To understand what is going on here, let us look at a simpler example, the term

1

x− a
.

Here, a simply shifts the position of the pole from x = 0 to x = a. If we perform a
Taylor-expansion in a to finite order, something bad is happening

1

x− a
=

1

x
+

a

x2
+
a2

x3︸ ︷︷ ︸
Singular at x=0

+ · · · .

We obtain apparent singularities at x = 0 which get worse and worse when we
consider higher orders of perturbation theory. The exact expression, however, does
not have any singularity at x = 0.

We are facing precisely the same problem for our Green’s function. To solve the
problem, we need a technique to reorganize the terms in the perturbation theory in
a way which allows for the shift of poles. When we look at the perturbative expansion
of the Green’s function, we realize that there is a simple recurring pattern. We can
write

= + +

+ + · · ·
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where the symbol ≡ is defined by the diagrams

= + + + + +

+ + + · · ·

Let us make this idea more precise. We define an object called self-energy.

Definition: Self energy Σ~k(iωn) =

= Sum of all “one-particle irreducible diagrams”
= diagrams which do not decompose into 2 parts if one

fermionic line is cut

With this definition, we can write the exact Green’s function as

= + + + · · ·

= +

The second line is a elegant way to rewrite the infinite sum as a finite sum. The
reader is encourages to check that the first line can be recovered from the second
line by iteratively inserting the definition for the exact Green’s function again and
again. This is the famous Dyson equation which in formulas reads

G~k(iωn) = g0~k(iωn) + g0~k(iωn)Σ~k(iωn)G~k(iωn)

⇐⇒ G~k(iωn) =
[
1− g0~k(iωn)Σ~k(iωn)

]−1
g0~k(iωn)

where the second equation follows from the first one by solving for the exact Green’s
function G~k(iωn).

In a general multi-band system the Green’s function and the self-energy is a matrix
(in the band-index-space or in spin-space) and one has to perform a matrix inversion
to compute the Green’s function. However, if we consider only a single band (or a
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self-energy which is a diagonal matrix), we can write directly

G~k(iωn) =
1

g0~k(iωn)
−1 − Σ~k(iωn)

=
1

iωn − ε~k − Σ~k(iωn)

This is the version which we will use most often.

One can also use diagrams to write the same formula

=
1−

=
1

( )−1 −

Up to now, all formulas including were exact, provided that the exact self-energy
was used and provided that all sums properly converge. But the exact self-energy is
unknown. The basic idea is now, that instead of using perturbation theory to com-
pute G, we use instead perturbation theory to compute the self-energy Σ. Plugging
the approximate Σ into the Dyson equation the amounts to an infinite resummation
of perturbation theory. Importantly, we thereby avoid the divergencies discussed at
the beginning of this section and we are able to describe situations where interaction
correction shift the location of poles.

We will start, by computing the self-energy to linear order in perturbation theory,
n = 1.

Σ~k(iωn) =

~q = 0

~k′, iω′n

Hartree

+
~k′, iω′

n

~k − ~k′

Fock

=

∫
d3k′

(2π)3
1

β

∑
ω′
n

g~k(iωn)
(
−V (0)(−1)

↑
Fermi
loop

spin
↓
(2)− V (~k − ~k′)

)

=

∫
d3k′

(2π)3
nF (ε~k − µ)

(
2V (0)− V (~k − ~k′)

)

(131)

Here we used our previously derived result that 1
β

∑
ω′
n
g~k(iωn) = nF (ε~k − µ). The

two diagrams carry the names Hartree and Fock diagram. Both are independent of
frequency ωn which implies that we can interpret them as a change of the dispersion

ε~k → E~k = ε~k + Σ~k.

The Hartree term describes that a single particle sees an effective potential from all
the other particles, Veff(~r) =

∫
d3~r′ V (~r−~r′)n(~r′), where n(~r′) is the local density of

particles. In the simple example considered above (translationally invariant system
with a single band), n(~r′) = 2

∫
d3k′

(2π)3
nF (ε~k − µ) is a constant independent of space.

Therefore also the effective potential is a constant in this case, which can be absorbed
in a shift of a chemical potential. But in a more complicated setting (many bands
or no translational symmetry), the Hartree correction becomes important.

103



The Fock term encodes a quantum correction to the Hartree term, which takes the
Pauli principle into account. To see this (and as a consistency check), let us consider
fermions without spin (implying that we have to replace the factor 2 in the Hartree
term by 1) and purely local interactions V (~r) = Uδ(~r) (or V (~ri − ~rj) = gδi,j on a
lattice). According to the Pauli-principle, two spinless Fermions are never at the
same position. Therefore, a purely local interaction has exactly no effect. Indeed,
for local interaction the Fourier transformation of the interaction potential is just a
constant, V (~k) = V (0) = const . From this we obtain that V (0) − V (~k − ~k′) = 0.
Hartree and Fock terms cancel exactly and the self-energy is zero as required by
Pauli’s principle for this specific model.

When looking at the Hartree-Fock equations and their interpretation, we realize a
problem. The occupation of electrons is in Eq. (131) computed from nF (ε~k − µ),
where ε~k is the dispersion of the non-interacting system. We do have, however, a
better approximation for the dispersion in the interaction system, E~k = ε~k + ΣHF

~k
.

How can we improve our formulas, taking the ‘corrected’ dispersion into account?
This can be achieved by replacing the non-interacting ‘bare’ Green’s function in
the formula for the self-energy by the interaction-corrected ‘full’ Green’s function.
If we do that within the Hartree-Fock scheme, we arrive at the self consistent
Hartree-Fock approximation. Diagrammatically, this is written as

=
1

g0~k(iωn)
−1 − Σ~k(iωn)

,

Σ~k(iωn) = +

= + + + + + + · · ·

Using the full Green’s function to compute the self-energy is equivalent to the re-
summation of infinitely many diagrams as shown in the last line, which is obtained
by recursively using the definition of the full Green’s function.

In formulas, the self-consistency equation can be written as

Σ~k(iωn) = E~k − ε~k =
∫

d3k′

(2π)3
nF (E~k − µ)

(
2V (0)− V (~k − ~k′)

)
(132)

Here, E~k shows up twice on the left and right-hand side of the equation and it has
to be calculated self-consistently. In practice this means that one starts with a
guess of E~k, computes the right-hand side with this guess and then one updates the
value of E~k. This is repeated until convergence is reached.

The self-consistent Hartree Fock approximation is an effective single-particle ap-
proximation, which means that it just leads to a modified band-structure but is
not able to describe effects like the inelastic scattering of electrons (to be discussed
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later). Like most ‘simple’ approximations it can be derived in many different ways.
One useful way is to view it as an approximation of the interaction term. Here,
one replaces the exact Hamiltonian by the Hartree-Fock Hamiltonian HHF which is
quadratic in the creation and annihilation operators

H = H0 +
1

2

∑
σ,σ′

∫
dxdx′ V (x− x′)ψ†

σ(x)ψσ(x)ψ
†
σ′(x

′)ψσ′(x′)

≈ HHF = H0 +
∑
σ,σ′

∫
dxdx′ V (x− x′)ψ†

σ(x)ψσ(x)〈ψ
†
σ′(x

′)ψσ′(x′)〉HF︸ ︷︷ ︸
Hartree

−
∑
σ,σ′

∫
dxdx′ V (x− x′)ψ†

σ(x)ψ
′
σ(x

′)〈ψ†
σ′(x

′)ψσ(x)〉HF︸ ︷︷ ︸
Fock = exchange interaction

where 〈· · ·〉HF is calculated self-consistently using HHF. Thus, we can write

HHF = H0 +

∫
dxdx′ ψ†

σ(x)

(
+

)
ψσ′(x′)

One can show (we are not doing this here) that the ground state of HHF can also be
obtained by a variational approach where one uses ground-states of non-interacting
Hamiltonians (slater determinants) as an ansatz for the wave function

EHF = min
|ψ〉∈non-interacting ground states

〈ψ|H|ψ〉

In this sense, the Hartree-Fock approximation is the ‘best possible’ effective single-
particle approximation as it comes closest to the true groundstate minall |ψ〉〈ψ|H|ψ〉 ≤
EHF.

Outlook: While the Hartee-Fock equations are very simple to be solved in the single-
band model used above, they are numerically highly demanding for a continuum
system with 1/r Coulomb interactions and an external potential (like a solid, where
the external potential of electrons comes from the ions). This is mainly due to the
non-local nature of the Fock term, which makes the self-consistency equation to
converge only very slowly. Therefore, one uses in such cases often simpler effective
single-particle approximations, e.g., the local density approximation (LDA), which
may be covered in the solid-state theory course, but not in this lecture.

A remarkable feature of the self-consistent Hartree-Fock equation is that – due to
the infinite resummation of diagrams – it is able to describe spontaneous symmetry
breaking. For example, for sufficiently strong interactions a magnetic solution can
be obtained where g~k,↑(iωn) 6= g~k,↓(iωn). We will discuss this in more detail within
the QFT II lecture.

5.3 Retarded Green’s functions and Lehmann rep-
resetation

Motivation: Using Matsubara frequencies and imaginary times is useful for doing
calculations, but real experiments happen at real times with real frequencies. While
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we postpone a complete discussion on how to compute experimental observables to
a later chapter, we will find here a simple (but generally applicable) way to relate
the computed quantities to measurable ones. This will also be important to find a
physical interpretation of objects like the self-energy.

As a start, we go back to the definition of the time-ordered imaginary-time Green’s
function. Here, we pretend that we know the exact eigenstates |n〉 and eigenenergies
En of the fully interacting system, H̃|n〉 = En|n〉 with H̃ = H − µN . Using those,
we obtain

GAB(τ) = −〈T A(τ)B(0)〉 e.g. A = a~k, B = a†~k

=
↑

τ>0

− 1

Z
Tr
(
e−(β−τ)H̃A1e−τH̃B

)
= − 1

Z
∑
n,m

e−(β−τ)En〈n|A|m〉e−τEm〈m|B|n〉

Next, we perform a Fourier transformation using either fermionic or bosonic Mat-
subara frequencies. Here we use∫ β

0

dτ e(iωn−∆E)τ =
1

iωn −∆E
e(iωn−∆E)τ

∣∣∣∣β
0

=
1

iωn −∆E

(
ξe−∆Eβ − 1

),
where, as always, ξ = −1 in the fermionic case. Thus, we obtain the so-called
Lehmann representation of the correlation function

GAB(iωn) =
∫ β

0

dτ eiωnτGAB(τ)

=
1

Z
∑
n,m

1

iωn − (Em − En)
(
e−βEn − ξe−βEm

)
〈n|A|m〉〈m|B|n〉

Now, we have to compare this to an object which is experimentally measurable. We
will discuss in Sec. 6 the following problem. Consider a Hamiltonian of the form
H = H0 + λ(t)B with some operator B. In this case, we will show that in the limit
of small λ(t) the change of 〈A〉 is linear in λ

〈A(t)〉 − 〈A(t)〉λ=0 =

∫
GR
AB(t− t′)λ(t′)dt′.

Here, GR
AB(t) is the retarded Green’s function. They are defined – for real times

– for either bosonic or fermionic operators by

GRAB(t) = −
i

~
Θ(t)

{
〈[A(t), B(0)]〉 bosonic
〈{A(t), B(0)}〉 fermionic

,

with A(t) = eitH̃/~Ae−itH̃/~, H̃ = H− µN using the standard real-time Heisenberg
picture (whether or not to include −µN in the time-evolution operator is a question
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of definition here). We call the correlation function retarded because of the theta-
function θ(t), which guarantees that the operator A is evaluated always after the
operator B. Here, we call an operator fermionic (bosonic) if it includes an odd
(even) number of fermionic operators. Warning: Note that we often set ~ = 1 in
this script and thus factors of ~ are omitted in the following.

An example of a bosonic operator in an electronic system is the electric current
and we will see in Sec. 6 that the electric conductivity can be obtained from the
retarded correlation function. Similarly, a neutron-scattering experiment measures,
for example, retarded spin correlation functions.

Now, we use the same trick as above to write the retarded Green’s function in terms
of the exact many-body eigenstates of the Hamiltonian

GRAB(t) = −iΘ(t)
1

Z
Tr e−βH̃

(
eitH̃A1e−itH̃B − ξB1eitH̃Ae−itH̃

)
= −iΘ(t)

1

Z
∑
n,m

e−βEneit(En−Em)〈n|A|m〉〈m|B|n〉

−ξ
↑
n,m

renamed

e−βEmeit(En−Em)〈m|B|n〉〈n|A|m〉

= −iΘ(t)
1

Z
∑
n,m

eit(En−Em)〈n|A|m〉〈m|B|n〉
(
e−βEn − ξe−βEm

)
.

Next, we apply a Fourier transformation (using standard, real-valued frequencies)
and obtain the Lehmann representation of a retarded correlation function

GRAB(ω) =
∫ ∞

−∞
dt ei(ω+iε)tGRAB(t)

=
1

Z
∑
n,m

1

ω − (Em − En) + iε
〈n|A|m〉〈m|B|n〉

(
e−βEn − ξe−βEm

)
where, importantly, the factor iε is needed to obtain the correct θ(t) function on the
time axis. This can be seen most easily by considering∫ ∞

−∞

1

ω − E + iε
e−iωt

dω

2π
= −iθ(t)e−iEt

This is evaluated by contour integration. For t > 0 (t < 0) one can close the
contour on the lower (upper) half-plane, where e−izt ∝ e−i(iImz)t = e−Imz)t → 0 for
Im z → ∓∞. Then, one uses the residue theorem. As for ε > 0 the pole is in the
lower half plane at z = E0 − iε, only t > 0 contributes.

Comparing the two expressions for the retarded correlation function GRAB(ω) and the
time-ordered imaginary-time correlation function GAB(iωn), we see that the formulas
are identical upon replacing iωn −→ ω + iε.

lim
ε→0
ε>0

GAB(iωn −→ ω + iε) = GRAB(ω) (133)
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Thus, retarded Green’s function are obtained by a simple analytic continuation
iωn −→ ω + iε. This program works for both fermionic and bosonic correlation
functions.

A very useful concept is to define GAB(z), z ∈ C in the full complex plane by
replacing iωn → z. Then, we obtain a function which is analytic both in the upper
and lower complex plane where poles or a branch cut (if the Em are dense) on the
real axis only.

Above, we discussed general properties of correlation functions. Now, we will focus
on Green’s functions, choosing, for example, B = a†~k and A = a~k

g~k(τ) = −〈T a~k(τ)a
†
~k
(0)〉

The spectral function is defined as the imaginary part of the retarded correlation
function times a factor −2. In the case of fermions, the Lehmann representation is
given by

A~k(ω) = −2Im(GR~k (ω))

=
↑
2π

1

Z
Im

(
1

ω+i0

)
=−iπδ(ω)

∑
n,m

|〈m|a†~k|n〉|
2
(
e−βEm + e−βEn

)
δ(ω − (Em − En))

Outlook: We will show later that angular-resolved photoemission experiment
measure the product of Fermi function and spectral function, nF (ω)A~k(ω). Further-
more, one can use scanning tunneling microscopy to measure

∑
~k A~k(ω).

By definition, the spectral function is always positive, A~k(ω) ≥ 0 for all ~k, ω. Fur-
thermore, the integral over frequencies is normalized to 1∫ ∞

−∞

dω

2π
A~k(ω) = gR~k (t = 0+) = 〈{a~k, a

†
~k
}〉 = 1

Thus, we can interpret A~k(ω) as a probabity. It is roughly the probability that a
single-particle excitation with momentum ~k has the energy ω. This can be seen
most easily for T = 0 In this case e−βEn projects onto the ground-state |0〉 of the
interacting system with energy E0 < En. We obtain in this case

A~k(ω)|T=0 =


∑

n |〈n|a
†
~k
|0〉|2 2πδ(ω − (En − E0)) ω > 0 create particles∑

n |〈n|a~k|0〉|2 2πδ(ω + (En − E0)) ω < 0 create holes

Here for ω > 0, |〈n|a†~k|0〉|
2 is the probability that the state a†~k|0〉 is an eigenstate

with an energy ω = En − E0 above the ground-state.

In the absence of interactions, the (time-ordered imaginary-time) Green’s function
is 1

iωn−(ε~k−µ)
and thus the spectral function is simply given by

A~k(ω) = 2πδ(ω − (ε~k − µ))
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This describes that an excitations with momentum ~k has a fixed energy ε~k. Later,
we will explore how this changes when interactions are taken into account.

We close this section by discussing some useful properties of spectral functions in
the complex plane. As can be seen directly from the Lehmann representation, we
can use the spectral function to compute the Green’s function in the full complex
plane

g~k(z) =

∫ ∞

−∞

dω

2π

A~k(ω)

z − ω
(134)

where, as discussed above, the retarded Green’s function is given by gR~k (ω) = g~k(ω+

iε). Sometimes, it is also useful to define the ‘advanced’ Green’s function gA~k (ω) =
g~k(ω − iε).

The Green’s function is (as mentioned above) analytic both in the upper and lower
complex plane but has a branch cut on the real axis, as sketched in the figure.

i

S

·S

As A~k(ω) is real, we have

g~k(ω − iε) = g~k(ω + iε)∗

and thus the imaginary part of g~k(z) jumps when one crosses the branch cut,
Im gR~k (ω + iε) = −Im g~k(ω − iε) and g~k(ω + iε)− g~k(ω − iε) = −iA~k(ω).

A useful relation is

1

ω + iε
=

ω

ω2 + ε2
− i ε

ω2 + ε2
= PV

(
1

ω

)
− iπδ(ω)

where PV stands for ‘principle value’ and serves as a reminder that for the purpose of
integration one should replace 1/ω by ω

ω2+ε2
, taking the limit ε→ 0 after integration.

With this notation, one can compute the real part of the Green’s function from its
imaginary part and vice versa

Re gR~k (ω) =
∫

PV

dω′

π

Im gR~k (ω
′)

ω′ − ω

Im gR~k (ω) = −
∫

PV

dω′

π

Re gR~k (ω
′)

ω′ − ω

109



This is an example of a Kramers-Kronig relation, which also applies to other
retarded correlation functions like dielectric functions, magnetic susceptibilities, op-
tical conductivities discussed in Sec. 6. Such relations are frequently used, e.g., in
experiments to construct complex functions when only real- or imaginary parts have
been measured.

Outlook: In this section, we have seen that we can use analytic continuation iωn →
ω+iε to obtain experimentally measurable frequency-dependent quantities from our
imaginary-time formalism. In the chapter on linear-response theory, chapter 6, we
will develop a more general theory of this effect.

While it is simple to do the analytic continuation in analytic calculations, it is a
major problem is settings where G(iωn) is computed numerically. In this case, one
knows this function only for a finite number of frequencies ωn, often with a numerical
error. Even if the numerical error is small and the numbers of frequencies is large,
there is not a unique analytical continuation. One possible strategy of how to address
the problem is called ‘maximum entropy’ and is based on the idea that one searches
for the smoothest spectral function on the real axis which is consistent with the
numerically obtained result of the Green’s function at imaginary Matsubara, G(iωn).
The two quantities are related by Eq. (134).

5.4 Quasi particles

Motivation: In the previous section, we have shown that the spectral function A~k(ω)
gives the probability that a fermionic excitation with momentum ~k has the frequency
ω. Our next goal is to understand how interactions affect this quantity. We will start
with some general considerations on how the self-energy affects the spectral function
but ultimately we want to discuss one of the most powerful concepts in physics: the
concept of a quasi-particle, an effective excitation arising in an interacting system.

For a single-band model the Green’s function in the presence of interaction is given
by

GR~k (ω) =
1

ω + iε−
(
ε~k − µ+ ΣR

~k
(ω)
) with ΣR

~k
(ω) = Σ~k(ω + iε)

and therefore the spectral function is given by

A~k(ω) = −2ImGR~k (ω) = −2
ImΣR

~k
(ω)(

ω −
(
ε~k − µ+ ReΣR

~k
(ω)
))2

+
(

ImΣR
~k
(ω)
)2

An extra iε is not needed as the self-energy will generically have its own imaginary
part.
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Our goal is to find and discuss possible sharp peaks A~k(ω) in the spectral function
as function of ω. Such a peak indicates that an excitation with momentum ~k has a
more-or-less well defined energy at the position E~k of the peak. If a well-defined peak
exist, we call E~k the quasi-particle energy. To obtain a peak, the denominator
of the spectral function has to be small. This happens under two conditions, first
ImΣR

~k
(ω) has to be small (this will be discussed below) and the first term in the

denominator has to vanish.

E~k −
(
ε~k − µ+ ReΣ~k(E~k)

)
= 0 (135)

To get more information on the peak, we Taylor-expand the Green’s function around
ω ≈ E~k

GR~k (ω) ≈
1

α(ω − E~k) + iβ
=

Z~k
ω − E~k + iΓ~k

AR~k (ω) = −2ImGR~k (ω) ≈ Z~k
2Γ~k

(ω − E~k)2 + Γ2
~k

(136)

with the quasi-particle weight

Z~k =
1

α
=

(
1− ∂

∂ω
ReΣ~k(ω)

∣∣∣∣
ω=E~k

)−1

and the quasi-particle scattering rate

Γ~k = −Z~kImΣ~k(E~k)

The three quantities, E~k, Z~k,Γ~k, describe the quasi-particle peak in the spectral
function. E~k is the position of the peak, Γ~k is its width, and Z~k it its weight,
defined by taking the integral close to the peak only, Z~k ≈

∫
peak

dω
2π
A~k(ω). The height

of the peak is thereby 2Z~k/Γ~k. The scattering rate determines how fast the Green
function decays in time, G~k(t) ≈ Z~ke

−iE~k
te−Γ~k

t.

Below, we will show that Γ~k becomes very small at low temperatures and close to the
Fermi energy. Thus the peak becomes very sharp because there exist an excitation
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with a long lifetime. These excitations, the quasi particles, are best suited describe
the interacting many-particle systems. they are the relevant low-energy excitation
arising from the interplay of the band-structure and the interactions.

The quasi-particle velocity, ṽ~k =
∂E~k

∂~k
, is computed by taking the derivative of

Eq. (135).

∂E~k

∂~k
−

(
∂ε

∂~k
+

∂

∂~k
ReΣ~k(E~k) +

∂

∂ω
ReΣ~k(ω)

∣∣∣∣
ω=E~k

·
∂E~k

∂~k

)
= 0

which is solved to give

ṽ~k =
∂E~k

∂~k
= Z~k

(
∂ε

∂~k
+

∂

∂~k
ReΣ~k(E~k)

)
It is customary to discuss the velocity in terms of the effective mass m∗ of quasi
particles, obtained from the bare electron mass m and the ratio of the quasi-particle
velocity and the bare velocity ~v~k =

∂ε

∂~k

m∗ = m
|~v~k|
|ṽ~k|

= m
1

Z~k

|~v~k|
|~v~k +

∂

∂~k
ReΣ~k(E~k)|

where ~k is evaluated at the Fermi surface.

Outlook: The effective mass of quasi-particle can be vastly different from the effective
mass of bare electrons. The most extreme case are called heavy-fermion systems like,
for example, CeCu6, where the quasi-particle weight is tiny, Z~k ∼ 10−3, due to strong
interaction effects and thus m∗

m
∼ 1000 which implies that quasi particles are 1000×

slower and that quantities like the specific heat are 1000 fold enhanced (at low T )
compared to the specific heat of ordinary metals.

A useful way to think about the quasi-particle weight is to view it as measuring the
square of a quasi-particle wave function and the wave function of an electron in the
absence of interactions. Equivalently, one can expand the operators formally in the
following way,

a†~k,σ
↑

creates
electron

≈
√
Z~k c†~k,σ

↑
creates

quasi particle

+
∑

A
~k
~k1σ,~k2σ′,~k3σ′c

†
~k1σ
c†~k2σ′c~k3σ′

↑
quasi
hole

δ~k1+~k2−~k3−~k + · · ·

One way to measure the quasi-particle weight is to consider the occupation function
of electrons in a metal at T = 0

n~k = 〈a
†
~k
a~k〉 =

1

β

∑
ωn

g~k(iωn) = −
∮

dz

2πi
nF (z)g~k(z)

=

∫ ∞

−∞

dω

2π
nF (z)A~k(ω) =

↑
T=0

∫ 0

−∞

dω

2π
A~k(ω)

As we will show below, the quasi-particle scattering rate vanishes, Γ~k = 0, at the
Fermi momentum ~k = ~kF , where E~kF = 0. This implies that the spectral function
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obtains an infinitesimally sharp peak, A~k(ω) ≈ Z~k2πδ(ω − E~k) which changes from
negative to positive energies when the Fermi surface is crossed. This leads to a jump
in n~k with the amplitude Z~kF as shown in the figure.

iii. !
Z~k = jump of n~k at ~k = ~kF

Outlook: The theory of interacting quasi-particles goes under the name Fermi liq-
uid theory (or Landau’s Fermi liquid theory, after Lev Landau) but is not covered
in this course. Its starting point is to first ignore the scattering of quasi particles,
Γ~k ≈ 0. In this limit, the density of quasi-particle excitations at fixed momentum
~k is conserved, [HQP, ñ~k,σ] = 0 and one can write down an effective quasi-particle
Hamiltonian

HQP ≈
∑

~k,σ=↑,↓

E~kñ~k,σ +
∑
~k,~k′

σ,σ′

fσ,σ
′

~k,~k′
ñ~k,σñ~k′,σ′ + · · ·

where the first term is given by the quasi-particle energy identified above, while
the other terms encode interaction effects. Fermi liquid theory (which in its full
form also contains an equation describing the scattering of quasi particles) allows to
calculate exactly some of the low-temperature properties of metals based on a small
number of fitting parameters.

All of the discussion given above relies on the assumption that the scattering rate
of quasi particles is small. Therefore, we will now calculate this central quantity.
As the calculation is so important, we will do it twice: first, we will use a set of
qualitative arguments and then (in a more sketchy second part) show how this can
be seen by calculating the relevant Feynman diagrams.

For the qualitative argument, we consider an initial state at where a single quasi
particle with E1 > 0 (zero corresponds to the Fermi energy in our notations) starts
to interact with the quasi-particles with energies E < 0 forming the Fermi sea of
occupied states in the ground state at T = 0. Next, we consider a single scattering
process, see figure, where the quasi-particle loses energy, E1 → E ′

1 and another
particle gains energy, E2 → E ′

2.

I · Er
Ez
N

v
El
1

=8
I
FERN
SURFACE

E ′
1

E1 E2

E ′
2
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From our initial conditions, we obtain E2 < 0 and the Pauli principle enforces
that 0 < E ′

1 < E1and 0 < E ′
2. Combining this with energy conservation, E2 =

E ′
1 +E ′

2 −E1, we obtain 0 > E2 > E ′
1 −E1. Now, we count how many energies are

available for scattering ∫ E1

0

dE ′
1

∫ 0

−(E1−E′
1)

dE2 =
1

2
E2

1 .

The phase-space for scattering is reduced proportional to E2
1 , when E1 gets closer

to the Fermi energy 0. This strongly suggest that the scattering rate is proportional
to E2

1

Γ~k ∝

{
E2
~k

for T � E~k � εF

T 2 for E~k � T � εF
(137)

In the second line, we guessed the result for finite temperatures. T has the effect to
smear out the sharp Fermi surface, creating extra excitations with a typical energy
of E~k ∼ T (we use units where kB = ~ = 1). Thus, one can expect that one can
replace the relevant energies by T .

Two effects have not been taken into account above. First, while energy conservation
was essential for our argument, we ignored momentum conservation. In d > 1
momentum conservation is easily fulfilled and - as it turns out - does not lead to
any qualitative changes of the result. Furthermore, we only considered scattering of
two particles. What happens if n > 2 particles are involved? In this case, the phase
space is proportional to E2n−2

1 and thus one can neglect this effect for sufficiently
small E1 or temperatures. In conclusion, our qualitative argument strongly suggests
that the scattering rate becomes very small close to the Fermi surface and for low
T .

Next, we want to check this result using diagrams. We have to compute the imagi-
nary part of the self-energy

ImΣ~k(ω) = Im

 +

︸ ︷︷ ︸
no contribution

+ + +O(V 3)


As Hartree and Fock diagrams do not have any imaginary parts, we focus on two
diagrams arising in second-order perturbation theory

~k + ~k2 − ~k1

~k2

~k − ~k1

~k1

~k1 − ~k2

+

~k1

~k − ~k1

~k2 + ~k − ~k1

~k2
~k − ~k1
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Using the Feynman rules, these pictures translate into the following formula

δΣ~k(iΩ) =
1

β

∑
iω1

1

β

∑
iω2

∫
d3~k1
(2π)3

∫
d3~k2
(2π)3

g~k1(iω1)g~k2(iω2)g~k+~k2−~k1(iΩ + iω2 − iω1)

·
(
V (~k − ~k1)V (~k1 − ~k2)− 2

(
V (~k − ~k1)

)2) .

(138)
We first focus on the frequency summations and observe that the sums have the
following structure

A(iΩ) =
1

β

∑
iω1

g1(iω1)χ23(iΩ− iω1)

χ23(iωB) =
1

β

∑
iω2

g2(iω2)g3(iωB + iω2)

where iωB is the difference of two fermionic Matsubara frequencies and therefore a
bosonic Matsubara frequency.

Figure 10: Pole structure for above equations. Red: branch cuts, thin blue lines:
final contour which runs directly above and below the two branch cuts.

Let us first focus on A(iΩ), where we use the our standard trick to write the sum
as a contour integral. Now, we have to observe that g1(z) has poles or a branch cut
on the real axis (lower red line in the figure), Im z = 0. In contrast, χ23(iΩ − z)
has branch cuts or poles at Im z = iΩ (upper red line). But as shown in the figure,
we can deform the contour in such a way, that it runs directly above and below
the two branch cuts. One pair of paths can be parametrized by z = ±ω ± iε,
the other one by z = iΩ ± ω ± iε, where ω runs from −∞ to ∞. Using that
g1(w + iε)− g1(ω − iε) = 2iIm gR1 (ω + iε) and the anlog equation for χ23, we obtain

A(iΩ) = −
∮

dz

2πi
nF (z)g1(z)χ23(iΩ− z)

= −
∫
dω′

π
nF (ω

′)Im [g1(ω
′ + iε)]χ23(iΩ− ω′)

+ nF (ω
′ + iΩ)g1(ω

′ + iΩ)Im [χ23 (−(ω′ + i0))]

Next, we observe that nF (ω′ + iΩ) = 1
eβ(ω

′+iΩ)+1
= 1

−eβω′+1
= −nB(ω′) as Ω =

2π
β

(
n+ 1

2

)
is a fermionic Matsubara frequency. Furthermore, Imχ(−ω′ − iε) =
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−Imχ(−ω′ + iε). The two minus signs cancel and thus we find that

A(iΩ) = −
∫
dω′

π
nF (ω

′)Im [g1(ω
′ + iε)]χ23(iΩ− ω′)

+ nB(ω
′)g1(ω

′ + iΩ)Im [χ23 (−ω′ + i0)]

Next, we perform the analytic continuation iΩ → Ω + iε. It is important, that we
do this step only after we are done with shifting contours.

A(Ω + iε) = −
∫
dω′

π
nF (ω

′)Im [g1(ω
′ + iε)]χ23(Ω− ω′ + iε)

+ nB(ω
′)g1(ω

′ + Ω+ iε)Im [χ23 (−ω′ + i0)]

Finally, we shift the integration variable in the second term ω′ → ω′ − Ω and take
the imaginary part of the the full expression to arrive at

ImA(Ω+i0) = −
∫
dω

π
(nF (ω) + nB(ω − Ω)) Im g1(ω+iε)Imχ23(Ω−ω′+iε) (139)

From our previous argument, we expect that the imaginary part of the self-energy
vanishes for T = 0 and Ω = 0. This, we can already see at this stage of the
calculation, as for T → 0, we find that nF (ω) + nB(ω) ≈ 0 as nB(ω < 0)→ −1 for
T → 0. Using exactly the same strategy, we can also show that

Imχ23(ωB + iε) = −
∫
dω′

π
(nF (ω

′)− nF (ω′ + ωB)) Im g2(ω
′+ iε)Im g3(ω

′+ωB + iε)

(140)
This quantity vanishes for ωB → 0.

Finally, we use that Im gα(ω + iε) = −πδ(ω − εα) (we use a notation, where the
chemical potential is included in the definition of the energy). Combining Eqs.
(139) and (140), we see that ImA(Ω + i0) is therefore proportional to a product of
three δ-functions. With two of them, we do the integrations over ω and ω′. Now, we
combine everything to compute the imaginary part of the self-energy, δΣ~k(ω + iε)
using Eq, (138). Evaluating the self energy at ω = ε~k, which is the energy of the
particle, which we want to study, we obtain

Im δΣ~k(ε~k) = −
∫

d3k1
(2π)3

d3k2
(2π)3

d3k3
(2π)3

δ
(
~k + ~k2 − (~k1 + ~k3)

)
δ(ε~k + ε~k2 − (ε~k1 + ε~k3))

·
(
2
(
V (~k − ~k1)

)2
− V (~k − ~k1)V (~k1 − ~k3)

)
·nF (ε~k2) (1− nF (ε~k1)) (1− nF (ε~k3))︸ ︷︷ ︸

first term

+nF (ε~k1)nF (ε~k3)
(
1− nF (ε~k2)

)︸ ︷︷ ︸
second term


(141)

To write the equation above in a form which is easy to interpret, the following
identity has been used

nB(ε1 − ε2) (nF (ε2)− nF (ε1)) = nF (ε1) (1− nF (ε2)) ,

which simply follows from the formulas for the Bose- and Fermi functions.
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We can now try to find an interpretation of the equation given above. First, consider
the two δ functions only, which ensure that momentum and energy are conserved.
Initially, our particle has momentum ~k and energy ε~k and it scatters from a particle
with momentum ~k2 and energy ε~k2 . They scatter into states with momenta ~k1 and
~k3 in such a way that the sum of initial energies and momenta equals the sum of
final-state energies and momenta.

The first term in the last line of Eq. (141) simply describes that for the scattering
process to happen, it is necessary that the initial state ~k2 is occupied and – due to
Pauli principle – the two final states have to be empty, see sketch below. The second
term can be interpreted as the scattering of hole-excitations. A hole is a missing
electron and thus has occupation 1 − nF (ε) rather than nF (ε). Similarly, the term
describing the Pauli-blocking of holes in the final state is nF (ε′) = 1− (1− nF (ε′)).

first term: scattering of electrons second term: scattering of holes
k
⑧

k1
N

v

Ky
⑧

k2

k2
7

k3 L k

k

Finally, one has to perform the momentum integrations in Eq. (141), either numeri-
cally or analytically, which is non-trivial and requires some extra work. The results
depends in the spatial dimension of the system. For example, for ε~k � T one obtains

d = 3: Γ~k ≈ −ImΣ~k(ε~k) ∝ T 2 ε~k � T

d = 2: Γ~k ≈ −ImΣ~k(ε~k) ∝ T 2 ln
(εF
T

)
ε~k � T

d = 1: Γ~k ≈ −ImΣ~k(ε~k) ∝ T

In two and three dimensions, the scattering rate Γ~k at low temperatures is much
smaller than the typical energy of thermal excitations, given by T , Γ~k � T . Thus,
one can approximate the system as weakly interacting quasi particles. Thus, one can
use Fermi liquid theory. This is, however, not valid in d = 1, where the scattering
is not weak!

Outlook: Both our qualitative argument and the direct perturbative calculations
show that the scattering of electrons (or, more precisely, of electronic quasi particles)
is strongly suppressed at low temperatures and low frequencies. Here temperature
and frequency have to be compared to the Fermi energy, which is most metals is
several 10.000 Kelvin. This suppression of scattering is the main reason why Fermi
liquid theory is valid and why we can understand the properties of metals using
weakly interacting quasi-particles. The situation is different in d = 1, where the
picture of weakly interacting Fermions breaks down. A calculation of the real part
of the self energy in d = 1 reveals logarithmic divergencies at T = 0 which indicate
that perturbation theory is not valid. Luckily, in this case it turns out that charge-
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and spin-density wave excitations are weakly interacting, which is the basis of the
Luttinger-liquid theory describing 1D metals (unfortunately, not covered in this
course).

5.5 Convergence of Perturbation Theory

Perturbation theory is ultimately based on a Taylor expansion. In our case, we
consider actions of the form

S = S0 + λSint, where S0 = −ψ̄g−1
0 ψ

and calculate some observable in a Taylor expansion in the strength of interaction
λ. Thus, the obvious question arises whether the Taylor series is converging or not
and what that implies for our results.

Let us recall some results on the convergence of a Taylor series
∑

n cnz
n. This series

converges (absolutely) for |z| < r, where r is the so-called convergence radius. For
|z| > r, in contrast, the Taylor series does not converge. For example, the series

∞∑
0

anzn =
1

1− az

converges for |z| > 1/a but diverges for |z| > 1/a.

Thus, we can ask the question about the convergence radius of a Taylor expansion
in the strength of interaction. We will show below that for most physically relevant
problems, like interacting many-particle systems in the thermodynamic limit, the
radius of convergence is zero.

As an example, consider the integral

I(g) = e−f(g) =
1√
π

∫ ∞

−∞
dx e−x

2−gx4 . (142)

The integral is obviously divergent for all g < 0. This implies immediately that the
convergence radius of the Taylor series has to be zero.

We can use this type of argument to analyze other problems. Consider a problem
with Coulomb interactions of the form e2

|r−r′| . Assume that this problem has a fi-
nite convergence radius, when we do perturbation theory in e. Now consider the
replacement e → ie, which is an allowed coupling constant within the convergence
radius. Here, we are replacing electron-electron repulsion by electron-electron at-
traction! When we do something as drastic, it is very plausible that the solid is not
stable anymore (within quantum electrodynamics, QED, even the vacuum would be
unstable because of the proliferation of electron-positron pairs). Thus, something
non-analytic is happening, in contradiction to our assumption of a finite convergence
radius. Similar arguments can be made also for local interactions in the Hubbard
model where one obtains superconductivity for negative U . Thus, we conclude that
naive perturbation theory converges almost never in the models of interest
to us.
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Figure 11: Absolute value of the difference of the exact value of I(g) and its per-
turbative value at g = 0.04 computed in nth order perturbation theory. As the
perturbation theory is not converging, the error grows for large orders of n.

What does this imply? First, one has to note that the asymptotic expansion arising
from non-converging sums can sometimes be very useful. Let us consider the per-
turbation theory for f(g) which can be computed to high order using programs like
Mathematica

f(g) ≈ 3g

4
− 3g2 +

99g3

4
− 306g4 +

50139g5

10
− 102096g6 +

69533397g7

28
+O(g7)

The coefficients of the perturbation theory grow exponentially, the prefactor of the
g20 term is approximately 3 · 1028. Nevertheless, if g is very small, one can still use
low orders of perturbation theory. This is show in Fig. 11. For g = 0.04 one can
compute I(g) with an error of 10−4 when one uses 6th order perturbation theory.
Typically for a non-converging, asymptotic series, the error does, however, increase
when one considers higher orders of perturbation theory! The situation which we
encounter here arises, for example, when in high-energy physics the cross-section of
electron-electron scattering in is computed within quantum electrodynamics (QED).
In this case the effective coupling constant, the fine-structure constant, α = e2

4πε0~c ≈
1

137.036
is very small and thus low-order perturbation theory can be useful in this

case. Calculation of quantities like the g-factor of the electron are consistent with
experiment on a level of 108 and corrections are routinely calculated up to order α4.
Higher order terms are difficult to compute both due to a large number of terms and
badly converging integrations. If one were able to evaluate perturbation theory to
very high order, the results would, however, get worse as perturbation theory is not
converging. In most solid-state problems, one faces a more difficult situation: there
is not small parameter and kinetic energies and interaction terms are of similar size
and bare perturbation theory is often not only quantitatively but also qualitatively
wrong.

One can, however, improve convergence massively using resummation methods.
For example, Borel summation is a methods from mathematics which allows to
make sense of non-convering perturbative expansions of the sort h(g) =

∑
k akg

k.
Here, one considers instead H(t) =

∑
k
ak
k!
tk which may have much better conver-

gence properties. If H(t) is converging, using
∫∞
0
(gt)ne−tdt = gnn!, one can then

compute h(g) from h(g) =
∫∞
0
H(gt)e−tdt.
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Figure 12: Comparison of resummed perturbation theory for f(g) with the exact
result (dashed line) as function of g. Already for n = 1, equivalent to self-consistent
Hartree-Fock, one obtains a very good approximation for all values of g. The result
for n = 2 has an error of less than 0.2%. In contrast, bare perturbation theory
cannot be used for g & 0.1.

In physics, typically different resummation methods are used. One powerful method
is to readjust the expansion point. In the example (142), we can rewrite the exponent
of I(g) as

x2 + gx4 = ax2 + (1− a)x2 + gx4︸ ︷︷ ︸
perturbation

In linear order perturbation theory, one obtains, for example,

f(g) ≈ log(a)

2
+

(1− a)
2a

+
3g

4a2

Which value of a should we use? One possible choice is to demand that the final
result, calculated in n order perturbation theroy, is approximately independent of a,
∂f/∂a = 0. For n = 1 this method is equivalent to self-consistent Hartree-Fock
(as discussed before, this is the ‘best’ Gaussian approximation). We obtain for for
n = 1, that a = 1

2

(√
12g + 1 + 1

)
and thus we get

f(g) ≈
log
[
1
2

(√
12g + 1 + 1

)]
2

+
1− 1

2

(√
12g + 1 + 1

)
√
12g + 1 + 1

+
3g(√

12g + 1 + 1
)2

In Fig. 12, we show that this formula gives evan for n = 1 accurate results not only
for small g but, surprisingly, also for very large g. If one uses instead n = 3, the
relative error becomes smaller than 0.2%.

Outlook: That our resummation method works so well in the case described above
is, perhaps, accidential. But the example shows, that with field-theoretical resum-
mation techniques one can obtain good results even in situations when naive pertur-
bation theory is divergent and, importantly, even when coupling constants are not
small. This is important, as for practically all applications in solid-state physics,
there are no obviously small parameters.
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5.6 Screening of long-ranged Coulomb interactions

Motivation: In almost all situations, we have to use resummation methods to ob-
tain meaningful results from perturbation theory. One such resummation technique
discussed in previous chapters was the introduction of the self energy. Another
example is self-consistent Hartree-Fock theory. In this and the following sections,
we will consider further resummation techniques to be able to describe important
physical phenomena like screening or the formation of bound states.

When doing perturbation theory for the Coulomb interaction, V (r) = e2

4πε0r
, one

realizes that one obtains many divergent contributions arising because the Coulomb
potential decays very slowly. Consider, for example, a uniformly charged block of
length L×L×L with charge density ρ. In this case, the Coulomb energy per volume
V = L3 diverges for large L

EC
V

=
1

2V

∫
d3rd3r′V (|~r − ~r′|)ρ2 ∝ ρ2L2.

As a consequence, a 3D solid is always charge neutral. The charge of the electrons
is canceled by the charge of the ions.

Taking this into account in a simplified way, we use in the following the ‘jellium
model’. We replace the ions by a uniformly charges background, ρion(~r) = const.,
which is exactly compensated by the uniform average charge of the electrons. This is
equivalent to using the following Coulomb potential for electron-electron interactions
in Fourier space

V (~q) =

{
4πe2

4πε0q2
~q 6= 0

0 ~q = 0 (compensated by background)

As a consequence, the Hartree term, which is proportional to V (~q = 0), vanishes.

5.6.1 Effective potential, polarization, and RPA approxima-
tion

To avoid unphysical divergencies, we have to resum perturbation theory. Here we
follow the same arguments which lead us to the concept of the self-energy. Let
us consider the so-called effective potential, defined as the sum of all connected
diagrams which begin and end with an interaction line.

−Veff(~q, iΩ) =

= + + +

+ + · · ·

Here, iΩ is a bosonic Matsubara frequency. Consider, for example, the last term. As
all three interaction lines have the momentum ~q, this term is proportional to 1/q6
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and thus highly divergent in the small q limit. This unphysical divergence implies
that we have to resum perturbation theory. We do this by introducing the analog
of the self energy, which is called polarization, Π~q(iΩ).

= + + + · · ·

= + =
1−

In formulas, this equation reads

Veff(~q, iΩ) =
V (~q)

1 + Π~q(iΩ)V (~q)
=

V (~q)

ε(~q, iΩ)
=

1

V −1
~q +Π~q(iΩ)

(143)

Here, the polarization Π~q(iΩ) is defined as

Π~q(iΩ) = = + + + · · ·

= Sum of all diagrams that do not separate into two on cutting interaction line

Here the dots denote points where an interaction line with momentum ~q and fre-
quency iΩ has to start or end.

Note that in Eq. (143), we have introduced a frequency and momentum-dependent
dielectric function: ε(~q, iΩ) = 1− Π~q(iΩ)V (~q), which allows to write

Veff(~q, iΩ) =
4πe2

4πε0ε(~q, iΩ)q2
.

This dielectric function is used in electrodynamics, in formulas like ~D = ε0εr ~E. In
insulators, one can often approximate ε by a constant, but this is not possible in a
metal.

The formulas given above are (within the jellium model) exact. Now we consider the
simplest possible approximation for the polarization, the so called Random Phase
Approximation (RPA). Here, we compute Π~q(iΩ) to lowest order in perturbation
theory

ΠRPA
~q (iΩ) ≈ = − 2

β

∑
iωn

∫
d3k

(2π)3
g0~k(iωn)g

0
~k+~q

(iωn + iΩ)

= −2
∫

d3k

(2π)3
nF (ε~k − µ)− nF (ε~k+~q − µ)

iΩ + ε~k − ε~k+~q

5.6.2 Thomas Fermi approximation

RPA is a powerful approximation, which we will analyze piece by piece in different
limits. Within the Thomas Fermi approximation, we consider the limit of small
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~q and Ω and replace Π~q(iΩ) by Π~q=0(Ω = 0)

Π~q=0(Ω = 0) ≈ −2
∫

d3k

(2π)3
(−1)n′

F (ε~k − µ) ·
∂ε~k
∂~k
· ~q

(−1)∂ε~k
∂~k
· ~q

= −2
∫

d3k

(2π)3
n′
F (ε~k − µ)

≈ 2

∫
d3k

(2π)3
δ(ε~k − µ) = N tot

F density of states at Fermi surface

In the last line, we consider a metal where the temperature is much smaller than
the Fermi energy, which allows to replace the derivative of the Fermi function with
a negative δ function.

Thus, for ~q,Ω→ 0, we obtain

Veff(~q) ≈
4πe2

4πε0

(
q2 +

(
1
λ

)2) , Veff(~r) =
e2

4πε0|~r|
e−

|~r|
λ

with λ =
(
e2N tot

F /ε0
)− 1

2 Thomas-Fermi screening length

(144)

Let us check the formula for the effective potential in real space∫
d3q

(2π)3
Veff(~q)e

i~q·~r =
2π

(2π)3

∫ 1

−1

du

∫
q2dq Veff(q)e

iqru

=
1

(2π)2

∫ ∞

0

dq
eiqr − e−iqr

iqr
q2

4πe2

4πε0
(
q + i

λ

) (
q − i

λ

)
=

e2

4πε0r

∫ ∞

−∞

dq

2πi

eiqr(
q + i

λ

) (
q − i

λ

)2q = e2

4πε0|r|
e−

|r|
λ

Thus, in a metal, the effective potential decays in a metal exponentially at large dis-
tances (up to Friedel-oscillations discussed below). The physical mechanism behind
that is called screening. Around a positive test-charge a cloud of negatively charge
electrons accumulates in such a way that the net charge is zero. Remarkably, our
simple resummation strategy captures this effect. The size of the screening cloud is
set by the Thomas-Fermi screening length λ.

5.6.3 Plasma oscillations

Next, we consider the limit of large frequencies but small momenta, q → 0. We also
do the analytic continuation, iΩ → Ω + i0 (we are writing here i0 instead of iε for
an infinitesimal imaginary part to avoid confusion with the dielectric function)

lim
~q→0

Π~q(Ω + i0) = −2
∫

d3k

(2π)3
nF (ε~k − µ)− nF (ε~k+~q − µ)

Ω + i0 + ε~k − ε~k+~q

≈
↑

~q→0

−2
∫

d3k

(2π)3
nF (ε~k − µ)− nF (ε~k+~q − µ)

Ω + i0︸ ︷︷ ︸
=0

−

(
∂ε~k
∂~k
~q
)(

~q ∂

∂~k
nF (ε~k − µ)

)
Ω2

≈
∑
i,j

qiqj

∫
d3k

(2π)3
nF (ε~k − µ)

∂2ε~k
∂ki∂kj

1

Ω2
(−2)
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In the second line, we perform a Taylor expansion of the denominator. The first
term in the second line vanishes exactly as one can shift the ~k integration by −~q,
thus only the 1/Ω2 term survives, which is evaluated in the third line using a partial
integration. Thus, we find for the dielectric function in this limit

ε(~q → 0,Ω) = 1 + V0(~q)Π~q(iΩ) ≈ 1−
ω2
p

Ω2

ω2
p = 2

∫
d3k

(2π)3
nF (ε~k − µ)

∂2ε~k
∂k2

e2/ε0

where ωp is called the plasma frequency. Note that the q dependence has canceled.
For a quadratic dispersion ε~k =

k2

2m
, the plasma frequency is given by

ωp =

√
ne2

mε0
,

where n is the particle density and m the electron mass.

At Ω = ωp the dielectric function vanishes and one obtains a pole in the effective

potential, Veff =
V (~q)

ε(q,Ω)
=

V (~q)

1− ω2
p

Ω2

, see figure. Such poles describe collective oscilla-

tions of a system, the plasma oscillations. Such oscillations of the positive relative
to the negative charges do occur in any system of charged particles and therefore
also in a plasma, i.e., in a ionized gas, which explains the name.

Lette
q

wi
>

W

r
e

Figure 13: Effective potential diverging at Ω = ω2
p

Let us re-derive the physics of plasma oscillations in a more basic approach. This
will help to convince ourselves that the result derived above is exact and not an
artifact of an approximation. We consider a solid with volume V and investigate
the uniform oscillations of all electrons relative to the background given by the ions
as shown in the following sketch.
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We assume that all electrons move by ∆x relative to background charge. We obtain
a kind of plate capacitor where the charge density on the surface (with units charge
per area) is given by en∆x. Using Maxwell’s equation ∇E = ρ/ε0, we obtain an
electric field inside the solid of E = en∆x/ε0. The energy stored in this electric
field is given by 1

2
ε0
∫
E2 = 1

2
ε0(en/ε0)

2(∆x)2V . We interpret this as the energy
of an harmonic oscillator 1

2
D(∆x)2. As the total mass of the electrons is given by

M = mnV , the frequency of the harmonic oscillator is obtained as

ωp =

√
D

M
=

√
ne2

mε0

which is exactly the result which we obtained above from RPA. Note that there is
no screening in this large-frequency limit and plasma oscillations arise necessarily
in a system with long-ranged interaction.

Outlook: Collective plasma oscillations of electrons play an important role in tech-
nology, e.g., for building antennas. They have also important consequences in su-
perconductors and in the theory of the Higgs effect in high-energy physics. In both
cases, instead of gapless Goldstone modes and gapless photons, one obtains oscilla-
tions at the corresponding plasma frequency (in high-energy physics, this is related
to the mass of the W and Z bosons, the analogs of photons responsible for the
electroweak interactions).

5.6.4 Absorption and particle-hole pairs

The absorption of electromagnetic waves is controlled by the imaginary part of the
dielectric function and therefore of Π~q(Ω + i0). Within RPA it is given by

ImΠ~q(Ω + i0) = 2

∫
d3k

(2π)3

(
nF (ε~k − µ)− nF (ε~k+~q − µ)

)
πδ(Ω− (ε~k+~q − ε~k))

It has a simple physical interpretation: it counts the number of electron-hole pairs
with energy Ω and momentum ~q. This can be seen from the fact that for T =
0 and Ω > 0, there is only a contribution when ε~k < µ (hole excitation) while
simultaneously ε~k+~q > µ) (electronic excitation).

For small Ω one finds

ImΠ~q(Ω) ≈ −N tot
F

Ω

vF |~q|
for Ω < vF |q|, |~q| � 2kF

where vF is the Fermi velocity and N tot
F the total density of states at the Fermi

energy.

Particle-hole pairs have the maximum possible momentum of 2kF and thus

ImΠ~q(Ω→ 0) = 0 for |~q| > 2kF .
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The following sketch shows in which frequency and momentum regime the imaginary
parts are finite, due to the excitation of particle-hole pairs (or plasma oscillations)

&A

PLASMA-------------
POLE

Im V0

Ek >q

5.6.5 Friedel oscillations

Finally, we consider the limit Ω = 0, T = 0 but we now focus on large momenta,
close to 2kF . This limit is most easily analyzed for a quadratice dispersion, ε~k =

k2

2m
,

where one can do the momentum integrals analyticially. In d = 3 one finds (we do
not show the derivation)

Π~q(Ω = 0) = −e2mkF
π2

(
1

2
+

1− x2

4x
ln

∣∣∣∣1 + x

1− x

∣∣∣∣) , x =
q

2kF

For x = 1 or q ≈ 2kF this function has a weak non-analyticity Π~q ≈ C1 + C2|q −
2kF | ln(|q− 2kF |). This non-analyticity therefore also shows up in the q-dependence
of the effective potential

Veff(q ≈ 2kF ) ≈ C̃ + C̃ ′|q − 2kF | ln(|q − 2kF |).

If one does a Fourier transformation of this function back to real space, one obtains

Veff(~r) ≈
e2

4πε0r
e−

r
λ + ˜̃C

cos(2kF r + ϕ)

rd︸ ︷︷ ︸
Friedel

oscillations

in d dimensions. Thus, at large distances the effective potential does not decay
exponentially as suggested by the Thomas Fermi approximation but at T = 0 instead
with a powerlaw 1/rd in d dimensions. This is an effect arising from the sharp Fermi
surface of a metal. The prefactor oscillates with cos(2kF r) and the effect has the
name Friedel oscillations.

↳ I - -
<

S

-
[
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Outlook: Friedel oscillations have an important technological application when one
builds magnetic sensors used, e.g., in magnetic hard disks. Albert Fert and the
Peter Grünberg received the Nobel prize for the Giant Magneto Resistance (GMR)
effect used here (Peter Grünberg did this research in Jülich, made his habilitation
in Cologne and was teaching from 1992 until his retirement in 2004 as a professor
in Cologne). GMR devices are made from two ferromagnetic layers separated by a
metallic layer.

44 ↑ METAL dMETAL VS

FM FM FM FM

LARGER RESISTIVITY

The magnetic layers trigger Friedel oscillations in the the metal decaying with 1/r
which leads to an effective interaction of the metallic layers which can be fine-tuned
with the thickness of the layer. The sensor then uses the resistivity difference of
parallel and antiparallel magnetic configurations.

5.7 Controlled approximations: large N

Motivation: We have argued that to obtain physically meaningful results, one typ-
ically has to resum an infinite subset of an infinite number of diagrams. But how
does one choose the right subset of diagrams? What can be a guiding principle?
There is not a simple answer to this question, a lot depends on what physical effect
one wants to describe.

Hear are a few useful strategies:

• One strategy is to analyze and resum the most diverging terms in pertur-
bation theory. This lead us, for example, to the idea to introduce the self
energy together with the Dyson equation to resum an infinite set of diagrams.
Later, the same strategy was used by us to compute the effective potential
from polarization diagrams.

• Often, it is also a good idea to go for the simplest possible approximation
which captures a given physical effect. For example, RPA was both simple
and surprisingly rich in physics.

• A strategy, which is not covered in this course, is to be guided by principles
like conservation laws or gauge invariance. So-called conserving approx-
imations are build in such a way that they obey all relevant conservation
laws.

• In the follow-up lecture, QFT II, two further powerful methods will be intro-
duced, effective field theories and the renormalization group.
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• In this section, we will discuss an example of a controlled approximation,
where the selection is diagrams is controlled by the smallness of some param-
eter α.

For a controlled approximation one needs – or has to invent – a small dimen-
sionless parameter α � 1. There are many possible choices for α. Here are a few
examples:

• In QED, for the scattering of high-energy electrons, one uses that the dimen-
sionless interaction strength e2

4πε0~c ≈
1

137
is small.

• The parameter rs is defined as the ratio of the average distance electron and

the Bohr radius aB, rs = 1
aB

(
1

electron density

) 1
3 . Using either α = rs or α = 1/rs,

one obtains completely different approximations.

• One can also use α = 1
dimension , α = wavelength of an electron

scattering length , α = 1
spin size , the latter

expansion we used to derive the spin-wave theory for magnets in a systematic
way.

• A powerful set of these approaches are called large-N approximation. Here,
one identifies α = 1

N
, where N is some extra large parameter related to the

number of components of the fields.

Let us make a concrete example. Electrons carry a spin 1/2, where spin rotations
are described by the group SU(2). We now generalize this to rotations described by
the group SU(N) instead (more precisely, we use the fundamental representation
of SU(N)). We achieve this simply by generalization the creation operator of an
electron to

ψ†
α(~r), α = 1, · · · , N.

The ‘spin index’ now runs over N instead of just two components. An SU(N)
symmetric version of the interaction term now takes the form

Hint =
1

2

1

N

∫
d3rd3r′

∑
α,α′=1,··· ,N

ψ†
α(~r)ψα(~r)V (~r − ~r′)ψ†

α′(~r
′)ψα′(~r′).

For N = 2 this is equivalent to the usual Coulomb interaction. Very important is
the prefactor 1

N
in front of the Coulomb interaction, which is needed to make the

limit N → ∞ well-defined. How does N enter in the Feynman rules? First, each
interaction line obtains a factor 1/N but one obtains an extra factor of N for each
fermionic loop as one has not to sum over N fermionic species.

Let us look at a few self-energy diagrams and analyze how they depend on N

O
(

1
N
N
)
=O(1)

↑
absorbed by

shift of µ

+

O
(

1
N

) +

O
(

1
N

)
+

O
(

1
N2

)
+

O
(

1
N3N

2
)

+ · · ·
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It is obvious, that we can drop some of the diagrams for large N but have to keep
others. More precisely, for a given order in the interaction strength, we need the
maximal number of Fermi loops. These are precisely the diagrams which we summed
up using RPA.

=

O
(

1
N

) +

O
(

1
N2N

) +

O
(

1
N3N

2
) + · · · = − 1

N

V~q

1 + ΠRPA
~q V~q

Here, when one adds an interaction line, one also adds a Fermi loop. Thus all
diagrams are proportional to 1/N . All corrections to RPA like

are suppressed by extra powers of 1/N and can be neglected for N → ∞. Thus,
RPA becomes exact for N →∞.

lim
N→∞

Veff(~q) =
1

N

V~q

1 + ΠRPA
~q V~q

where ΠRPA
~q = is the particle-hole bubble of RPA (here defined without the

factor N).

The leading self-energy correction is then

lim
N→∞

Σ~q(Ω) =

The same argument can also be used for more complicated quantities like correla-
tion functions of the type 〈

∑
αΨ

†
α(~r)Ψα(~r)

∑
α′ Ψ

†
α′(~r′)Ψα′(~r′)〉 (needed to compute

charge susceptibilities), where to leading order one has to take into account three
diagrams

+ +

︸ ︷︷ ︸
Same order: 1

N0

We have shown that RPA becomes exact for large N but why does this help when
we are interested in the case N = 2? Why does it help to have a controlled
approximation? We now know that a model exist, where RPA is quantitatively
valid. This implies that the approximation scheme will not violate any basic physical
principles like conservation laws. The example above shows, that it also guides the
computation of more complex quantities. Furthermore, it is the starting point for a
systematic improvement of the approximation.
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Figure 14: T -matrix in d = 1 for V0 = −0.5, m∗ = 1. The presence of a bound state
gives rise to a δ-function in ImT (ω+iε) at ω = EB, where EB = −V 2

0 /2m
∗ = −0.125

is the binding energy.

5.8 Ladder approximation and Bethe-Salpeter equa-
tion

Motivation: Different resummation methods are needed depending on the physical
problem. In this section, we investigate which diagrams have to be resummed to
capture exactly the limit of a low density of particles. The resulting vertex equations
(or Bethe-Salpeter equations) are, however, have, however, a much broader range of
applicability.

Our goal is to find an approximation which becomes exact in the low-density limit.
It should therefore capture also the physics of just two particles. Our problem is that
the two-particle interaction V (~x1− ~x2) often is not small, and quantities like bound
states are not accessible in perturbation theory. As a concrete example, which can
be solved analytically, we can consider the scattering from a δ function

V (~x1 − ~x2) = V0δ
3(~x1 − ~x2)

but we are also interested in more general interaction potential.

Before we attack the problem with many-particles in the low-density limit, let us
focus on just two particles. By going to relative coordinates, ~r = ~x1 − ~x2, such a
two-particle problem can be rewritten as a potential scattering of a particle with an
effective mass 1

m∗ =
1

m1

+
1

m2

(check, e.g., the solution of the hydrogen problem in
any QM textbook).

How would we treat such a single-particle scattering problem diagramatically? We
would have to sum up the following diagrams

= + + + + · · ·

= g0~k + g0~kT~k~k′g
0
~k′
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where the dashed line with a cross stands, in momentum space, for the Fourier
transform of the potential V~q. T~k~k′ is called the T-matrix of the problem with

T~k~k′ = V~k−~k′ +
∑
~k′′

V~k−~k′′g
0
~k′′
V~k′′−~k′ +

∑
~k′′,~k′′′

V~k−~k′′g
0
~k′′
V~k′′−~k′′′g

0
~k′′′
V~k′′′−~k′ + · · ·

For V~q = V0 = const., i.e. for a δ-function interaction in real space, the equation
simplifies to a geometric series.

TR(ω) = T (ω + iε) =
V0

1− V0 gR00(ω)
, gR00(ω) =

∫
ddk

(2π)d
gR~k (ω)

As a concrete example, let us consider the case ε~k = k2

2m∗ in d = 1, where the local
Green’s function is given by

gR00(ω) =

∫
dk

2π

1

ω − k2

2m∗ + iε
= − 1√

2m∗

1

(− (ω + iε))
1
2

(145)

A bound state shows up as a pole in the T -matrix, i.e., for 1 − V0 g
R
00(ω) = 0 at

ω = EB. The position of the pole is the binding energy, see Fig. 14. In the example
shown above, a bound state occurs always exist for V0 < 0 in d = 1 with EB = − V 2

0

2m∗ .

Above, we sketched very briefly how one can solve the single-particle potential-
scattering problem. But we are interested in a different problem: we want to consider
a system with a finite density of particles. What diagrams do we have to resum in
this case in such a way that we are correctly treating the two-particle problem also
(including bound states)? The discussion given above, suggests that we should keep
the following diagrams

+ + + + · · ·

This set of diagrams is called (for obvious reasons) “ladder approximation” in the
particle-particle channel.

For other problems (e.g., for bound states of an electron and a hole in a semicon-
ductor) one instead considers the ladder diagrams in the particle-hole channel by
reverting the direction of one of the Green’s functions.

+ + + + · · ·

5.8.1 Bethe-Salpeter equation

Before we try to evaluate the ladder-approximation, we take a step back and consider
a more general problem. Let us assume, that we want to evaluate (in a functional
integral) the expectation value of four fields, where two particles are created and
two are destroyed (this is therefore a two-particle correlation function)

〈ψ2′ψ1′ψ̄1ψ̄2〉 =

2 2′

1 1′

−
1 1′

2 2′

+
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Here, the indices stand, e.g., for momentum and frequencies, 1 = (~q1, ~Ω1). The
double line is the full Green’s function (including self-energy corrections) =
G~q(iΩ), while the box, which depends on four frequencies and momenta is called a
vertex. It is the sum of all possible connected diagrams begining and ending with
two fermionic lines.

As a next step, we want to generalize the concept of the Dyson equation and the
self-energy (introduced to compute a Green’s function) to such a vertex. This can
be done with a so-called Bethe-Salpeter equation. Many different versions of
this equations exists. For the case we are interested in, they take the following form

2 2′

1 1′

= +

where the blue dashed object is called irreducible vertex. It is defined as the
sum of all connected diagrams, which do not fall into two pieces when cutting two
fermionic lines running in parallel.

= irreducible vertex = sum of all diagrams
which do not have

(two particle
irreducible)

Let us write the Bethe-Salpeter equation in a formula. As a short-hand notation, we
use ~K = (iΩ, ~K) to denote both frequencies and momenta. With this notation, our
vertex depends on three frequency/momenta indices only and we use the following
convention

V ~K(
~k,~k′) =

~K +
~k
2

~K − ~k
2

~K +
~k′

2

~K − ~k′

2

Due to our diagrammatic rules, the sum of the incoming momenta (and frequencies)
has to be equal to the sum of outgoing frequencies and momenta, thus 2 ~K is the
total momentum of the two particles, which is conserved during the interaction. If
we introduce a similar notation for the irreducible vertex I1~K(

~k,~k′), the Bethe-
Salpeter equation takes the form

V ~K(
~k,~k′) = I1~K(

~k,~k′) +
1

2

∑
~k′′

I1~K(
~k,~k′′)g ~K+

~k′′
2

g ~K−~k′′
2

V ~K(
~k′′, ~k′) (146)

Thus, for a given irreducible vertex I1~K(
~k,~k′), the Bethe-Salpeter equation is a linear

integrale equation with a single internal integration over frequency and momen-
tum.

The prefactor “1
2
” in front of the second terms is needed to avoid double counting,

arising from the fact that there are two ways to connect outgoing to ingoing lines,

=
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Figure 15: Contour used for the evaluation of A( ~K, iΩ).

5.8.2 Ladder approximation and bound states

We can now come back to the ladder approximation. The ladder approximation is
the lowest order (linear in the interaction) approximation for the irreducible vertex.

= +

The graphical representation given above is a bit misleading as the Green’s function
are not part of the irreducible vertex. In formulas, this is I1~K(

~k,~k′) = −V int
~k/2+~k′/2

−
V int
~k/2−~k′/2

, where V int is the interaction potential (not to be confused with the vertex).
Furthermore, we consider for simplicity local interactions, V int

~q = U = const. as in
the Hubbard model.

As a warm-up, we consider one of the internal summation within the ladder diagram

~K − ~q

~K + ~q

~q +
~k
2 ~q +

~k′

2

~K +
~k
2

~K − ~k
2

~K +
~k′

2

~K − ~k′

2

=
↑

q=(iωn,~q)

∑
q

g ~K−q g ~K+q V
int

q+~k
2

V int
q+~k′

2

}
independent of
~k,~k′ for V int

q =U

Importantly, we observe that the object is independent of ~k and ~k′ if we use a local
interaction, V int

q = U . Therefore, within the ladder approximation and for local
bare interactions, also the full vertex depends only on ~K, but not on ~k and ~k′,
V ~K(

~k,~k′) = V ~K and the Bethe-Salpeter equation takes the simple form

V ~K = −2U − U
∑

q

g ~K−q g ~K+q︸ ︷︷ ︸
A ~K

V ~K

solved by
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V ~K = −U − U

1 + UA ~K

. (147)

where

A ~K = A( ~K, iΩ) =
1

β

∑
ωn

∫
d3q

(2π)3
g ~K−~q(iΩ− iωn) g ~K+~q(iΩ + iωn)

= −
∫

d3q

(2π)3

∮
dz

2πi
nF (z)

1

iΩ− z − ε ~K−q

1

iΩ + z − ε ~K+q

=

∫
d3q

(2π)3

[
nF (−ε ~K−q)(−1)3

2iΩ− (ε ~K−q + ε ~K+q)
+

nF (ε ~K+q)(−1)2

2iΩ− (ε ~K−q + ε ~K+q)

]

=x
nF (−ε)=1−nF (ε)

−
∫

d3q

(2π)3
1− nF (ε ~K+q)− nF (ε ~K−q)

2iΩ− (ε ~K−q + ε ~K+q)

Fig. 15 shows the contour in the complex plane used in the evaluation of the fre-
quency sum

Finally, let us consider the limit when the density of fermions becomes very small.
In this case, we can approximate nF (ε ~K∓~q) ≈ 0. Furthermore, we consider the case
ε~k =

k2

2m
. We obtain

A( ~K, iΩ) = −
∫

d3q

(2π)3
1

2iΩ−
(
2K

2

2m
+ 2 q2

2m

) =x
compare with scattering

problem for m∗=m
2

−g00
(
2iΩ− K2

m

)

We can compare this to the scattering problem, where the T matrix was computed
using the local Green’s function, see Eq. (145), of a problem with the effective mass
m∗ = m/2 and we obtain the same equation and the same condition 1−Ug00(ω̃) = 0
for the bound state, if we identify ω̃ with 2Ω−K2/m. This shows, that our vertex
equation correctly describes the formation of bound states in the low-density limit.
Furthermore, we can use it, e.g., to explore how a finite density of particles affects
the bound-state formation. The physics, which we discussed here, is, for example,
important to understand excitons in doped semiconductors.

5.8.3 Outlook: Vertex corrections and conservation laws

Outlook: Above, we have shown how one can use Bethe-Salpeter equation to obtain
non-perturbative results for vertices, focussing on the physics of the formation of
bound states. Vertices and vertex equations play an important role in the compu-
tation of all types of correlation functions.

In many applications, one encounters a slightly different variant of the vertex equa-
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tion, based on vertices with three instead of four legs. An example is given below:

Γ~q,~k =
~q

~k − ~q
2

~k + ~q
2

= +

= Γ0
~q,~k

+
∑
~k′

Γ~q,~k′ g~k′+ ~q
2
g~k′− ~q

2
I2~q (
~k′, ~k)

Here, I2 is the irreducible vertex defined as the sum of all diagrams with four legs,
which do not fall into two parts when two antiparallel moving Green’s function lines
are cut. Γ~q,~k is the sum of all connected diagrams which start with Γ0

~q,~k
on the left

and end with two Green’s function on the right.

The form of Γ0
~q,~k

depends on application. Below, we will calculate correlation func-
tion of charge

ρ~q =
∑
~k

c†~k+~qc~k =
∑
~k

c†~k+ ~q
2

c~k− ~q
2

In this case, one needs Γ0
~q,~k

= 1. Instead, if one wants to study correlations of the
current density (needed for the computation of the conductivity, see next chapter)

~j~q =
1

2

∑
~k

(
~v~k+ ~q

2
+ ~v~k− ~q

2

)
c†~k+ ~q

2

c~k− ~q
2

one uses Γ0
~q,~k

= 1
2

(
~v~k+ ~q

2
+ ~v~k− ~q

2

)
, where ~vk = ∂ε~k/∂

~k is the velocity.

To show the importance of vertex correction, let us calculate a simple quantity, the
correlation function of the total charge

Q =
∑
~k

c†~kc~k

The retarded correlation function is defined by

ΠR
QQ(t) = −iΘ(t)〈[Q(t), Q(0)]〉

As [Q,H] = 0 (charge conservation), we obtain Q(t) = eiHtQe−iHt = Q and therefore
ΠR
QQ(t) = 0 for all t. Similarly, also the Fourier transformation of this quantity

ΠR
QQ(Ω) vanishes. This is, however, not obvious when one calculates diagrams for

this quantity . Here, we consider the time-ordered correlation function in imaginary
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time. This quantity can be calculated diagrammatically

ΠQQ(iΩn) = + + + · · ·

= + + · · ·

=

where the dot in the equations above stands for
~k′

~k

=̂δ~k,~k′ as we are calculating the

correlation function of Q =
∑

~k c
†
~k
c~k. In the last line, we used the (three-leg) vertex

introduced above with an ingoing momentum of ~q = 0.

Up to now, everything was exact. Now, we use a – frequently used, but very danger-
ous – approximations: we ignore vertex correction and consider only the following
diagram

ΠQQ(iΩ) ≈ =
∑
~k

1

β

∑
iωn

∫
d3k

(2π)3
g~k(iωn) g~k(iωn + iΩ)

=⇒ ImΠQQ(Ω + iε) =
∑
~k

∫
dω (nF (ω)− nF (ω + Ω)) Im gk(ω)Im gk(ω + Ω) 6= 0

When ignoring vertex correction, we obtain a finite result. In contrast, we have
argued above, that the exact result for this quantity is 0. Thus, ignoring vertex
correction turned out to be a disaster: we obtained completely wrong result, violat-
ing basic conservation laws. This shows, that vertex corrections can become very
important. For conserved quantities, there is exact cancellation of vertex and self
energy corrections!

How can one avoid these problems? One solution was discussed in the section on
controlled calculations. If one does a controlled calculation, considering, e.g., all
diagrams to a given order in 1

N
, then, automatically, the results will be correct.

The alternative is to construct approximations to the self-energy and to vertices in a
consistent way. This can be accomplished using so-called Luttinger-Ward functionals
(or Ward-identities). This is, however, a topic beyond the scope of this lecture.
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6 Probing Matter: Linear Response
Motivation: What is measured in a typical experiment? In quantum mechanics
courses, we teach that an (idealized) measurement determines the eigenvalues of
some Hermitian operator. Very few experiments are, however, of that type with a
few notable exceptions like the Stern-Gerlach experiment on electronic spins, a num-
ber of experiments in quantum optics, or, most importantly, measurements used in
quantum computers. In the accelerators used for high-energy physics, in contrast,
one typically measures the outcome of collission of particles (differential cross sec-
tions). In experiments on solid state systems, one either measures thermodynamic
quantities, or probes matter using electromagnetic waves, electrons or neutrons. One
measures, for example, the (optical) conductivity, uses (angular-resolved) photoe-
mission, Raman scattering, Neutron scattering, or scanning tunneling microscopy,
to name a few examples.

The common logic behind most of these experiments is that one finds a way to
perturb the system slightly and then measures how the system changes in response
to this perturbation. A large class of such experiments can be described by linear
response theory.

6.1 Linear Response Theory and Kubo formula

We consider the following setup. A system is perturbed weakly and one measure
the change of some observablve 〈A(t)〉.

H = H0x
interacting many
particle system

−

small, time dependent
perturbation

↓
λ(t)B̂

↑
some operator

measure 〈Â(t)〉 (148)

The sign is a bit of a convention here, we have chosen it such that 〈B̂〉 grows for
λ > 0 to minimize the energy.

To solve this time-dependent problem for weak λ(t), we consider the time evolution
operator U with

i~∂tU = HU .
which allows to compute the time evolution of an arbitary wave function, |ψ(t)〉 =
U|ψ(0)〉.

For λ = 0, the time-evolution operator is given by U(λ = 0) = e
−i
~ H0t, for λ 6= 0 we

make the ansatz
U = e−

i
~H0tS(t, t0)

with S(t0, t0) = 1 assuming that λ = 0 for t < t0, i.e., before the experiment starts.
With this ansatz we obtain

i~∂tU = H0U + e−iH0t/~i~∂tS
!
=
(
H0 − λ(t)B̂

)
U

=⇒ i~∂tS = −λ(t)eiH0t/~B̂e−iH0t/~S = −λ(t)BH0(t)S(t)
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with
BH0(t) = eiH0t/~B̂e−iH0t/~.

is the operator in the Heisenberg picture relative computed for the unperturbed
system, H0

Integrating up the last equation, one obtain S in integral form

S(t, t0) = 1 +
i

~

∫ t

t0

dt′ λ(t′)BH0(t
′)S(t′, t0)

≈
↑

λ→0

1 +
i

~

∫ t

t0

dt′ λ(t′)BH0(t
′)

In the last line, we took the limit λ� 1, keeping only perturbations to linear order
in λ.

Now, we can use the result to compute the change of an observable A. We assume
that before the experiment, the system was in a thermal equilibrium state described
by the density matrix ρ0 = e−βH/Z. We obtain to linear order in λ

〈A〉 = Tr
(
ρ0 U †(t)AU(t)

)
= Tr

(
ρ0 e

iH0t/~Ae−iH0t/~
)

+
i

~

∫ t

t0

dt′ Tr
(
ρ0
(
−λ(t′)BH0(t

′)eiH0t/~Ae−iH0t/~ + eiH0t/~Ae−iH0t/~λ(t′)BH0(t
′)
))

= 〈A〉0 +
∫ t

t0

dt′
i

~
〈[AH0(t), BH0(t

′)]〉λ(t′)

Thus, the change of A, δ〈A〉 = 〈A(t)〉 − 〈A〉0, is given by the so-called Kubo
formula

δ〈A(t)〉 =
∫ ∞

−∞
dt′ χRAB(t− t′)λ(t′)

χRAB(t− t′) =
i

~
Θ(t− t′)〈[AH0(t), BH0(t

′)]〉H0

χRAB(t− t′) is called a (generalized) susceptibility or a retarded AB correlation
function. The susceptibility is a property of the equilibrium system which can be
used to describe to linear order the response to a weak perturbation.

Most often, we are interested in the response to periodic perturbation λ(t) ∝ cos(ωt)
and therefore need the Fourier transformation of the Kubo formula

δ〈A(ω)〉 = χRAB(ω)λ(ω)

In Sec. 5.3, we have already shown (using the Lehmann representation) that the
retarded correlation function showing up in the Kubo formula can be obtained by
analytic continuation from the imaginary-time time-ordered correlation function
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χRAB(ω) = χAB(iωn 7→ ω + iε).

An important feature of the Kubo formula is causality, encoded in the property
that

χAB(t− t′) = 0 for t > t′

This implies, that when λ(t) changes, the response happens only later. We have
already discussed in Sec. 5.3, how this property is encoded in the analytic properties
of χAB(z) in the complex plane, which has to be analytic in the upper half of the
complex plane.

6.2 Thermodynamic Stability and Fluctuation-Dis-
sipation Theorem

Motivation: The laws of thermodynamics and the stability of matter imply strong
constraints on the properties of correlation functions.

The 2nd law of thermodynamics states, that entropy always increases. We will need
a variant of this law, which can be formulated in the following way: we cannot
build a machine (perpetuum mobile of the second kind) which extracts work from
a system in thermal equilibrium without heating some other reservoir.

To explore this physics, let us calculate how a time-dependent λ(t) affects the energy
of our system described by the Hamiltonian H0, where H = H0 − λ(t)A. For small
λ we find

d

dt
〈H0〉 = −

i

~
〈[H0,H]〉 = −

i

~
λ(t)〈[A,H0]〉

= λ(t)

∫
dt′

∂

∂t
χRAA(t− t′)λ(t′)

where we used the Kubo formula for small λ and

∂

∂t
χRAA(t) =

∂

∂t

(
i

~
Θ(t)〈[AH0(t), AH0(0)]〉H0

)
=
i

~
Θ(t)〈[− i

~
[AH0(t),H0],H0], AH0(0)]〉H0 = −

i

~
χR[A,H0],A

(t)

Next, we consider λ(t) = λ0 cos(Ωt) =
λ0
2
(eiΩt + e−iΩt) and use that∫

dt′ χRAA(t− t′)e±iΩt
′
=

∫
dt′ dω e−iω(t−t

′)χRAA(ω)e
±iΩt′ = χRAA(±Ω)e±iΩt

to obtain

d

dt
〈H0〉 =

λ20
2
cos(Ωt)

(
(−iΩ)e−iΩtχRAA(Ω) + (iΩ)eiΩtχRAA(−Ω)

)
.
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When we average this quantity over time, all oscillatory terms drop and we find
d

dt
〈H0〉 =

λ20
2

1

2

(
(−iΩ)χRAA(Ω) + (iΩ)χRAA(−Ω)

)
=
λ20
2
Ω ImχRAA(Ω)

as χRAA(−ω) = χRAA(ω)
∗.

Now, we will not be able to extract energy from the system, therefore the energy
H0 will always increase. We conclude that

thermodynamics stability =⇒ d

dt
〈H0〉 ≥ 0, energy is dissipated

=⇒ Ω ImχRAA(Ω) ≥ 0 for all Ω

Alternatively, one can also use the Lehmann representation to show that Ω ImχRAA(Ω) ≥
0. This shows that thermodynamics is a consistent theory but when one does an
approximate calculation this property is not always guaranteed.

Another conclusion is that ImχAA(Ω), is proportional to the absorption of energy
and thus describes dissipation. The real part, in contrast, gives the reactive re-
sponse.

We can use a Kramers-Kronig relation , see Sec. 5.3, and ω Imχω ≥ 0 to compute
the sign of the susceptibility evaluated at zero frequency

χRAA(0) = ReχRAA(0) =

∫
dω

π

ImχRAA(ω)

ω
≥ 0

This inequality can also be derived either from thermodynamics stability (the system
responds by lowering the energy of 〈H − λA〉) or from the Lehmann representation
directly. For finite ω, the real part can be either positive or negative.

Outlook: While susceptibilities as defined above always have to be positive, this is
not true for the magnetic susceptibility, χ = − d2F

dB2 . There is an extra diamagnetic
contribution, technically arising from the fact that the Hamiltonian is not of the
form H0 − λA with λ = B and A the magnetization (as assumed above), but there
is an extra diamagnetic contribution quadratic in the vector potential, discussed in
Sec. 6.3.

Next, we will discuss an important exact identity for correlation function, which
goes under the name Fluctuation - Dissipation theorem
Motivation: Consider a classical example, the Brownian motion of a particle with
coordinate ~R(t) in a liquid. It’s equation of motion is described by

m
d2

dt2
~R = −γ d

dt
~R︸ ︷︷ ︸

friction

+ ~F (t)︸︷︷︸
random

force

where γ is the friction constant and F is a random force with time average 〈F 〉 =
0 and 〈Fi(t)Fj(t′)〉 = δijδ(t − t′)C and we would like to know the value of the
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constant C. Physically, both the friction constant and the random force arise from
the scattering of the particle with the bath molecules. Due to the random force,
the particle always moves and we can compute the average kinetic energy in d

dimensions,
〈

1
2
m(d~R/dt)2

〉
= dC

4γ
. From thermodynamics, we know that this average

is given by d
2
kBT . Thus, we conclude that

C = 2γkBT, 〈Fi(t)Fj(t′)〉 = δij2 γ kBTδ(t− t′).

The strength of the fluctuations of the random force is determined by temperature
and by the friction constant γ.

We want to search for a similar relation for quantum system. The amount of fluctu-
ations of an operator A (to simplify notations, we assume 〈A〉 = 0) at a frequency
ω is defined by the correlation function

C>
AA(ω) =

∫ ∞

−∞
dt eiωt〈A(t)A(0)〉

For this quantity, we derive a Lehmann representation using the exact eigenstates
of the Hamiltonian

C>
AA(ω) =

∑
n,m

∫
dt eiωt

1

Z
〈n|e−βHeiHt/~Ae−iHt/~|m〉〈m|A|n〉 (149)

=
1

Z
∑
n,m

2πδ(ω + (En − Em)/~)e−βEn〈n|A|m〉〈m|A|n〉 (150)

We compare this to the Lehmann representation of the imaginary part of the sus-
ceptibility derived in Sec. 5.3

ImχAA(ω) =
1

~Z
∑
n

πδ(ω − (Em − En))
(
e−βEn − ξe−βEm

)︸ ︷︷ ︸
e−βEn

(
1−ξe−β~ω

) |〈n|A|m〉|
2

and obtain
C>
AA(ω) = 2

ImχRAA(ω)

1− ξe−βω
.

This is the fluctuation-dissipation theorem. For bosonic operators, ξ = 1, one
can use the Bose function nB(E) = 1/(eβE − 1) to write the fluctuation-dissipation
theorem in the form

C>
AA(ω) = 2 ~ (1 + nB(~ω)) ImχRAA(ω)

While the left-hand side describes the fluctuation of the system, ImχRAA(ω) gives
information on dissipation, as discussed above.

It is useful, to explore the fluctuation-dissipation theorem also in the classical limit

~ω � kBT.

For small ω, the imaginary part of the susceptibility is linear in ω and therefore we
define the friction constant

γA = lim
ω→0

ImχRAA(ω)

ω
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with ImχAA(ω)
ω

≈ γA = const.. Using that limω→0(1 + nB(~ω) = kBT
~ω , we obtain the

fluctuation-dissipation theorem in the classical limit

C>
AA(ω) ≈ 2kBTγA ⇐⇒ 〈A(t)A(0)〉 ≈ 2kBT γA δ(t− t′)

This is precisely the form of the fluctuation-dissipation theorem which we discussed
above for the Brownian motion of a particle.

Finally, we want to discuss special problems which arise when calculating the sus-
ceptibility of conserved quantities. The number of electrons, N , is, for example,
conserved. The energy is another example of a conserved quantity. Or in models
without spin-orbit coupling the magnetization is conserved.

If [A,H0] = 0, then A(t) = A and

χRAA(t) = −i〈[A(t), A(0)]〉 = −i〈[A,A]〉 = 0

This simply reflects that a conserved quantity does not change.

The static, thermodynamic response, however, is finite. Consider the equilibrium
density matrix

ρ(λ) =
e−β(H0−λA)

Z(λ)
.

We can compute the change of A in response to a small change of λ.

〈A〉λ − 〈A〉λ=0 = Tr ((ρ(λ)− ρ(0))A)

[A,H0]=0y
= β

(
〈A2〉 − 〈A〉2

)︸ ︷︷ ︸
χth
AA

λ = χth
AAλ

This defines the thermodynamic susceptibility χth
AA.

How can we compute the thermodynamic susceptibility using retarded correlation
functions? The trick is to consider the response at finite momentum. Instead of the
conserved quantity A, we investigate

A~q =

∫
d~x ei~q~xa(~x)

with A~q=0 = A and [H0, Aq] = 0 only for ~q = 0. Here, a(~x) is the density of the
conserved quantity, e.g., the charge density for A = Q. Now, we can define and
compute the susceptibility at finite ~q

χRq (ω) = −i
∫
dt Θ(t)eiωt〈[Aq(t), Aq(0)]〉

While limω→0 limq→0 χq(ω) = 0, as discussed above, we obtain the thermodynamic
susceptibility taking the limits the other way around

χth
AA = lim

q→0
lim
ω→0

χq(ω).
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The situation is exactly opposite, when one calculates the dc conductivity of, e.g.,
a metal (see next chapter). In this case, one studies the response to an electric field
~E(~x, t) = ~E~q(ω)Re ei(~q~r−ωt) with

~j~q(ω) = σ~q(ω) ~E~q(ω).

In this case, there is no current flowing for a static potential. Thus, one finds that
limq→0 limω→0 σq(ω) = 0. To compute the dc conductivity for a uniform electric
field, one takes the opposite limit

σ = lim
ω→0

lim
~q→0

σ~q(ω).

The transport limit, first ~q → 0 and then ω → 0 is opposite to the susceptibility
limit, first ω → 0 and then ~q → 0, discussed above.

6.3 Optical Conductivity

Arguably, the most important quantity of a metal is its conductivity. It is defined
by the linear relation of current and electric field (valid for weak electric fields)

〈ji(t)〉 =
∫
dt′ σij(t− t′)E(t′)

〈ji(ω)〉 = σij(ω)Ej(ω),

where ~j is the current density. The frequency-dependent σ(ω) is called the optical
conductivity.

How does one measure σ(ω)? An apparent problem is that the electric field inside a
metal will typically not be the same as the field outside of a metal. In practice, one
therefore measures the resistivity, ρ(ω) = σ(ω)−1, defined by Ei = ρijj. Here, the
current density is imprinted on the system externally and one measures the drop of
the voltage.

I > 7

7

V

Four contacts are needed for this experiment to inject and extract currents and to
measure the voltage drop, thus it is called a 4-point probe measurements. It has the
advantage that there is no contribution from the resistivity of the contacts.

For large frequencies, in contrast, one measures instead the transmission and/or
reflection of light.
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E

E

From this one can extract the complex-valued dielectric constant ε(ω). Here, one
starts from the Maxwell equation 1

µ0
~∇× ~B = ~j+ ε0∂t ~E. After a Fourer transforma-

tion, the right-hand side is written as

~j(ω)− iωε0 ~E(ω) = (σ(ω)− iωε0) ~E(ω) ≡ (−iω)ε(ω)ε0 ~E(ω)

which allows to identify

ε(ω) = 1− σ(ω)

iωε0
.

Equivalently, one can start from ~D = ε0ε ~E = ε0 ~E + ~P , identifying ∂t ~P = ~j.

How does a time-dependent electric field enter the Hamiltonian? We can start from

~E = −~∇φ− ~̇A

and either introduce a space-dependent potential φ(~x) = −~x~E or a constant vector
potential,

~A(ω) =
~E(ω)

iω
.

while setting Φ = 0 (by choosing the appropriate Gauge). We choose the latter
option to avoid a space-dependent perturbation.

Gauge-invariance largely fixes how the vector potential enters the Hamiltonian. For
a single-band model with dispersion E(~p) one simply has to replace ~p by ~p − e ~A
(minimal substitution). Thus, the Hamiltonian in the presence of a vector potential
is given by

H =
∑
~p,σ

c†~pσ E
(
~p− e ~A

)
c~pσ +Hint

≈ H0 +Hint − ~J · ~A+
1

2
dijAiAj +O(A3)

where we used a Taylor expansion in ~A in the second line with

Ji = e
∑
~p,σ

c†~pσ
∂E(~p)
∂pi

c~pσ, dij = e2
∑
~p,σ

c†~pσ
∂2E(~p)
∂pi∂pj

c~pσ.

The (gauge invariant) physical current operator is given by

J phy
i = − ∂H

∂Ai
= Ji − dijAj.

How do we know that? We can either derive this formula (we are not doing this
here) using the continuity equation, ∂tρ + ~∇~j = 0, or derive the Maxwell equation
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as an Euler-Lagrange equation starting form S = Smatter + SMaxwell. This allows to
identify the term above as the current.

Next, we can use the Kubo formula to compute the current induced to linear order
in ~A

〈J phy(t)
i 〉 =x

use gauge
with φ=0

∫
dt′

χRJiJj
(t− t′)− 〈dij〉δ(t− t′)︸ ︷︷ ︸

diamagnetic
term

Aj(t
′)

Using ji = σijEj, ji = 〈J phy(t)
i 〉/V (V is the volume), ~A(ω) = E(ω)

iω
, we obtain

σij(ω) =
1

V

Πij(ω)− 〈dij〉
iω

, Πij(ω) = χRJiJj
(ω)

The conductivity is thus computed from a current-current correlation function. In
metals (but not in superconductors), the relation Πij(ω = 0) = 〈dij〉 has to hold
to obtain a finite conductivity at ω = 0. This can be derived using the continuity
equation for charge. As sometimes approximations do not fulfill this relation, one
often only computes the real-part of the conductivity (obtaining the imaginary part
from a Kramers-Kronig relation if necessary)

Reσ(ω) = 1

V

ImΠ(ω)

ω
.

As an example, let us calculate Reσ(ω = 0) without vertex corrections. This
is, in general, an unjustified approximation as we will discuss in more detail below.
Nevertheless, it allows to obtain quickly a useful result. The current operator for
a single band with dispersion ε~k is given by Ji = e

∑
~k,σ v

i
~k
c†~k,σc~k,σ with the velocity

vi~k = ∂ε~k/∂ki. Neglecting vertex corrections, we obtain

Πij(iΩ) ≈ =
1

V

∑
~k,σ

1

β

∑
iωn

∫
d3k

(2π)3
evj~kg~k(iωn) ev

i
~k
g~k(iωn + iΩ)

After performing the sum and analytic continuation, we find

ImΠij(Ω + iε) = 2
∑
~k,σ

∫
dω

π
e2vi~kv

j
~k
(nF (ω)− nF (ω + Ω)) Im gk(ω)Im gk(ω + Ω)

Without an external magnetic field and for a system with, e.g., cubic symmetry, the
off-diagonal terms vanish. Taking the limit Ω→ 0, we find

σii = lim
Ω→0

ImΠii(Ω)

Ω
= 2

∫
d3k

(2π)3

∫
dω

π
e2(vi~k)

2 (−n′
F (ω))(Im gk(ω))

2.

For T much smaller than the Fermi energy, we can approximate −n′
F (ω) = δ(ω) to

perform the ω integral. All contributions to the integral come close to the Fermi
energy and thus we evaluate both the self-energy and the velocities at the Fermi
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energy and at ω = 0. Furthermore, we multiply with 1 =
∫
dεδ(ε− ε~k) and replace

ε~k = ε in the integral∫
dε (Im gk(ω = 0))2 =

∫
dε

(
ΓkF

(0− ε− ReΣkF (0))
2 + Γ2

kF

)2

=
π

2

1

ΓkF

with the scattering rate evaluated at the Fermi surface

ΓkF = ImΣkF (ω = 0).

The same integral ensures that ε is always small, and we can identify 2
∫

d3k
(2π)3

δ(ε−
ε~k) = NF with the total density of states at the Fermi energy, NF . Combining
everything, we obtain

σ ≈ e2NF

〈
(vi~k)

2

2ΓkF

〉
FS

where
〈
a~k
〉

FS =
∫
d3k δ(ε~k)a~k∫
d3kδ(ε~k)

denotes an average over the Fermi surface. For a spherical
Fermi surface, εk = ~2k2/(2m), the density of states at µ = ~2k2F/(2m) is given by
2
∫

d3k
(2π)3

δ(~
2k2

2m
− µ) = 2 4π

(2π)3
k2F

~2kF /m
and

〈
(vi~k)

2
〉

FS
= 1

3
v2F = 1

3

(~kF
m

)2. Therefore, we
obtain

σ ≈ e22
4π

3

k3F
m

1

2ΓkF
.

Using the density of electrons, n = 24
3
πk3F

1
(2π)3

, this result can be written as

σ ≈ e2n

m
τ,

1

τ
= 2ΓkF

This is the famous Drude formula, where we identify the scattering time by τ =
1/(2ΓkF ). The phenomenological Drude formula was derived phenomenologically in
1900 a long time before it was know that electrons are fermions. Nevertheless, it
captures surprisingly main features of the conduction of electrons. Importantly, the
conductivity is inversely proportional to the scattering rate.

Outlook: The result given above have been derived without taking vertex corrections
into account (which often require to solve integrale equations, which is much more
work). How good or how bad the approximation is, depends on the mechanism
responsible for electron-electron scattering. For short-ranged disorder potentials
(described by δ-functions), for example, it turns out that vertex correction vanish
exactly. An other extreme case is a system with perfect momentum conservation,
where the conductivity is infinite, while ΓkF ∝ T 2 is finite. In this case, the result
derived above is completely wrong, because vertex correction cancel exactly the self-
energy corrections considered above. In most realistic situations (e.g., scattering
from impurity potentials with a finite-range or electron-electron scattering for large
Fermi surfaces), vertex corrections change the prefactor of the conductivity by a
factor of order 1. Thus, the calculation given above is at least qualitatively correct.
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6.4 Scattering Experiments

Motivation: There is an important class of experiments, which cannot directly be
described by the Kubo formula. These are scattering experiments, where one shoots
particles or waves onto a target and observes what comes out, as shown in the sketch

, t

Examples for such experiments are X-ray scattering, neutron scattering, or (angular-
resolved) photo emission.

In these experiments, one effectively measures that scattering probability or
transition rate

Γ~qout,~qin

that an incoming particle with momentum ~qin produces an outgoing particle with
momentum ~qout.

During such a scattering experiment, the momentum and energy transfer

∆~q = ~qin − ~qout, ∆E = E(~qin)− E(~qout)

describe how much momentum and energy is deposited to the target. Here E(~q) is
the energy of the test-particle, e.g., of a neutron.

If we assume that the interaction of the test-particle with the solid is weak (e.g.,
for neutrons), we can use perturbation theory to calculate the scattering rate. More
precisely, we use Fermi’s golden rule formula (which the reader has probably
derived in their quantum mechanics course)

Γ~qout,~qin =
2π

~
∑
i,f

|〈~qout, f |∆H|~qin, i〉|2 δ (E(~qin) + Ei − (E(~qout) + Ef ))
e−βEi

Z︸ ︷︷ ︸
occupation of
initial states

Here, |~qin, i〉 (|~qout, f〉denotes the initial (final) state which is the product of an
incoming plane wave of the test particle (e.g., a neutron) and the eigenstates |i〉, |f〉
eigenstates of H0, the Hamiltonian of the system which is probed.

In the following, we use the of first quantization describing the neutron position with
~R and its spin with neutron spin ~S. The neutron interacts, for example, locally the
nuclei in the solid, ψ†

n(~r)ψn(~r), as described by the Hamiltonian

∆Hc =

∫
d3r V (~R− ~r)ρn(~r).

Another important coupling arises from dipole-dipole interactions of the neutron
spin and the electron spins

∆Hs =
∑
ij

∫
d3r SiU

ij(~R− ~r)︸ ︷︷ ︸
dipole-dipole
interactions

ψ†
α(~r)σ

j
αβψβ(~r)︸ ︷︷ ︸

electron spin
density
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To evaluate the matrix element in the Golden-rule formula for, e.g. ∆Hc, we first
compute,

〈~qout|∆Hc|~qin〉 =
∫
d3Rd3r ei(~qin−~qout)~RV (~R− ~r)ρ̂n(~r)

= V−∆~q ρ̂−∆~q

For ∆Hs, we have to take the neutron spin into account (which we suppressed in
the formulas given above). Denoting the neutron wave function by |~q, α〉, α =↑, ↓,
we identify

〈~qoutαout|∆Hs|~qinαin〉 =
∑

i,j=1,2,3

σiαoutαin

2
U ij
−∆~q ŝ

j
−∆~q

where the operator sj−∆~q is the Fourier transform of the spin density
∑

αβ ψ
†
α(~r)σ

j
αβψβ(~r)

of the electrons.

Let us first consider the case, where Hc dominates. In this case, we find

Γ =
2π

~
∑
i,f

|〈f |V−∆~q ρ̂−∆~q|i〉|2
e−βEi

Z
δ(Ef − Ei −∆E)

which is the same type of formula, which we have seen for the Lehmann repre-
sentation of the correlation function C>(ω) in Eq. (150). Thus, we can rewrite it
as

Γ =
2π

~
|V∆~q|2

∫ ∞

−∞

dt

2π
Tr
(
eβHeiHtρ̂∆~qe

−iHtρ̂−∆~q

)
ei∆Et

=
1

~
|V∆~q|2

∫
dt 〈ρ̂∆~q(t)ρ̂∗∆~q(0)〉ei∆Et︸ ︷︷ ︸

C>(∆E)

Next, we use the fluctuation-dissipation theorem to express it in terms of the
imaginary part of a charge-charge susceptibility

Γc(∆~q,∆E) =
2π

~
|V (∆~q)|2 · 2 (1 + nB(∆E)) ImχRρ∗

∆~q
ρ∆~q

(∆E),

A similar formula applies for the contribution arising from the spin-spin interaction.
In this case, the result depends on the polarization of the incoming and outgoing
spin which can be worked out using the formulas given above (not shown here for
simplicity)

Γs(∆~q,∆E) ∝ (1 + nB(∆E)) ImχR
si
∆~q

∗
sj
∆~q

(∆E),

In most of neutron scattering experiments, one effectively averages over the spin
orientations. If one uses polarized neutron scattering instead, one obtains in-
formation on the spin-orientation, which can, e.g., be used to distinguish the signal
arising from the two scattering mechanisms.

Thus, we found that neutron scattering measures density-density correla-
tions of nuclei and spin-spin correlations of electrons.
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Taking into account, that ImχRρ∗
∆~q
ρ∆~q

(∆E) is an odd function of ∆E, we can compute
the ratio of the probability that the neutron either gains or loses the energy ∆E.

Γ(∆~q,∆E)

Γ(∆~q,−∆E)
=

1 + nB(∆E)

−(1 + nB(−∆E))
=

eβ∆E

eβ∆E−1

− 1
1−eβ∆E

= eβ∆E

This is an example of a detailed balance relation. Such relations follow from
thermal equilibrium and ensure that two reservoirs interacting via the exchange of
neutrons or other type of radiation equilibrate with each other.

Above, we discussed neutron scattering but very similar formulas apply for other
scattering experiment. One important example is angular resolved neutron scat-
tering, where one excites the system by absorbing photons (e.g., from a laser or a
synchrotron) and measures the direction and energy of an outgoing electron. The
interaction of the electromagnetic wave with matter is described by

∆H = −
∫
dx ~j(x) ~A(x) +O(A(x)2) ∼

∑
Γ~k,~q c

†
~k+~q

c~k a~q,

where we used that the vector potential is linear in the photon creation and annihi-
lation operators, a†~q, a~q, and we omitted all spin- and polarization quantum numbers.
The precise form of the matrix element Γ~k,~q is not important here. If the energy of the
outgoing electron is sufficiently large, one can approximately ignore the interacting
of the outgoing electron and approximate the final state in the Golden-rule formula
as c†~qout

|f〉, while the initial state is given by a†~qin
|i〉 , where |f〉, |i〉 are eigenstates of

the measured system. In this case, from ∆H only one term contributes

∆H ∝ c†~qout
c~qout−~qina~qin .

Thus, angular resolved photoemission measures the correlation function of c~qout−~qin .
Repeating the derivation given above, one obtains that

Γ(∆~q,∆E) ∝ nF (−∆E)A−∆~q(−∆E), A∆~q(ω) = Im g∆~q(ω)

Thus, angular resolve neutron scattering directly measures the fermionic spectral
function multiplied with a Fermi function.

There are many other experiments, which can be understood from the calculation
of correlation function. In a scanning tunneling microscopy (STM) experiment,
the term ∆H describes the tunneling from the tip to the sample and one measures
the current I through the probe as a function of the applied voltage. Using again
perturbation theory in ∆H, one can show that

∂I

∂V
∝ ImGR~r,~r(ω)

where ~r is the position of the tip and GR~r,~r(ω) is the real-space Green’s function where
an electron is created and destroyed at position ~r.

Another class of experiments are Nuclear Magnetic Resonance (NMR), Electron
Spin Resonance (ESR), or Muon Spin Resonance (µSR), where one measures how
oscillating magnetic fields are absorbed by local (nuclear, electronic or muon) spins
inside of the material in the presence of an external field. Effectively, one measures
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the coupling of the spins to their environment, governed by local spin-spin correla-
tion functions. One important application of NMR is Magnetic Resonance Imaging
(MRI), used in medicine.

There are, however, situations where this paradigm cannot be applied. What can
one do, if

6.5 Outlook: Beyond Linear Response

Many experiments build on the concept of weakly perturbing the system. We have
shown that they can be described by equilibrium correlation functions. We have
focused on the response linear in the external perturbation, but one can generalize
the concept also to non-linear effects, by calculating the response to 2nd or 3rd order
in the applied perturbation. Even then, one can start from an imaginary time path
integral and use analytic continuation techniques to obtain the real-time response.
This strategy fails, however, when the system is far from thermal equilibrium. Con-
sider, for example, the problem of a quench, defined by the sudden change of a
Hamiltonian. Starting from an initial state with a density matrix ρ0 = e−βH0/Z0,
one investigates the time-evolution with a different Hamiltonian H 6= H0,

ρ(t) = e−iHt/~ρ0e
iHt/~.

Expectation values, for example, are then computed from 〈A(t)〉 = tr[Aρ(t)].

Here, one can apply our standard approach to derive a function integral directly for
ρ(t) by applying a Trotter decomposition for both time evolution operators e∓iHt/~
to the left and right of ρ0 (and, possibly also a Trotter decomposition of ρ0.

The resulting theory is called Keldysh formalism. Due to the two time-evolution
operators, it includes two time variables (called contours) running from 0 to t in the
example discussed above. Thus, Green’s function are promoted to 2 × 2 matrices
Gα1α2(t1, t2), where α1 and α2 encode on which of the two time contours t1 and t2
are located. One obtains the same type of Feynman diagrams with slightly modified
Feynman rules, which take into account the matrix structure of the Keldysh Green’s
functions.

Thus, one can copy many resummation techniques from equilibrium problems. For
example, one arrives at a quantum version of the Boltzmann equation, when one
combines the Dyson equation with a self-consistent evaluation of the self-energy. The
Keldysh formalism – in combination with further diagrammatic approximations –
is therefore often the starting point to describe quantum systems far from thermal
equilibrium.
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