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Abstract
In this PhD thesis, the physics of quantum critical matter and exotic quantum state
close to quantum phase transitions is investigated. We will focus on three different
examples that highlight some of the interesting phenomena related to quantum phase
transitions. Firstly, we discuss the physics of quantum phase transitions in quantum
wires as a function of an external gate voltage when new subbands are activated. We find
that at these transitions, strong correlations lead to the formation of an impenetrable
gas of polarons, and identify criteria for possible instabilities in the spin- and charge
sectors of the model. Our analysis is based on the combination of exact resummations,
renormalization group techniques and Luttinger liquid approaches.

Secondly, we turn to the physics of multiple divergent time scales close to a quantum
critical point. Using an appropriately generalized renormalization group approach, we
identify that the presence of multiple dynamics at a quantum phase transition can lead to
the emergence of new critical scaling exponents and thus to the breakdown of the ususal
scaling schemes. We calculate the critical behavior of various thermodynamic properties
and detail how unusual physics can arise. It is hoped that these results might be helpful
for the interpretation of experimental scaling puzzles close to quantum critical points.

Thirdly, we turn to the physics of topological transitions, and more precisely the
physics of Weyl superconductors. The latter are the superconducting variant of the
topologically non-trivial Weyl semimetals, and emerge at the quantum phase transition
between a topological superconductor and a normal insulator upon perturbing the tran-
sition with a time reversal symmetry breaking perturbation, such as magnetism. We
characterize the topological properties of Weyl superconductors and establish a topologi-
cal phase diagram for a particular realization in heterostructures. We discuss the physics
of vortices in Weyl superconductors, and establish under which conditions they can trap
zero energy Majorana modes. Our disucssion ends with some remarks on possible exper-
imental signatures.
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Kurzzusammenfassung
Diese Dissertation befasst sich mit quantenkritischen Materialen und insbesondere mit
ungewöhnlichen Quantenzuständen an Quantenphasenübergängen. Die Diskussion erfolgt
an Hand von drei spezifischen Beispielen für ungewöhnliche Physik an und nahe von quan-
tenkritischen Punkten. Teil eins der Dissertation beschäftigt sich mit dem Verhalten von
Quantendrähten nahe Lifshitz-Übergängen, an denen als Funktion eines Elektrodenpo-
tentials Unterbänder aktiviert werden. Wir finden, dass sich dort ein stark-korreliertes
Gas von Polaronen ausbildet und identifizieren Kriterien für Instabilitäten dieses unge-
wöhnlichen Zustands. Unsere Analyse basiert auf einer Kombination von exakten Re-
Summierungen, Renormierungsgruppenanalysen und Luttinger Flüssigkeit Berechnun-
gen.

In Teil zwei betrachten wir die Physik von multiplen divergenten Zeitskalen an Quan-
tenphasenübergängen. Mittels einer verallgemeinerten Renormierungsgruppenanalyse zei-
gen wir, dass die Existenz verschiedener Dynamiken an einem Quantenphasenübergang
neue Skalen-Exponenten hervorbringen kann, so dass die üblichen kritischen Skalentheo-
rien nicht mehr gültig sind. Wir berechnen das quantenkritische Verhalten verschiedener
thermodynamischer Größen und analysieren detailliert die Mechanismen die zu den un-
gewöhnlichen Exponenten führen. Wir hoffen, dass unsere Ergebnisse für manche der
Experimente die anscheinend im Widerspruch zu den üblichen kritischen Skalentheorien
stehen relevant sein könnten.

Als letztes Beispiel betrachten wir in Teil drei die Physik von Weyl Supraleitern. Diese
sind die supraleitenden Verwandten von topologischen Weyl Halbmetallen und entstehen
wenn der Quantenphasenübergang zwischen einem topologischen Supraleiter und einem
normalen Isolator mit einer Zeitumkehrinvarianz brechenden Störung betrachtet wird.
Spezifisch diskutieren wir das topologische Phasendiagramm von Weyl Supraleitern in
Heterostrukturen und analysieren die Physik von Vortices in Weyl Supraleitern, die unter
bestimmten Umständen auch Majorana Null-Moden beherbergen können. Wir schließen
das Kapitel mit einer Diskussion von experimentellen Signaturen von Weyl Supraleitern.
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Chapter 1

Introduction

One of the greatest motivations to study solid state systems is, besides the beauty of
their properties, the fact that they never stop to surprise us with novel and unexpected
behavior. Given the enormous complexity of the world surrounding us, it is (not) aston-
ishing that depending on the perspective only the simple Hydrogen atom can be fully and
exactly understood (if anything at all). On the other hand, generations of physicists have
succeeded in developing effective descriptions valid within some well-defined limits and
assumptions. These theories are precise enough to predict fascinating properties which
can be verified by experiments (such as the existence of topological insulators, just to
name a prominent recent example).1–5 One tantalizing question is thus how these theories
describing different limiting cases can be connected to draw a global and comprehensive
picture of material properties.

An important manifestation of this question arises at so-called phase transitions when
materials change their macroscopic behavior in an important way, such as the transition
between magnetic and non-magnetic iron. While the different phases can in many cases
be described by well-defined limiting theories, the nature of the material at the transition
remains in general unclear. Excitingly, such “critical” materials are not just a mixture
of the two limiting phases, but have new and distinct properties including for instance
divergences in physical quantities.6,7 To put it in an ancient Greek way, the whole is again
greater than the sum of its parts. The attempt to understanding phase transitions has
not only succeeded in explaining a large number of experimental observations, but has
also been fruitful for the progress of physics in general (for instance by its contributions to
the renormalization group approach).7–9 Despite this great success, critical materials are
still far from being generally understood. This open question has seen renewed interest
with the advent of quantum phase transitions, which mark phase transitions driven by
quantum fluctuations rather than thermal motion.7,9–11 While these quantum critical
points strictly speaking only exist as a theoretical construction at zero temperature, they
can be related to new and unexpected physics even at finite and experimentally accessible
temperatures. As an example, the usually very successful description of physics in terms
of Landau quasiparticles is not applicable any more. Therefore, new theories describing
the physics at and close to the transitions have to be developed, and no general solution
to this problem has been established so far.12

In this thesis devoted to quantum critical matter, i.e. physical systems at and close
to quantum phase transitions, we want to discuss how the existence of a nearby quan-
tum critical point allows for novel physics to arise, and how the usual description of

1



2 CHAPTER 1. INTRODUCTION

material properties can break down in quantum critical matter. To this end, we study
three examples of quantum critical matter. At first, we discuss a very concrete man-
ifestation of quantum critical physics, namely the activation of conductance channels
in one-dimensional quantum wires defined in GaAs-heterostructures. We show how the
usual description of these systems in terms of coupled Luttinger liquids breaks down due
to the presence of interactions. We identify the strongly correlated state of the system at
the transition from one to two conductance channels, and discuss under which conditions
this state becomes unstable. This is achieved by a combination of different approaches,
each appropriate to a precise way on which the transition is approached. However, a
global picture of these transitions is still missing, and further work is needed to unify the
different limiting cases.

In a second part, we turn to the description of quantum critical points in terms of
universal low energy theories depending only on a small set of critical exponents. While
many experimental observations could have been explained by these theories, experiments
sometimes also seem to be beyond their scope. We discuss that the usual scaling can
indeed break down if different parts of a system become critical at the same time, and
extend the theory of scaling to the scenario of multiple dynamics. More precisely, we
analyze quantum critical points characterized by a single divergent length scale ξ and two
divergent time scales τi = ξzi , and find that they can be described by a new, emergent
length scale and a related emergent dynamical exponent. These considerations might be
relevant in the context of experimental scaling puzzles close to quantum critical points.

Last but not least, we turn to the physics of Weyl superconductors, an unusual state
of matter that can be understood in the framework of quantum critical systems. More
precisely, Weyl superconductors have topologically trivial and non-trivial subsystems in
different part of the momentum space. We find that these are separated by Bogoliubov
Weyl nodes which correspond to quantum critical points of px+ipy-superconductors when
the system is considered in terms of layers of constant momentum pz in the reciprocal
space. Weyl superconductors are shown to exhibit unusual phenomena such as Fermi
arcs, i.e. open Fermi lines in their surface Brillouin zones. We derive a topological phase
diagram of Weyl superconductors in heterostructures of standard superconductors and
topological insulators, and discuss that vortices in Weyl superconductors can, under
certain circumstances, trap zero energy Majorana modes that could in principle be used
for quantum computation. The exotic quantum critical state of Weyl superconductors is
however also interesting for its own sake, and has fascinating experimental implications,
some of which are discussed at the end of this third part.



Part I

Quantum phase transitions in quantum
wires
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Chapter 2

Quantum phase transitions in quantum
wires

Throughout the last century, the progress in consumer electronics has been one of the
driving forces of condensed matter physics. Numerous groundbreaking developments in
the field have shaped todays world, and have been awarded with several Nobel prices
(like the transistor, optoelectronics or integration of circuits, to name just a few). The
technical advances also gave rise to the so-called digital revolution marking the beginning
of the information age.

One of the main answers to the increasing demand of computational power is the inte-
gration and miniaturization of electronical components. By now, the mass production of
semiconductor structures with an average half-pitch of 32 nm has become industrial stan-
dard. Such small devices are often fabricated starting from a two-dimensional electron
gas (2DEG), which can be realized in semiconductor heterostructures, e.g. GaAs/GaAlAs
devices (see Fig. 2.1a) or metal-oxide-semiconductor (MOS) sandwiches. The electronic
structures may then be defined by, for instance, itching them into the sample, some-
what analogously to drawing on a paper. A commercially important but scientifically
not always intended consequence of the chemical definition of nanocircuits is that the
samples can not easily be changed after their production. A higher in-situ tunability
can be achieved by using electrostatic gates which deplete certain areas of the 2DEG,
see Fig. 2.1b. As an alternative to the chemical or electrostatic shaping of a 2DEG,
conducting nanostructures can also be realized using molecules, e.g. carbon nanotubes
connecting different parts of the circuit, giving rise to the field of molecular electronics.

Within such nanoscopic structures, currents are transported in wires thin enough
for quantum mechanics to play an important role. Quantum wires, as such wires are
consequently dubbed, are most prominently characterized by a strong confinement of the
electrons which behave as particles in quantum wells along both transversal directions,
while they move more or less freely along the third axis. Far beyond their usage in
electronic circuits, quantum wires are also of fundamental scientific interest. From a
condensed matter physicist’s perspective, quantum wires are ideal playgrounds to study
one-dimensional physics such as conductance quantization (shown in Fig. 2.2 adapted
from Ref. [14]), Luttinger liquid physics or spintronics. Recently, it has also been realized
that quantum wires can be in a topologically non-trivial state, which has generated a lot
of scientific interest.15 After some more general introductory remark on one-dimensional
systems, we will however turn to yet another fascinating facet of quantum wire physics,

5



6 CHAPTER 2. QUANTUM PHASE TRANSITIONS IN QUANTUM WIRES

(a) Creation of a 2DEG. (b) A quantum wire in a 2DEG.

Figure 2.1: Subfigure (a) schematically shows the creation of a 2-dimensional electron
gas (2DEG) at the interface of a GaAs/GaAlAs heterostructure due to the alignment of
the chemical potentials in the sample, leading to a curved bandstructure. The spatial
direction perpendicular to the interface is denoted by z, µ is the chemical potential.
Subfigure (b) depicts the definition of a quantum wire in a 2DEG using electrostatic
gates which confine the electrons to a quasi one-dimensional area (figure taken from
Ref. [13]). The gates are located on the top of the sample, i.e. at some distance above
the 2DEG.

namely quantum phase transitions in one dimension. At first, the precise model of an
interacting quantum wire that we will be working with shall be defined. After deriving
a mean-field phase diagram, we will turn to the limit of strong interactions to give a
first flavor of the precise Lifshitz transition that we are concerned with. The subsequent
chapters will then analyze the latter for weaker interaction strengths.

Publication of the project on quantum phase transitions in quantum wires
Some of the results deriving from the subsequent considerations have been published in
Ref. [16], and the next two chapters will partially follow along the lines of thought of this
publication. The latter covers large parts of chapters 2 and 3, while the discussion of two
subbands of finite filling in terms of coupled Luttinger liquids contained in chapter 4 has
not been published. I would like to seize the opportunity to again thank my colleagues
who have been involved in this project for our fruitful collaboration.

2.1 Why one-dimensional physics are special

One-dimensional (1D) systems of interacting particles are in many respects different from
their higher dimensional analogs. As an example, the Mermin-Wagner theorem states
that continuous symmetries can not be broken at finite temperatures in systems with
less than two dimensions. One-dimensional systems do thus “not exhibit true long-range
order”. In addition, the famous Fermi liquid theory emerging as a low-energy descrip-
tion of a large number of higher dimensional systems fails in one dimension. As we will



2.1. WHY ONE-DIMENSIONAL PHYSICS ARE SPECIAL 7

(a) The experimental setup. (b) Quantization of the conductance.

Figure 2.2: Experimental data on the quantization of the conductance in quantum point
contact (equivalent to a short quantum wire), adapted from Ref. [14]. The sample is a
GaAs/GaAlAs heterostructure, the setup is shown in subfigure (a). The conductance in
subfigure (b) is measured as a function of a gate voltage which controls the width of the
quantum point contact and thus the number of accessible channels.

furthermore see, Bosons and Fermions are in a way equivalent in 1D. All of these points
make one-dimensional systems special and fascinating, and have driven a big amount
of research in the last decades. New theoretical tools, such as the Luttinger liquid de-
scription, have been developed in order to tackle such systems, and a vast amount of
experimental realizations of (effectively) one-dimensional systems has been found, exam-
ples of which include spin chain compounds, carbon nanotubes, edge states in topological
systems, and cold atom realizations.

2.1.1 Mermin-Wagner theorem and phase transitions in one di-
mension

Interacting systems have in general the tendency to form ordered states. The order and
composition of the building blocks of these states are such that the system optimizes the
interaction energy, and the global state of the system can be controlled by changing the
interaction strength. This leads to the concept of spontaneous symmetry breaking. In
a ferromagnet, for instance, each magnetic moment may in principle point in any direc-
tion, and the Hamiltonian is invariant under global rotations. Nevertheless, the magnetic
moments will in general spontaneously and arbitrarily choose one specific direction and
collectively align, i.e. order, along the latter. This so-called spontaneous symmetry break-
ing is driven by the ferromagnetic interaction of the spins. In terms of the free energy,
the gain in the spin-spin interaction energy outweighs the loss in entropy of an ordered
state with respect to the disordered state, where each magnetic moment could point an
arbitrary direction.

The tendency to form ordered states depends however crucially on the dimensionality
of the system. The smaller the number of space dimensions, the less important is the gain
in energy with respect to the loss in entropy. As an example, consider a system of Nd

Ising spins (where d is the number of space dimensions) that are ferromagnetically coupled
to their nearest neighbors. The relevant excitations around the ferromagnetic state are
domain walls (i.e. d− 1-dimensional hyperplanes). These are associated with an energy
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cost of E ∼ J Nd−1. A domain wall can however be placed at any position in the system,
which leads to an entropy of S ∼ kB T ln(N). In the thermodynamic limit N → ∞, an
ordered state is thus excluded at any finite temperature T for dimensions d ≤ 1 because
domain walls proliferate due to the associated gain of free energy F = E − T S. In
short, a classical lattice of Ising spins with nearest neighbor interactions does thus not
exhibit an ordered state in one dimension, while it does so in two dimensions (which
has been discussed in detail by Ising for the one-dimensional case and by Onsager in the
two-dimensional case).17,18 On more general grounds, it has been shown by Mermin and
Wagner that the spontaneous breaking of continuous symmetries does not occur at finite
temperatures in systems with two or less dimensions.19,20 In more mathematical terms,
the Goldstone bosons related to a spontaneous symmetry breaking would have a low-
energy divergent correlation function, which is in disagreement with the hypothesis of a
stable, ordered state.21 Note that this does in general not exclude an ordered phase at zero
temperature or other types of (quantum) phase transitions. For one-dimensional quantum
systems, which at zero temperature correspond to a classical system of D = d+z = 1+z
dimensions (where d is the spatial dimension and z the dynamical exponent), continuous
symmetry breaking is however generically excluded if the low energy excitations have a
linear dispersion characterized by the dynamical exponent z = 1, which is for example
the usual situation in one-dimensional electronic bands.

Despite the fact that true long-range order is generally forbidden in one dimensional
systems, the latter often exhibit Kosterlitz-Thouless (or Berezinsky-Kosterlitz-Thouless)
type transitions. At these transitions, the system changes from an entirely disordered
phase with correlations that decay exponentially in the distance to a quasi long-range
ordered phase with correlation functions decaying as a power law in distance. Kosterlitz-
Thouless transitions can also be interpreted as phase transitions of infinite order. A
second example of quantum phase transitions in quantum wires are the so-called Lifshitz-
transitions, at which the topology of the Fermi surface changes. This includes in particu-
lar the appearance of additional Fermi points, as happens when new bands are activated
in a quantum wire. In the following, we will precisely discuss the physics of Lifshitz
transitions in interacting quantum wires.

2.1.2 Luttinger liquid theory and bosonization

Interacting fermions can often be conveniently described by a Fermi liquid description.
The latter is based on the picture of emergent low energy degrees of freedom forming
well-defined quasiparticles with effective parameters set by the, generally strong, interac-
tions in the system. These quasiparticles may themselves still be interacting, but should
of course be stable against spontaneous instabilities. While Fermi liquid theory has
been of great success in two and three dimensions, it generically fails in one-dimensional
systems. From a technical perspective, the break-down of Fermi liquid theory in one di-
mension can be understood as a divergence of the electronic susceptibilities χ(q, ω) given
the particle-particle and particle-hole bubbles. These bubbles also constitute the lowest
order renormalization of the interactions in the system. Their divergence thus signals
an instability and consequently the break-down of the electronic quasiparticle picture.
Further details can be found in textbook, see for instance Ref. [22].

In 1950, Tomonaga proposed a different picture for one-dimensional systems, today
known as the Tomonaga-Luttinger or Luttinger liquid.22–26 It is based on the picture
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(a) Charge density wave (CDW). (b) Spin density wave (SDW).

Figure 2.3: Density waves in a one-dimensional system. The upper panels show the spatial
density modulations of spin up particles (solid lines) and spin down particles (dashed
lines), relative to the uniform average densities. The lower panels depict spin up and spin
down particles in real space. Subfigure (a) depicts a charge density wave (CDW), where
the charge density is modulated while the spin density vanishes everywhere. Subfigure
(b) shows a spin-density wave of uniform charge density but modulated spin densities.
Figure adapted from Ref. [22].

that the relevant low-energy degrees of freedom in one-dimensional systems are collective
density waves rather than single-particle excitations. To understand this, consider a chain
of one-dimensional particles with repulsive interactions. When energy and momentum
are transferred to one of these particles, i.e. whenever a single particle excitation is
created in the system, the corresponding particle will start to move. Different from higher
dimensional systems, it can however not avoid crashing into the surrounding particles,
similarly to a Newton’s cradle. By virtue of these collisions, energy and momentum are
transferred to neighboring particles, until the initial single-particle excitation has finally
decayed into a collective density wave of all particles in the system. Importantly, this
picture is independent of the statistics of the underlying particles. It turns out that
the relevant low-energy degrees of freedom of a one-dimensional system are collective,
bosonic density waves and not single-particle excitations, and that it does in this respect
not matter whether the system is microscopically composed of fermions or bosons. As
depicted in Fig. 2.3, these waves correspond to modulations of the charge or spin densities.
Importantly, the spin and charge densities can vary independently. This leads to the
important concept of spin-charge separation, stating that the spin and charge degrees
of freedom are decoupled in one dimension. This is yet another important difference to
quasiparticle excitations in higher dimensions.

When working with one-dimensional systems, the main task is thus often to distill the
density wave Hamiltonian from the initial degrees of freedom. To this end, one commonly
uses the technique of bosonization, which relates single particle creation and annihilation
operators to non-local, string like operators corresponding to the relevant density waves.
Since bosonization simply extracts the bosonic collective density wave excitations from
the single-particle picture, it may be applied to both bosonic and fermionic systems. The
equivalence between bosonic and fermionic formulations of a one-dimensional theory also
allows to voluntarily switch between bosonic and fermionic descriptions. This often turns
out to greatly simplify the calculations. Besides bosonization, this can be achieved by, for
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(a) Multi-subband quantum
wire.

(b) Linearization of the spec-
trum.

Figure 2.4: Schematic representation of the dispersion ε(k) in a multi-subband quantum
wire as a function of the linear momentum k. Each subband corresponds to a quadratic
dispersion. For filled bands, the dispersion can be linearized around the chemical potential
µ. This is however not possible if the chemical potential is at the bottom of one of the
bands, or even below the band bottom.

instance, refermionization or Jordan-Wigner transformations. Pedagogical introductions
to all of these techniques can be found in Refs. [22,27–29].

2.2 Limits of the Luttinger liquid theory: Lifshitz tran-
sitions in quantum wires

Within the framework of Luttinger liquid theory, a large amount of one-dimensional
physics, even including interacting systems, could have been brought to more or less
exact solutions. This again relies on the picture of density waves as relevant low energy
degrees of freedom. Since the density operator of particles described by operators c is
already quadratic in these fields, ρc ∼ c†c, a standard quartic interaction term is only
quadratic in the densities, and thus allows for exact solutions by mere diagonalization
in terms of the correct degrees of freedom.22 If however the picture of collective density
waves is not valid anymore, the situation is much less clear. As an example, the standard
technique of bosonization is generally based on the linearization of the dispersion around
the Fermi level. This is however not possible at the Lifshitz transitions corresponding
to the activation of subbands of a quantum wire. If the chemical potential is exactly at
the bottom of one of the bands, the latter can clearly not be linearized, see Fig. 2.4. In
addition, the newly activated subband is only very dilutely populated, and its physics
corresponds to scattering between isolated particles rather then modulations of a more
or less homogenous density. Similar considerations hold true if the chemical potential is
close to the band edge on the energy scales of temperature or interactions.

In the next two chapters, we thus intend to shed some more light on the non-Luttinger
liquid behavior of quantum wires close to quantum phase transitions. In doing so, we
first distinguish two limiting cases. Firstly, the system can be dominated by its repulsive
Coulomb interactions, in which case the formation of a Wigner crystal is expected.13
In this case, the simplest possible quantum phase transition corresponds to a zigzag-
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deformation of the Wigner crystal as a function of the electronic density (or confine-
ment). The effect of interactions on this transition is the subject of Sec. 2.3. Secondly,
if the kinetic energy dominates over the interaction energy, i.e. when the picture of a
multi subband quantum wire is applicable, we discuss how interactions affect the Lifshitz
transition corresponding to the activation of further subbands. More precisely, we will
be interested in the case that the chemical potential is close to the bottom of the second
band, see Fig. 2.4. The second subband is then just about the get filled or "activated".

The activation of the second subband has been approached from different perspec-
tives with different conclusions.30–36 For spinless (spin-polarized) electrons, it was shown
that the transition at weak interactions corresponds to a Lifshitz transition of polarons,
i.e. electrons dressed with a screening cloud.13,37,38 For stronger interactions, the transi-
tion was identified as an Ising transition, which translates to Wigner crystal physics.38
In the case of spinful electrons, two publications are most relevant for our subsequent
discussions. Firstly, Varma and Zawadowksi have analyzed the physics of two coupled,
one-dimensional bands of different fillings.30 In the limit that the corresponding Fermi
velocities are largely different, this regime corresponds to having the chemical potential
just slightly above the bottom of the second band (i.e. just a little bit higher than de-
picted in Fig. 2.4), and can thus be understood as approaching the activation of the
second band "from above". They found that the system may exhibit several kinds of
instabilities, depending on the values of the various interaction strengths. This regime
will be investigated in chapter 4. In a second work, Balents and Fisher have tackled the
transition for a two-chain Hubbard system using an ε-expansion of the quadratic disper-
sion of the band bottom, E(k) ∼ k2 → k1+ε.33 They also found potential instabilities,
including a possible superconducting instability.

Nevertheless, a full picture of the transition is still to be drawn. In particular, we
would like to quantify the presence or absence of instabilities for the experimentally (and,
to some extent, also commercially) important quantum wires made from interacting two-
dimensional electron gases in GaAs/GaAlAs structures. We will therefore first derive the
corresponding model from a microscopic Hamiltonian in the next section, before analyzing
it for strong and weak interactions, two limits demanding for different approaches. In
particular, Sec. 2.4 will be concerned with the limit of strong interactions. The limit of
weak interactions will finally be the subject of the remainder of the next two chapters.

2.3 From two-dimensional electron gases to quantum
wires: a mean field analysis

In order to derive an effective model for a quantum wire electrostatically defined in a
2DEG (as shown in Fig. 2.1b), we first identify the tuning parameters of the system,
which can naturally be expressed in terms of characteristic length scales. From the
comparison of these length scales, different regimes will be identified and the mean field
phase diagram shown in Fig. 2.5 shall be derived.

Length scales in the system

The quantum wire under consideration is described by a model Hamiltonian for a two-
dimensional electron gas interacting by Coulomb repulsion, plus a confining potential
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defining the quantum wire. The Coulomb interaction is generally screened by the nearby
gates necessary to define the wire. The corresponding model can be decomposed into
kinetic energy T , the screened Coulomb potential Vint and the confinement Vconf ,

H2DEG = T + Vint + Vconf . (2.1)

Working in units of ~ = 1, kB = 1, 4πε0 = 1, the kinetic energy T of the electron gas is
simply given by

T =
∑
i

~pi
2m

, (2.2)

where ~pi is the first quantized momentum operator of the ith electron and m the effective
electron mass in the material. The screening of the Coulomb interaction happens by
virtue of mirror charges in the metallic gates. Assuming that these gates are at some
distance d from the 2DEG, the total interaction reads

Vint =
1

2

∑
i 6=j

U(|~ri − ~rj|) , (2.3)

with the interaction between the particles i and j at sites ~ri and ~rj being

U(|~r|) =
e2

εr

[
1

|~r| −
1√

~r2 + (2d)2

]
(2.4)

(where e is the electron charge and εr is the material-dependent relative permittivity or
dielectric constant). The confining potential defining the quantum wire is approximated
as parabolic and assumed to be characterized by a frequency Ω. It thus reads

Vconf =
1

2
mΩ2

∑
i

y2
i , (2.5)

with yi being the y-coordinate of the ith electron.
The four terms of the Hamiltonian (kinetic energy, bare interaction, screening term,

and confinement) set four characteristic length scales. The average kinetic energy is
related to the electron density, and the corresponding length scale is the mean particle
spacing 1/n, with n being the number of electrons per unit length in the wire (or n2 being
the number of electrons per unit area if the confining potential is weak). The interaction
between the electrons depends on material properties through the dielectric constant εr
and the sample dependent effective mass, which define the Bohr’s radius aB = ε/(e2m)
(note that we use the convention ~ = 1 throughout the whole text). The screening of
the interaction is characterized by the distance d between the gates and the electron gas,
which sets the screening length of the system. Last but not least, the confining potential
relates to an oscillator length x0 = 1/

√
mΩ. The ratios of these four characteristic length

scales govern the physics of the system, and all of them are experimentally tunable (aB
and d may be varied by using different samples, whereas 1/n and x0 can even be changed
in-situ by adjusting gate voltages). A summary of the length scales, along with typical
experimental values taken from Ref. [13], is given in Tab. 2.1. The remainder will be
devoted to GaAs structures, such that in particular the Bohr’s radius is assumed to be
much smaller than the screening length, aB � d.
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length scale typical experimental value for GaAs
1/n mean particle spacing in-situ tunable
aB material dependent Bohr’s radius 10nm
d screening length/distance to gates 100nm
x0 oscillator length of the confinement width of the wire (in-situ tunable)

Table 2.1: Characteristic length scales of a quantum wire in a 2-dimensional electron gas.
The typical experimental values concern GaAs structures and are taken from Ref. [13].

Mean field phase diagram

Depending on the ratio of the four characteristic length scales (and associated energy
scales), the quantum wire can exhibit different phases. The principal distinction is to
be made between an interaction dominated regime and a single-particle regime. If Vconf

dominates over the kinetic energy T , the quantum wire is in a Wigner crystal state with
essentially localized electrons. If on the other hand the dominant scale is set by the kinetic
energy T , the wire is described by multiple subbands of interacting, wavelike electrons.
The interplay of the respective dominant energy scale with the confining potential Vconf

finally triggers a quantum phase transition from the truly one-dimensional to a quasi
one-dimensional system, which is at the heart of the following discussions. We will now
analyze the different regimes in a mean-field approach that minimizes the dominant term
in the Hamiltonian, and will finally be able to draw a mean field phase diagram in Fig. 2.5.
The physics associated with the spins of the electrons turn out to be decoupled from their
charge degree of freedom and will be discussed subsequently.

Screened and unscreened interaction energy scale At first, it is instructive to
analyze the behavior of the average interaction energy for different electron fillings. For
an average electron density n per unit length, the typical interaction energy scale is of
the order

U ∼ e2

εr
n

[
1− 1√

1 + (2nd)2

]
. (2.6)

In case the inverse particle density is higher than the screening length, n d � 1, the
electrons interact by an essentially unscreened repulsion. If however the inter particle
spacing becomes of the order of, or larger than, the screening length, the image charges
in the nearby gates screen the Coulomb interaction. An expansion to leading order in
the respective small parameter (n d)±1 yields the characteristic energy scale as

U ∼
{

(e2/εr)n , n d� 1

(e2/εr) 2n3 d2 , n d� 1 .
(2.7)

Note that the mirror charges in the gates thus ensure that the interaction potential falls
off as a dipole field for large inter particle distances. As will be discussed in chapter 3,
local interactions different form the mean field considered here will become important in
the low density limit n d� 1 for spinful fermions.
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Figure 2.5: Mean-field phase diagram of the Hamiltonian (2.1) as a function of the
inverse one-dimensional electron density n−1 and the oscillator length x0 = 1/

√
mΩ,

both measured in units of the Bohr radius aB = ε/(e2m). As x0 increases, a transition
occurs at the (red) solid line from a one-dimensional to a quasi-one-dimensional state.
At low densities 1/(naB) � 1, this transition corresponds to the deformation of a one-
dimensional Wigner crystal into a zigzag configuration. At high densities, 1/(naB)� 1,
the transition is triggered by the filling of a second subband. The (curved) thick dotted
line indicates where the interaction energy equals the subband separation so that the
band picture ceases to be well-defined, the vertical dashed line denotes the limit between
the Wigner crystal and multi-subband quantum wire regimes. For large x0, the two-
dimensional limit is approached. For a derivation of the various lines and regimes, see
the main text. Figure taken from Ref. [16].
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Single-particle limit: multi-subband quantum wire The characteristic energy
scale of single particle physics is the Fermi energy EF ,

EF ∼
n2

2m
, (2.8)

and is of the order of the average kinetic energy of the system. The system is thus
governed by its single particle sector if the mean field interaction energy is smaller than
the Fermi energy (we however note that local interactions not considered yet will turn
out to be important in this case, see chapter 3). Comparing the expressions (2.7) and
(2.8), we find that this happens both at high and very low densities, namely if

n aB > 1 or n aB <
(aB
d

)2

� 1 . (2.9)

In these cases, it is appropriate to first choose the eigenbasis of the single-particle part
of the Hamiltonian consisting of T + Vconf , see Eqs. (2.2) and (2.3), and to analyze
interactions as a secondary effect in that basis. The single-particle eigenbasis is given
by product-states of traveling waves along the wire and the oscillator eigenfunctions in
the transverse directions. The system is, quantum-mechanically speaking, strictly one-
dimensional (1D) as long as only the lowest oscillator level is occupied. The quantum
wire is on the other hand considered to be “quasi-1D” if several subbands are occupied,
i.e. if the transversal part of the wave function is not uniquely defined anymore. By
comparing the Fermi energy EF = n2/(2m) with the typical confining energy Ω (note
that we work in units of ~ = 1), one obtains the condition

x0 <
1

n
, (2.10)

that is shown as a solid line in Fig. 2.5. The transition from a single- to a two-subband
quantum wire, which shall be analyzed in the following, happens if the chemical potential
reaches the bottom of the second band corresponding to the second transversal wave
function. The transition occurs if the chemical potential is of the order of the energetic
separation of the transversal wave functions, EF = n2/(2m)

!∼ Ω. The second subband
is thus filled if nx0 & 1. Upon further increasing the density n or relaxing the confining
potential, i.e. increasing the oscillator length x0, more and more subbands are populated.

The oscillator levels are however only well defined as long as the oscillator frequency Ω
is larger than the typical Coulomb energy U(1/n) and the temperature (the latter is here
however considered to be negligibly small). In the multiband quantum wire regime, where
the electrons are so dense that interaction can safely be approximated by the unscreened
limit, this translates to the condition

x0 <
√
aB/n , (2.11)

shown as a dotted line in Fig. 2.5. For even larger oscillator length x0 one crosses over
from the quasi-1D case to a two-dimensional regime where the subbands are washed out.

Interaction dominated regime: Wigner crystal For moderate but not too
small densities, 1 � naB � (aB/d)2, interactions dominate over the kinetic energy of
the particles. The electrons in the quantum wire will then localize on distinct sites in
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Figure 2.6: Transition from a one-dimensional to a quasi-one-dimensional state. At strong
coupling, naB � 1, the transition corresponds to the deformation of a 1D Wigner crystal
to a zigzag configuration. Figure taken from Ref. [16].

order to minimize the dominant interaction energy, resulting in a Wigner crystal state
of electrons.39,40 As a function of oscillator length x0, there is a competition between
the interaction and the confining potential. If the confining potential is deep, transverse
excitations are very costly, and the Wigner crystal has linear order. As the potential
gets increasingly shallow, the Wigner crystal exhibits a transition from linear to zigzag
order, see Fig. 2.6. Upon further decreasing the confinement, additional transitions to
multi-row configurations occur. In the limit of infinitely shallow confinement, the full
two-dimensional behavior is recovered.13,37,41–44

The deformation of the Wigner crystal from a linear to a zigzag structure occurs if the
gain in Coulomb repulsion due to a larger inter particle spacing outweighs the energy cost
of pushing the electrons perpendicularly to the wire and thus away from the minimum of
the confining potential. Comparing the energy gain in Coulomb interaction for a small
dilatation δy with the energy cost in confining energy,

U(1/n)− U
(√

1/n2 + 4δy2
)
∼ 1

2
mΩ2 δy2 , (2.12)

one arrives at the stability criterion for the one-dimensional Wigner crystal state. At
intermediate densities, 1 > naB > aB/d, where the interaction is still approximately
unscreened, the crystal is stable for

x0 <
(aB
n3

)1/4

, (2.13)

indicated by the solid line in Fig. 2.5. At low densities, n < 1/d, the mirror charges in the
gates becomes important. Equation (2.12) then has to be evaluated using the screened
limit of the interaction, which yields the stability criterion

x0 <

√
1

nd

(aB
n3

)1/4

, (2.14)

and thus a modified transition line between the linear and the zigzag crystal. At even
even lower densities, n < aB/d

2, the effective interaction between electrons in the crystal
is of dipole type due to the mirror charges induced in the gate electrodes, U ∼ d2n3 (see
Eq. (2.7)). These dipole interactions are not sufficient to sustain long range (quasi-)order
anymore, and the Wigner crystal melts again. This is however not shown in Fig. 2.5.
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2.4 A short discussion of the Wigner crystal regime
If the physics is dominated by the interactions between electrons in the wire, a Wigner
crystal forms. As discussed in the last section, the latter exhibits a transition from a one-
dimensional arrangement to a zigzag crystal when the oscillator length x0 is increased,
i.e. when the confinement is weakened. In the next section, we want to analyze if, and
possibly how, interactions affect this transition.

Effective model for the charge sector The effective model for the Wigner crystal
is derived based on the physical picture of quasi-long range ordered electrons oscillating
around their equilibrium positions (x0

j , y
0
j )
T = (j a, 0)T with j εZ. The spacing between

the different sites is given by the inverse average density a = n−1. The low energy physics
are then described by the phonons corresponding to the displacements of the electrons
around their equilibrium positions, and their interactions. We thus derive the model of
the Wigner crystal as usual for phonons by expanding the full Hamiltonian in Eq. (2.1)
in the dimensionless displacements

(
uxj
uyj

)
=
(xj − x0

j

a
,
yj − y0

j

a

)T
. (2.15)

Next, we extract the physically most important phonon modes from the full spectrum.
Firstly, we have to take into account the Goldstone mode associated with the spontaneous
breaking of translational symmetry in the crystal, which corresponds to the uniform
displacement of all electrons along the axis of the wire,

~u
‖
0(xj) ≈ u

‖
0(1, 0)T . (2.16)

Being a Goldstone mode, u‖0 is certainly gapless, but should also be harmless. The next
important mode is the out-of-phase displacement perpendicular to the wire axis,

~u⊥π (xj) ≈ u⊥π (0, (−1)j)T . (2.17)

This mode describes a the zigzag type motion of the electrons in the Wigner crystal.
We therefore expect it to become gapless at the zigzag quantum phase transition. For
completeness, we also keep track of the modes

~u‖π(xj) ≈ u‖π((−1)j, 0)T , (2.18)

which corresponds to the longitudinal out-of-phase mode, and

~u⊥0 (xj) ≈ u⊥0 (0, 1)T , (2.19)

the transversal in-phase mode. Although we expect these modes to have large gaps,
we want to be sure that interactions do not lead to a substantial softening for either of
them. In case there was such a softening, the system might for instance exhibit a Peierls
transition (if the u‖π-mode becomes gapless).22 The detailed derivation of the phonon
action also yields the interactions between the different modes, and can be found in
appendix B.1.

We find that indeed, the mode u‖π and u⊥0 have large gaps ∆
‖
π and ∆⊥0 determined

by the Coulomb interaction and the confining potential, respectively. At the zigzag
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transition, which is due to the competition of Coulomb repulsion and confinement, these
two gaps are of the same order. The low energy physics, on the other hand, is governed
by the Lagrangian density L = L‖0 + L⊥π + Lint with

L‖0 =
m

2n

[
(∂τu

‖
0)

2
+ v2

‖0

(
∂xu

‖
0

)2
]
, (2.20a)

L⊥π =
m

2n

[
(∂τu

⊥
π )

2
+ v2

⊥π
(
∂xu

⊥
π

)2
+ r (u⊥π )2 + s (u⊥π )4

]
, (2.20b)

Lint = λ
(
∂xu

‖
0

)
u⊥π

2 , (2.20c)

where τ is the imaginary time and where, in the limit d−1 � n � a−1
B , the longitudinal

velocity v‖0 evaluates to v2
‖0 = 2n/(m2aB), the transversal velocity is v2

⊥π = n/(m2aB),
the control parameter is r = (2/m)

(
x−4

0 − x−4
0c

)
with x0c = (aB/(2n

3))1/4, and s =
6n3/(m2aB). The interaction between the modes finally evaluates to λ = 6n/(aBm) (see
appendix B.1.)

As expected, the mode u‖0 is a gapless Goldstone mode, while the mode u⊥π drives
a quantum phase transition as the parameter r is tuned. At the transition, where the
Coulomb interaction is of the order of the confinement energy, the latter mode is gapless,
while it has a gap of order

√
r away from the transition. At low densities (or strong

confinement), corresponding r > 0 and thus the disordered phase, it has a vanishing
expectation value, such that the Wigner crystal exhibits a truly linear (quasi-)order
without zigzag deformation, see Fig. 2.6. For high fillings (or weak confinement), where
r < 0, the mode u⊥π however acquires a finite expectation value 〈u⊥π 〉, and the Wigner
crystal is in a zigzag arrangement.

At criticality, r = 0, the Lagrangian L⊥π corresponds to a critical one-dimensional
Ising model (note that s > 0 ensure the stability of the latter). A finite expectation value
of the related field u⊥π describes a finite dilatation of the Wigner crystal perpendicular
to the wire axis in the plane of the two-dimensional electron gas, which corresponds to
a finite magnetization of chain of Ising spins.16 The zigzag transition is thus in the Ising
universality class if the coupling of L⊥π to all other modes are irrelevant. If the Wigner
crystal was pinned and the positions of particles along the wire were fixed, the transition
would break the reflection symmetry in the confining plane. However, the presence of the
mode u0

‖, i.e., the fact that the crystal may deform in the longitudinal direction, makes the
zigzag order non-local.45 The critical properties of the u⊥π mode can be further analyzed
by mapping them on a fermionic degree of freedom Ψ. This mapping is most conveniently
done by interpreting u⊥π as a critical, one-dimensional Ising chain, which in turn can be
mapped to a fermionic quantum wire by a Jordan-Wigner type transformation. This
yields the Lagrangian density46

Lferm
⊥π = Ψ†∂τΨ +

v⊥π
2

(Ψ∂xΨ + h.c.) + rΨ†Ψ . (2.21)

The longitudinal plasmon u0
‖ couples to the most relevant operator (u⊥π )2 ∼ Ψ†Ψ of

the Ising model so that the interaction term (2.20c) can be rewritten in the fermionic
formulation as

Lferm
int = λ

(
∂xu

‖
0

)
Ψ†Ψ , (2.22)



2.4. A SHORT DISCUSSION OF THE WIGNER CRYSTAL REGIME 19

where, for simplicity of notation, we suppressed in Eqs. (2.21) and (2.22) renormalizations
of coupling constants due to the change to a fermionic description.

The model L‖0 +Lferm
⊥π +Lferm

int and its critical properties were analyzed and discussed
in Ref. [38]. It was found that the critical renormalization group flow of the model
parameters depends on the ratio of velocities, v⊥π/v‖0. If v⊥π < v‖0, which is the case for
quantum wires (see above), the interaction λ is marginally irrelevant and decreases with
decreasing energy. At the same time, the ratio of velocities v⊥π/v‖0 approaches one. The
critical fixed point is, thus, characterized by an enhanced SU(2) symmetry. However,
a peculiarity of the RG flow is that the velocity v‖0 itself vanishes in the low-energy
limit resulting, e.g., in a diverging specific heat coefficient at the critical point. In the
opposite limit, v⊥π > v‖0, run-away RG flow was found, but this case is not relevant for
our quantum wire model. In the following, we address the question whether these critical
properties are modified in the presence of a coupling to the spin degrees of freedom (note
that Ref. [38] considered spinless or spin-polarized electrons).

Coupling to the spin sector So far, the spins of the electrons have been neglected.
For a linear Wigner crystal, the spin is more or less independent of the charge and can be
described by an anti-ferromagnetic Heisenberg model with nearest-neighbor interactions.
In the zigzag Wigner crystal, next-nearest neighbor interactions as well as ring exchange
processes become important and lead to rich spin physics.47,48 Similar situations have
been discussed in the context of spin liquids, which may occur in ladder-type structures
due to ring-exchange interactions.49 However, these additional interactions are only im-
portant once the lateral extent of the crystal is sufficiently large. Close to the transition,
they are negligible, and the spin interactions are given by the Heisenberg Hamiltonian,

Hs =
∑
j

Jj ~Sj · ~Sj+1, (2.23)

where the coupling constant Jj is exponentially small in 1/(naB).50

Since the spin-spin interaction is exponentially dependent on the inter particle dis-
tance, the phononic motion of electrons immediately affects the spin-spin exchange cou-
pling, giving rise to a spin-charge coupling. In the picture of a phononic motion of a
Wigner crystal, we can expand the exchange couplings in the small displacements. Since
the exchange is exponentially suppressed in the inter particle distance, we can reasonably
approximate the interaction Jj between the electrons at sites j and j + 1 to only depend
on the positions of these two electrons, Jj = J(~rj, ~rj+1) ' J(|~rj+1 − ~rj|), and not on the
position of the surrounding ones.51 The perturbative expansion then yields

Jj ' J(a) + aJ ′(a)

(
uxj+1−uxj +

1

2
(uyj+1−uyj)2

)
.

Note that the expansion of the coupling J in the longitudinal fluctuations uxj starts in
linear order, yielding

H‖sc = −g‖
∑
j

(uxj+1 − uxj)~Sj · ~Sj+1, (2.24)

with g‖ = −aJ ′(a). By contrast, due to the inversion symmetry of the one-dimensional
Wigner crystal with respect to the wire axis, the expansion in the transverse fluctuations
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uyj begins only in second order, i.e.

H⊥sc = −g⊥
∑
j

(uyj+1 − uyj)2~Sj · ~Sj+1, (2.25)

with g⊥ = −aJ ′(a)/2.
The linear coupling to the longitudinal mode (2.24) is familiar from the spin-Peierls

problem.22 In particular, the mode u‖π with momentum q ≈ π, uxj ≈ u
‖
π(−1)j, couples to

the staggered part of ~Sj · ~Sj+1,

H‖sc ≈ −2g‖
∑
j

u‖π(−1)j ~Sj · ~Sj+1. (2.26)

If the u‖π mode was sufficiently soft, this term would lead to a spin-Peierls transition. The
crystal would distort such that the mode u‖π assumes a non-vanishing expectation value
giving rise to an alternation of weak and strong bonds, J±δJ , and the system could gain
magnetic energy by forming singlets on the strong bonds.52 In our case, however, the
magnetic energy is exponentially small such that it never can compete with the charge
gap of the u‖π mode, that is on the order of (n/m)

√
n/aB, see appendix B.1.We can thus

conclude that the interaction (2.24) of the spin degrees of freedom with the longitudinal
modes does not influence the critical properties of the charge sector.

To conclude, we turn to the coupling of the spins to the transverse modes. The most
singular contribution is attributed to the critical u⊥π mode. Substituting uyj = u⊥π (−1)j,
we obtain

H⊥sc ≈ −4g⊥
∑
j

(u⊥π )2~Sj · ~Sj+1. (2.27)

It turns out, however, that this interaction is also irrelevant as far as the critical properties
of the Ising transition are concerned. This conclusion follows from a straightforward
power counting analysis of the Ising operator, (u⊥π )2 ∼ Ψ†Ψ, and the non-staggered spin-
spin operator, ~Sj · ~Sj+1, with respect to the antiferromagnetic Heisenberg fixed point.16

Summary and conclusions Our analysis of the transition from a strictly one-
dimensional Wigner crystal to a zigzag structure confirms earlier work on this subject
and substantiates some of the assumptions already used in the field by a proper derivation
(like the effective decoupling of spin and charge). The transition happens in the charge
sector, and can be described as a simple softening of a transversal phonon mode. Except
for the uniform longitudinal translation of the entire Wigner crystal (the Goldstone mode
corresponding to the spontaneous breaking of translational symmetry in the crystal), all
other modes are gapped and do not enter the low-energy description. The charge sector
can thus be mapped on a model of longitudinal plasmons coupled to a transverse field
Ising model. This situation has already been analyzed by Sitte et al. in Ref. [38], where
it was found that the coupling between plasmons and Ising fields is marginally irrelevant,
but lead to interesting logarithmic corrections. The transition is therefore in the Ising
universality class (with logarithmic corrections).

The spin sector of the quantum wire can be described by a Heisenberg chain with
nearest neighbor interactions. Although the exchange couplings depend exponentially
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on the positions of the electrons, the magneto-elastic couplings, g‖ and g⊥ are irrelevant
under RG and therefore do not modify the transition to the zigzag Wigner crystal. In
conclusion, the zigzag transition happens only in the charge sector and is in the Ising
universality class, whereas the essentially decoupled spin sector acts as a spectator.
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Chapter 3

Two-subband quantum wire close to
the Lifshitz transition

At large densities, naB > 1, i.e. on the lefthand side in Fig. 2.5, the average kinetic
energy dominates over the mean field interaction. If additionally the transversal con-
finement is sufficiently strong, the electrons in the quantum wire are well described by
one-dimensional plane waves traveling along the wire, while their interactions can be
treated perturbatively. This leads to the physical picture of a multi-subband quantum
wire in which each of the bands corresponds to one of the quantized levels in the transver-
sal direction, see Fig. 3.1a.

The analysis of the multiband wire close to the activation of the second subband, see
Fig. 3.1b, is complicated by the fact that the interacting system has multiple dynamical
scales.53,54 Whereas the first subband can be understood as Luttinger liquid with dy-
namical exponent z = 1, the spectrum of the second subband is characterized by z = 2.
The multiple scales lead to the appearance of two different types of infra-red divergences
in perturbation theory. The linear spectrum of the first subband, z = 1, yields loga-
rithmic divergences, while the quadratic spectrum of the second subband, z = 2, yields
square-root singularities. In order to understand the interplay between these two types of
divergences, we first derive an effective multi-subband quantum wire Hamiltonian start-
ing from the microscopic picture of a confined two-dimensional electron gas. In Sec. 3.4,
we discuss the case that only the lowest subband is occupied. In Secs. 3.5 and 3.6 we
then turn to the behavior of the system close to the Lifshitz transition. The regime of
a partially occupied second band will finally be the subject of chapter 4. The various
regimes are indicated in Fig. 3.1b.

3.1 Microscopic derivation of the effective model

The effective model is based on the single-particle Hamiltonian (2.1), deriving from the
kinetic energy and the confining potential, T + Vconf . The wave functions are product
states of harmonic oscillator levels in transversal direction and plane waves in longitudinal
direction, with each transversal oscillator state defining one of the energy subbands. The
subband picture is applicable as long as the spacing between subbands is much bigger
than interaction energy and temperature. Otherwise, thermal excitations or scattering
events will result in an important mixing of the bands, which then cease to be well-
defined. For the low temperature scenario considered here, the band picture thus holds

23
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(a) Multisubband quantum
wire.

(b) Effective model.

Figure 3.1: Subfigure (a) depicts the energy spectrum of a multisubband quantum wire
as a function of the longitudinal momentum k. The subbands are labeled by the index
n = 1, 2, 3, . . .. Subfigure (b) shows the energy spectrum as a function of k for a two
subband quantum wire with a lower subband 1 and a higher subband 2. We consider the
quantum phase transition when the chemical potential reaches the bottom of the second
subband, µ2 = 0. Depending on the position of chemical potential µ2, we apply different
approaches in sections 3.4, 3.5, 3.6, 4.1, and 4.2 as indicated in the figure. The energy
scale Ep is defined in Eq. (3.22). Figure adapted from Ref. [16].

as long as the mean interaction energy U in Eq. (2.7) is much smaller than the spacing
of the harmonic oscillator levels Ω. The one-dimensional multiband picture is thus valid
as long as

x0

aB

!

. (naB)−1/2 . (3.1)

We start deriving the effective model by using the full wave functions of the single-particle
basis. For an electron of momentum k in the nth subband, the corresponding product
state of the nth harmonic oscillator wave function in transversal direction φn(y) and the
plane wave of momentum k in longitudinal direction reads

Ψn,k(x, y) = φn(y) eikx , (3.2)

with

φn(y) =

√
1

2nn!

(
mΩ

π

)1/4

e−
1
2
mΩy2

Hn(
√
mΩy) (3.3)

(where Hn is the nth Hermite polynomial). Using this basis, the full Hamiltonian (2.1)
can be rewritten in second quantized form as

H =
∑
n,k,σ

(
k2

2m
− µn

)
c†nkσcnkσ +

1

2

∑
n1,n2,n3,n4

k,k′,q;σ,σ′

Un1n2n3n4(q)c†n1k+qσc
†
n2k′−qσ′cn3k′σ′

cn4kσ
,

(3.4)
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where the electron operators cnkσ destroy an electron with subband index n (i.e., the
quantum number of the harmonic oscillator defined by Vconf), momentum k in x̂-direction
along the wire, and spin σ =↑, ↓. Two consecutive chemical potentials differ by the
oscillator frequency, µn − µn+1 = Ω.

The electrons interact with an interaction amplitude U that depends on the trans-
ferred (longitudinal) momentum q and the subband indices ni. Its value is given by
matrix elements of the screened Coulomb interaction in the basis of the wavefunctions
(3.2),

Un1n2n3n4(q) = 〈n1 k + q, n2 k
′ − q |U |n3 k, n4 k

′〉 =

∫
dqy
2π

U(q, qy)Γn1n2n3n4(qy), (3.5)

where the Fourier transform of the interaction is given by

U(q, qy) =

∫
d2r e−i~r U(~r) =

e2

ε

2π√
q2 + qy2

(
1− e−2d

√
q2+qy2

)
(3.6)

and the matrix elements read

Γn1n2n3n4(qy) =

∫
dy1dy2 e

iqy(y1−y2)φ∗n1
(y1)φ∗n2

(y2)φn3(y2)φn4(y1) (3.7)

with the nth one-dimensional oscillator wavefunctions φn(y). Restricting ourselves to the
low-energy properties of the system, only interaction matrix elements Un1n2n3n4 where the
indices ni are pair-wise equal will appear. The remainder is devoted to the situation where
the first subband is filled, µ1 > 0, and the density of electrons in the second subband
is dilute, |µ2| � µ1, i.e., the second subband is close to the quantum phase transition
occurring at µ2 = 0. Fig. 3.2 depicts this situation in the band structure picture. The
Hamiltonian (3.4) can thus be reduced to a two-band setting described by

H = H1 +H2 +H12, (3.8)

where Hi represent the two (interacting) subbands, i = 1, 2, and H12 captures the inter-
subband interactions. In the following, we discuss the different parts of the two-subband
Hamiltonian (3.8) separately and without inter band coupling before turning to the anal-
ysis of the full Hamiltonian.

3.1.1 First subband

The first subband describes a one-dimensional electronic system of finite filling. If the
coupling between the bands is initially neglected, this subband can be described by a
standard Luttinger liquid. Although in principle all interactions up to spin-flip terms
can be dealt with exactly by virtue of bosonization, see Sec. 4.2.1, we stick to fermionic
degrees of freedom for now. This mainly has the advantage of symmetrizing the theory
with respect to the second band, which can not be dealt with as a Luttinger liquid,
see next section. We do, however, linearize the spectrum around the Fermi level, and
distinguish the modes at the two Fermi points in right- and left-movers, denoted by R
and L, respectively. These effective low energy degrees of freedom are related to the
initial electrons by
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Figure 3.2: Transition from a one-dimensional to a quasi-one-dimensional state. At weak
coupling, naB � 1, the transition is triggered by filling a second subband upon tuning
the chemical potential µ2 through zero. Figure adapted from Ref. [16].

c1σ(x) = eikF1xR1σ(x) + e−ikF1xL1σ(x), (3.9)

where σ denotes the spin and kF1 is the Fermi momentum in the first band. For further
details on the linearization procedure, see Sec. 4.2.1. The low-energy degrees of freedom
L and R are of course interacting. Chiral interactions, which only renormalize the Fermi
velocity, are considered to be already contained in vF1. The remaining interactions cor-
respond to forward and backward scattering of a right-mover with a left-mover. In terms
of the microscopic interaction amplitudes, they correspond to U1111(0) and U1111(2kF1),
respectively, but can be written as a spin-density interaction g1s and a charge-density
interaction g1c,

g1c = U1111(0)− U1111(2kF1)

2
, g1s = 2U1111(2kF1). (3.10)

Their magnitude is evaluated and discussed in Sec. 3.1.4 and appendix B.6. Most im-
portantly, we note that for a quantum wire defined in a two-dimensional GaAs/GaAlAs
electron gas, the spin interaction is much weaker than the charge interaction,

g1s

g1c

∼ 1

ln (d/x0)
� 1 . (3.11)

Together with the linearized kinetic energy characterized by the Fermi velocity vF1, the
full Hamiltonian reads

H1 =

∫
dx
[
− ivF1

∑
σ

(
R†1σ∂xR1σ − L†1σ∂xL1σ

)
+ g1cρ1Rρ1L − g1s

~S1R.~S1L

]
,(3.12)

where the spin and charge densities of the fields r = L,R take the usual forms

ρ1r =
∑
σ

r†1σr1σ, ~S1r =
1

2

∑
σ,σ′

r†1σ~σσ,σ′r1σ′ , (3.13)

with σi denoting the Pauli matrices. As usual for standard Luttinger liquids, the charge
mode is gapless whereas the fate of the spin mode depends on the sign of g1s. If g1s

were negative, the spin mode would acquire a gap.22 In the present case, however, g1s is
positive, see Eq. (3.10). The spin sector of the isolated first subband is thus gapless.
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D2(k, ω)

Figure 3.3: The full two-particle Green’s function D2(k, ω) corresponds to the resumma-
tion of all ladder diagrams, i.e. particle-particle bubbles in the first band.

3.1.2 Second subband (for µ2 < 0)

We now turn to the second subband, and specialize to the case µ2 ≤ 0. The second
subband is then only very dilutely occupied by thermal or virtual excitations living at
the band bottom. It can thus not be described by a Luttinger liquid, and neither is it
possible to distinguish between right- and left-movers. We model the second subband by
the explicitly quadratic dispersion,

ε2(k) =
k2

2m
− µ2 , (3.14)

where m2 is the effective band mass. The leading interaction in the second band is given
by the local interaction V between spin up and spin down particles. Pauli principle
ensures that all other interaction are necessarily “non-local” (i.e. involve gradient terms),
which renders them irrelevant in the renormalization group (RG) sense. The second band
can thus be modeled by the Hamiltonian

H2 =

∫
dx
[∑

σ

c†2σ(x)

(
− ∂2

x

2m
− µ2

)
c2σ(x) + V c†2↑(x)c†2↓(x)c2↓(x)c2↑(x)

]
. (3.15)

Since all particles live at the band bottom, the interaction V can not lead to a momentum
transfer and is thus given by

V = U2222(0) , (3.16)

in terms of the microscopic Coulomb repulsion. It is evaluated in Sec. 3.1.4 and appendix
B.6.

Impenetrable electron gas close to µ2 = 0

Because the second subband is essentially empty, the list of possible scattering processes
is particularly short. In the low temperature limit considered here, the ground state of
the band is entirely empty. The only possible scattering events thus result from virtually
exciting two particles to the band bottom, which may then scatter off each other. Hole-
type excitations, on the other hand, are totally forbidden.

The effect of interactions can thus be described by virtue of the full two-particle
Green’s function, which corresponds to the resummation of all ladder-type diagrams, see
Fig. 3.3. We derive the latter by first calculating the bare retarded two-particle Green’s
functions

D0
2(x− x′, t− t′) = −iθ(t− t′)〈[c2↑(x, t)c2↓(x, t), c

†
2↓(x

′, t′)c†2↑(x
′, t′)]〉0 . (3.17)
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This calculation amounts to the solution of a non-interacting two-particle problem and
can thus be performed without difficulty. The explicit calculation may be found in
appendix B.2, and yields for the momentum k and frequency ω dependent retarded
two-particle Green’s function

D0
2(k, ω) = −i

√
m√

ω − k2

4m
+ 2µ2 + i0+

= −i
√
m√

ε+ i0+
, (3.18)

where we introduced the distance to the two-particle mass shell ε = ω − k2

4m
+ 2µ2.

The effect of repeated two-particle scattering, see Fig. 3.3, can be captured in its
totality using the full two-particle Green’s function. As shown in appendix B.2, the
latter is obtained from the bare two-particle Green’s function as the solution of the
Dyson equation

D−1
2 (k, ω) = D0

2(k, ω)− V . (3.19)

and is thus found to be

D2(k, ω) =
D0

2(k, ω)

1−D0
2(k, ω)V

. (3.20)

For large negative µ2, where any excitation of the second band is punished by the large
chemical potential, the effect of interactions is weak. Close to the band bottom, i.e. for
ε→ 0, the full Green’s function is however dominated by strong correlations, since

D0
2(k, ω)−1 � V if ε� mV 2 . (3.21)

This defines an energy scale Ep beyond which the repeated scattering in the second band
leads to substantial renormalizations,

Ep = mV 2 . (3.22)

In the interaction dominated regime −Ep < µ2 < 0, it is instructive to express the two-
particle Green’s function in terms of the T -matrix, which characterizes the transition
rate from an initial to a final state. One may also think of the T -matrix as a black box
containing the entire information about scattering events, which now govern the physics.
It allows to rewrite the full two-particle Green’s function as

D2(k, ω) = D0
2(k, ω) +D0

2(k, ω) T (k, ω)D0
2(k, ω) , (3.23)

and is thus given by

T (k, ω) =
V

1− V D0
2(k, ω)

. (3.24)

In the on-shell limit ε→ 0, which corresponds to the low energy physics at the transition
µ2 → 0−, the effect of scattering is to leading order described by
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T (k, ω)
ε→0−→ −D0

2(k, ω)−1 . (3.25)

Remarkably, the same limit would have been obtained for infinitely repulsive interactions
V →∞. Close to its activation, i.e. for −Ep < µ2 < 0 with Ep defined in Eq. (3.22) the
second subband is thus effectively described by a so-called “impenetrable electron gas”,
irrespective of the precise value of V .55–58 As a consequence, the two-particle wavefunction
has not only nodes for electrons with the same spin as required by the Pauli principle,
but also for electrons with opposite spin polarizations. The formation of an impenetrable
electron gas at the transition can physically be understood as a signature of the van Hove
singularity of the one-dimensional density of states, which has a square-root divergence
at the band bottom. Since the dimensionless parameter characterizing the interactions
is (density of states × interaction), the divergent density of states naturally boosts the
effect of interactions. This in turn explains the effectively infinite repulsion at the band
bottom.

Second band at µ2 > 0

We close this section by shortly commenting on µ2 > 0, i.e. the case of a filled second
subband. Just like the first subband, the second subband can be described as a Lut-
tinger liquid, provided that the dimensionless interaction strength at the Fermi level is
perturbative (if the chemical potential is close to the bottom of the second band, the
formation of polarons needs to be taken into account, see Sec. 4.2.3). This translates to
the condition

1� νF2 V ∼
√

m

EF2

V , and thus EF2 � mV 2 = Ep , (3.26)

where νF2 is the density of states at the Fermi level of the second subband and where Ep
is the same scale as for negative µ2, see Eq. (3.22). The presence of strong correlations
in the second subband is thus quantified by the condition

−Ep < µ2 < Ep . (3.27)

In this range, the physics of the second subband are governed by the physics of a (nearly)
impenetrable electron gas. Since furthermore no interaction of the coupled two-band
system is stronger than V , see Eq. (3.30), we expect this criterion to persist even if the
coupling to the first band is turned on. We will analyze the physics of µ2 > 0 later on in
chapter 4.

3.1.3 Coupling between the subbands

The interactions between the subbands can be divided into three types. There is a
repulsive density-density interaction of electrons between the subbands with amplitude
uc > 0, and a spin density-density interaction that is generically ferromagnetic, us > 0. In
addition, pair tunneling processes between the two subbands, see Fig. 3.4, correspond to a
hopping amplitude ut. Note that single particle tunneling between the bands is quadratic
in creation and annihilation operators, and is therefore considered to be already taken
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Figure 3.4: Pair-tunneling process between the two subbands.

into account by an appropriate initial diagonalization of the Hamiltonian. The interband
interaction Hamiltonian H12 reads

H12 =

∫
dx
[
ucρ2 (ρ1R + ρ1L)− us~S2

(
~S1R + ~S1L

)]
+ut

∫
dx
∑
σ

(
c†2σc

†
2σ̄L1σ̄R1σ + h.c.

)
(3.28)

with σ̄ = −σ. Here ρ2 =
∑

σ c
†
2σc2σ and ~S2 = 1

2

∑
σ,σ′ c

†
2σ~σσ,σ′c2σ′ , analogous to Eq. (3.13).

The values for the couplings in terms of the interaction function U , Eq. (3.5), are given
by

uc = U1221(0)− 1

2
U1212(kF1), us = 2U1212(kF1), (3.29a)

ut = U1122(kF1), (3.29b)

and are detailed in the next section and appendix B.6. As in Eq. (3.15), we neglected in
Eq. (3.28) interaction processes involving additional spatial gradient terms. In particular,
we disregarded tunneling of electron pairs with the same spin polarization. Due to the
gradients, these interactions would however again be irrelevant in the renormalization
group sense.

3.1.4 Values of the coupling strengths

The magnitude of the coupling constants follows from the microscopic model (2.1) as
the matrix elements of the interaction, calculated for the wavefunctions of the first and
second subband. They are explicitly evaluated in appendix B.6. Close to the activation
of the second subband, the effective interaction constants take the values

g1s, us, ut ∼
1

ν1naB
, (3.30a)

g1c, V, uc ∼
1

ν1naB
ln

d

x0

, (3.30b)

We note that when the Wigner crystal regime is approached, naB → 1, the dimensionless
couplings ν1 Un1n2n3n4 , with ν1 being the Fermi level density of states in the first subband,
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(a) Particle-particle bubble. (b) Particle-hole bubble.

Figure 3.5: 1 loop diagrams renormalizing the various interaction strengths. Subfigure (a)
shows a particle-particle bubble involving a particle of type a (solid lines) and a particle
of type b (dashed line). Subfigure (b) shows the corresponding particle-hole diagram. The
momentum vectors are understood to comprise both the one-dimensional momentum and
the Matsubara frequency, e.g. ~q = (q, ωn). Incoming momenta are labeled as ~k1 and ~k2,
outgoing momenta are ~k3 (not shown here) and ~k4.

become of order one (apart from the logarithmic enhancement59), as expected. In the
multiband quantum wire regime, however, the interactions are small and can be treated
perturbatively. Concerning the different strengths of the various interactions, we note
in particular that the pair tunneling ut is logarithmically smaller than the intraband
interactions V ∼ g1c, which will be important later on.

3.2 Introductive remarks on the perturbative analysis
In the subsequent sections, we analyze the behavior of the two-band quantum wire for
negative chemical potentials µ2 < 0. Dwelling on the discussion of Sec. 3.1.2, we have to
distinguish between the regime at large negative chemical potential, µ2 < −Ep, and the
physics close to the activation of the second subband, −Ep < µ2 < 0, where the scale
Ep ∼ mV 2 characterizes the presence or absence of strong correlations due to the second
subband. These two cases will be discussed in sections 3.4 and 3.5, respectively.

3.2.1 Multiple divergencies of the perturbation theory

In both regimes, we will base our analysis on a perturbative treatment of the interactions.
To one-loop order, the vertex renormalizations are given by particle-particle and particle-
hole diagrams as depicted in Fig. 3.5. At zero temperature, the perturbation theory is
particularly simple since the second subband has an empty ground state. We thus only
need to calculate the standard particle-particle and particle-hole bubbles of the Luttinger
liquid type first band and the particle-particle bubble of the second band. It is thus useful
to first recall the expression of a generic particle-particle and particle-hole bubble.

A particle-particle bubble involving a particle of type a and a particle of type b, see
Fig. 3.5a), is given by the expression

Ia,bpp =
1

βL

∑
ωn,q

Ga(iωn, q)Gb(iωn1 + iωn2 − iωn, k1 + k2 − q) (3.31)

=
1

L

∑
q

nF (−εb(k1 + k2 − q))− nF (εa(q))

εa(q) + εb(k1 + k2 − q)− (ωn1 + ωn2)
,
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where β is the inverse temperature, L the length of the system, ωn1 + ωn2 is the to-
tal incoming Matsubara frequency, k1 + k2 is the total incoming momentum, ωn and q
characterize the internal Matsubara frequency and momentum of the bubble, and nF is
the Fermi-Dirac distribution. The step from the first to the second line in Eq. (3.31) is
done by the standard trick of rewriting the sum over Matsubara frequencies as a contour
integral close to the imaginary axis, which is then deformed into a contour integral enclos-
ing the entire complex plane except for the imaginary axis, combined with the use of the
residue theorem. The calculation is in fact analogous to the derivation of the two-particle
Green’s function in appendix B.2. The Green’s functions in Eq. (3.31) are given by

Gi(iωn, q) =
1

iωn − εi(q)
, (3.32)

with εi(q) being the dispersion of the particle i. The corresponding particle hole-bubble,
see Fig. 3.5b, reads

Ia,bph =
1

βL

∑
ωn,q

Ga(iωn, q)Gb(iωn2 − iωn4 + iωn, k2 − k4 + q) (3.33)

=
1

L

∑
q

nF (εa(q))− nF (εb(k2 − k4 + q))

εa(q)− εb(k2 − k4 + q)− (ωn2 − ωn4)
.

Note that the Fermi functions ensure that diagrams involving holes in the second band
vanish at zero temperature, as had been explained on physical grounds. In the impor-
tant on-shell limit for incoming and outgoing particles, one explicitly finds a very useful
symmetry between the particle-particle and particle-hole diagrams if at least one of the
two particles lives in the first (Luttinger liquid type) subband, namely

Ia,bpp
∣∣
ω1+ω2→0
k1+k2→0

= − Ia,bph
∣∣∣ω2−ω4→0
k2−k4→0

. (3.34)

This symmetry is inherited from the symmetry of particles and holes in a Luttinger liquid
due to the linear dispersion, and will lead to the cancellation of several terms in our later
analysis. The evaluation of these integrals depends on the exact choice of a and b as
right- or left-moving particles in the first subband, or particles in the second subband.
In the on-shell limit, however, they are proportional to

Ia,bpp ∼ Ia,bph ∼
∫
dq

1

εa(q)± εb(q)
∼
∫
dq

1

q
∼ ln(q) ∼ ln(ωn) (3.35)

if at least one of the particles a and b lives in the first subband, whereas one has

I2,2
pp ∼

∫
dq

1

ε2(q) + ε2(q)
∼
∫
dq

1

q2
∼ 1

q
∼ 1√

ωn
, (3.36)

if both particles live in the second subband. As has been detailed in appendix B.2 the
particle-particle bubble in the second band in fact coincides with the expression of the
two-particle Green’s function,

I2,2
pp ∼ D0

2 . (3.37)
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More details on the evaluation of the particle-particle and particle-hole bubbles as well
as the symmetry Ipp ∼ −Iph for particles in the first band may be found in appendix B.3.

The different dynamics of the two subbands thus lead to distinct types of divergences,
namely logarithmic and square-root singularities. The type of divergence depends on
the intermediate state. Diagrams involving only particles in the first subband, which
have a linear dispersion and a constant density of state, yield the usual, logarithmically
divergent Luttinger liquid corrections. If the diagrams involves both a particle in the
lower and the upper subband, the logarithmic divergence is cut off by the corresponding
energy cost of µ2, see appendix B.3. If however a diagram only involves particles in the
second subband, a square root divergence is obtained, which again is cut off for finite µ2.
In the next sections, we will base our discussion on the fundamental difference between
the logarithmic divergencies of the Luttinger liquid like first band and the (possibly cut
off) square root divergencies of the second band.

At large negative µ2, see Sec. 3.4, only processes in the first subband are divergent,
whereas all other diagrams are regularized by the finite value of µ2. The Luttinger liquid
type divergencies can then simply be summed up with a standard renormalization group
(RG) procedure. Upon approaching the Lifshitz transition for µ2 → 0, see Sec. 3.5,
the diagrams involving the second subband begin to substantially renormalize the model
for −Ep < µ2, see Sec. 3.1.2. More importantly, these diagrams even yield the leading
singularities of the theory, since they diverge with a square root instead of a logarithm.
It is thus appropriate to first sum up these most divergent diagrams, which however
is a simple task since it only amounts to summing up repeated two-particle scattering
in the second subband, see Fig. 3.3. This resummation will yield effective interaction
constants for the Luttinger liquid, who’s logarithmic divergencies are then taken care of
by a secondary RG flow.

3.2.2 The quantum critical perspective on the multiple divergen-
cies

The multiple divergences can also be understood from a quantum critical perspective.
At the quantum critical point µ2 = 0, the two subbands correspond to two gapless and
coupled degrees of freedom with multiple dynamics. As a Luttinger liquid, the first
subband is in a way equivalent to a classical, two-dimensional system right at the critical
temperature of a phase transition to some ordered state.22 Its quantum theory supports
gapless and linearly dispersing excitations, which live at their upper critical dimension
(this follows from simple power counting of the action corresponding to the Hamiltonian
(3.12)). The second subband is approaching criticality for µ2 → 0. Exactly at the
quantum critical point µ2 = 0 and neglecting couplings between the bands, the interaction
u within the second subband can be analyzed by a perturbative renormalization group
approach. The engineering dimension of the interaction is [u]engin. = 4 − d − z = 2 − d,
with a dynamical exponent z = 2 and the spatial dimension being d = 1. As discussed in
Ref. [60], the interaction is RG irrelevant above d = 2, while it goes to a Wilson-Fisher
type fixed point value corresponding to a spinless Fermi gas in dimensions d < 2. In this
sense, the second band is below its upper critical dimension if the chemical potential is
exactly at the band bottom, i.e. for µ2 = 0. One can thus expect the second band to
have more singular fluctuations than the Luttinger liquid type band (which is at its upper
critical dimension). Nevertheless, the first subband can still importantly influence the
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critical physics as it is exactly at its upper critical dimension. If the chemical potential
lies within the second band, µ2 > 0, the latter band should not be interpreted as a critical
system below its upper critical dimension anymore, but should be viewed as a Luttinger
liquid, and fluctuations of both bands should in this sense be treated on equal footing.

Compared to other problems involving multiple dynamics and quantum criticality,53
the present problem of a Lifshitz transition in a quantum wire is somewhat simpler for
mainly two reasons. Firstly, if the system is not too close to criticality, only the quantum
fluctuations stemming from standard Luttinger liquid(s) need to be taken into account.
Only upon approaching the Lifshitz transition very closely, i.e. for |µ2| ≤ Ep with Ep
defined in Eq. (3.5), low energy fluctuations of different dynamics coexist. Secondly, we
do not have to treat the multiple dynamics by a simultaneous RG for both bands, which
would technically be non-trivial (but possible, see part II). On the contrary, we are able
to first solve the more singular problem of square-root divergent corrections from the
second subband exactly, because it is a simple two-particle problem (see Sec. 3.1.2). The
remaining less singular problem of log-divergent terms stemming from the first subband
can then be treated by a perturbative RG as a secondary step, in accordance with the
lower relevance of these fluctuations with respect to the square-root divergent ones.

3.3 Vertex correction to 1 loop order
In order to capture the effect of interactions on the activation of the second band at
µ2 = 0, we proceed with a perturbative expansion to one loop order in the coupling
constants. We assume that self-energy corrections, which are essentially proportional to
the fillings and thus not singular, have already been taken care of by an appropriate
redefinition of the chemical potentials. The problem then boils down to the calculation
of 1 loop vortex correction. We recall that these are potentially divergent, see Sec. 3.2.

For negative µ2, when the second subband is essentially empty, the various 1 loop
diagrams can easily be calculated, and the details of the calculation may be found in
appendices B.2 and B.3. For the first, Luttinger liquid type band, the 1 loop corrections
are given by spin scattering processes within the first band, which are proportional to
g2

1s, and virtual tunneling to the second band and back, which yields terms proportional
to u2

t . We note that the charge interaction g1c does not renormalize itself to 1 loop
order because of a cancellation of particle-particle and particle-hole type diagrams. The
corresponding diagrams are shown in Fig. 3.6. This is the usual behavior of a Luttinger
liquid.22 Collecting all prefactors for the different bubbles, we find that

δg1c =
1

2
u2
tD(0)

2 (0, ω), (3.38a)

δg1s =− g2
1s

2πvF1

ln
E0

|ω| + 2u2
tD(0)

2 (0, ω), (3.38b)

where we made use of the fact that a particle-particle bubble in the second band can
be written as the bare two-particle Green’s function D(0)

2 , see appendix B.2. Note that
we here choose to evaluate all diagrams in the limit of vanishing incoming momentum,
k = 0, and small incoming frequency ω.

The interaction of the second, quadratically dispersing band is to 1 loop order renor-
malized by two kinds of processes depicted in Fig. 3.7. Firstly, two particles propagating
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(a) Correction to g1c. (b) Correction to g1s.

Figure 3.6: 1 loop diagrams renormalizing the couplings g1c and g1s in the first band.
Solid lines indicate particles in the first subband, dashed lined are for particles in the
second subband. The spins are indicated by the arrows.

Figure 3.7: 1 loop diagram renormalizing the interaction V in the second subband. The
dashed lines depict propagation in the second subband, and arrows indicate the spins.

in the second band may repeatedly scatter off each other (to one loop order twice), giving
rise to a term proportional to V 2. Secondly, the pair tunneling allows for the two particles
to virtually hop to the first band and back, which yields a renormalization proportional
to u2

t . The total renormalization is thus given by

δV = V 2D(0)
2 (0, ω)− u2

t

πvF1

ln
E0

|ω| . (3.39)

Finally, also the interband interaction experiences renormalizations. We again find
that the particle-particle and particle-hole bubbles for the interband charge interaction uc
cancel, such that it is only renormalized by the pair tunneling. On the contrary, the spin-
spin interaction us is able to renormalize itself, yielding a term proportional to u2

s. The
pair tunneling, finally, is renormalized by three kinds of processes. Firstly, two particles in
the first subband may first scatter off each other whilst propagating in the first subband
and then tunnel, yielding renormalizations proportional to g1cut and g1sut. Secondly,
the particles may also first tunnel and then scatter, which gives a term proportional to
utV . Finally, there is also a particle-hole type diagram involving an interband charge
interaction, which is proportional to ucut. The corresponding diagrams can be found in
Fig. 3.8. In total, we find that the interband interactions are renormalized as

δuc =
u2
t

2πvF1

ln
E0

|ω + µ2|
, (3.40a)

δus = − u2
s

2πvF1

ln
E0

|ω + µ2|
, (3.40b)

δut =V utD(0)
2 (0, ω)− (g1c + 3

4
g1s)ut

2πvF1

ln
E0

|ω| +
2utuc
πvF1

ln
E0

|ω + µ2|
. (3.40c)

In the following, we want to resum the divergent classes of diagrams as explained in
Sec. 3.2, starting with the case of large negative potential µ2 < −Ep.
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(a) Correction to uc. (b) Correction to us.

(c) Correction to ut.

Figure 3.8: 1 loop diagrams renormalizing the couplings interband couplings uc, us and
ut in the first band. Solid lines indicate particles in the first subband, dashed lined are
for particles in the second subband. The spins are indicated by the arrows.

3.4 Perturbative regime at large negative µ2: dilute
weakly interacting Fermi gas in the second subband

If the chemical potential of the second subband is largely negative, we expect the latter
not to lead to singular renormalizations. Any process involving particles in the second
band is punished by a large energy cost of order |µ2|. Upon approaching the quantum
phase transition at µ2 = 0, interaction processes in the second subband get increasingly
important. Because of the square-root divergent density of states at the bottom of the
second band, they finally even dominate over the logarithmically divergent diagrams
involving particles in the Luttinger liquid type, first band. Indeed, the 1 loop corrections
involving the second subband become of order 1 and thus non-perturbative if µ2 ∼
O (max{mu4

t/g
2
1c,mu

4
t/g

2
1s,mV

2}). Since however no interaction is stronger than V , see
Eq. (3.30), we find that renormalizations due to the second subband are perturbative as
long as

µ2 < −Ep with Ep = mV 2 , (3.41)

as foreseen in Sec. 3.1.2. For this regime, only diagrams exclusively involving particles in
the first subband are divergent, which off course correspond to the usual renormalization
of the interactions in an isolated Luttinger liquid. The corresponding logarithmic diver-
gencies can be summed up by a conventional perturbative renormalization group (RG)
approach. As shown in appendix B.3, the diagrams correspond to integrals

Ia,bpp , I
a,b
ph =

∫ E0/vF1

0

dq . . . , (3.42)

such that the RG step correspond to integrating out a small shell around the high energy
cutoff E0,

δIa,bpp , δI
a,b
ph =

∫ (E0/vF1)/b

E0/vF1

dq . . . (3.43)
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with b > 1. The RG equations are given by the logarithmic derivatives ∂δI/∂ ln b, and
thus simply correspond to the prefactors of the divergent logarithms in Sec. 3.3. They
read

∂g1s

∂ ln b
=− g2

1s

2πvF1

, (3.44a)

∂V

∂ ln b
=− u2

t

πvF1

, (3.44b)

∂ut
∂ ln b

=− (g1c + 3g1s/4)ut
2πvF1

. (3.44c)

These RG equations can now simply be integrated, which is detailed in appendix B.4.
At first, we find that the ferromagnetic spin interaction g1s flows logarithmically to weak
coupling. We also note that an antiferromagnetic spin coupling would have lead to a run-
away flow and the formation of a gap in the spin sector. This of course reproduces the
expected behavior of a Luttinger liquid.22 The pair tunneling has a negative scaling di-
mension which asymptotically approaches −g1c/(2πvF1) since g1s flows to weak coupling.
It thus flows to zero as a power law, ut(b) ∼ b−g1c/(2πvF1). The running ut renormalizes
the coupling in the second subband, V . Since the pair tunneling does however vanish as
a power law, and thus relatively quickly, the flow of V is short and only yields a finite
renormalization. We find that at the end of the day, the second band is subject to an
effective interaction

Veff = V − u2
t

g1c

φ
(g1s

g1c

)
, (3.45)

where the function φ has the limits φ(0) = 1 and φ(x) ≈ 4/x for x→∞, see appendix B.4.
Using the initial values of the interaction constants, Eq. (3.30), one obtains (Veff−V )/V ∼
1/(ln d/x0)2, such that the correction is logarithmically small. The effective interaction
Veff thus remains repulsive and perturbative for µ2 < −Ep. If however the effective
coupling was positive, which implies the condition

u2
t

V g1c

!

& O(1), (3.46)

the formation of a two-particle bound state in the second band would have been energet-
ically favorable, leading to the opening of a charge gap. This condition is however not
fulfilled in our case.

In conclusion, find that in the limit of large negative chemical potential µ2, the two-
subband quantum wire can be viewed as a regular Luttinger liquid with ferromagnetic
spin coupling. Consequently, both the spin and the charge sector of the Luttinger liquid
remain gapless. The second subband corresponds to an exponentially dilute, thermally
occupied electron gas. This electron gas is subject to weak, repulsive interaction and
effectively decoupled from the Luttinger liquid, since ut flows to zero. Confirming earlier
discussions, we found that this picture breaks down for µ2 > −Ep with Ep = mV 2, when
the correlation of the second subband become non-perturbative. This regime will be
discussed in the next section.



38 CHAPTER 3. QUANTUM WIRE CLOSE TO THE LIFSHITZ TRANSITION

3.5 Quantum phase transition at µ2 = 0

Close to the activation of the second band, when −Ep < µ2 ≤ 0 (see Eq. (3.41)), correla-
tions in the second subband are strong and in fact even yield the dominant renormaliza-
tions of the coupling constants. Technically, this is due to the square-root divergence of
diagrams living in this second subband, while all other diagrams only exhibit logarithmic
singularities, see Sec. 3.2. Physically, the second subband should govern the physics if
the chemical potential is close to its band edge since its density of states has a square
root divergence (which then in turn gives rise to the square root divergent diagrams), in
contrast to the Luttinger liquid type first band exhibiting a constant density of state.

Since the square-root divergent renormalizations of the second subband largely out-
weigh the logarithmically divergent corrections stemming from the first subband, the
regime −Ep < µ2 ≤ 0 can be analyzed in a two-step procedure. More concretely, we
will first resum the leading square root singularities of the second subband. The less
singular logarithmic corrections will then be treated as a subleading effect in a secondary
resummation.

3.5.1 Leading renormalizations: resummation of the square-root
divergencies

The square-root divergencies in the 1 loop renormalizations of Sec. 3.3 are due to scat-
tering processes of two particles in the second subband, where the large density of states
at the band bottom leads to very strong correlation effects. For −Ep < µ2 ≤ 0, this leads
to singular vertex corrections. We thus have to first resum the class of diagrams corre-
sponding to repeated two-particle scattering events in the second subband, see Fig. 3.3.
All other diagrams can be treated in a secondary step since they correspond to sublead-
ing renormalizations. These latter diagrams would necessarily involve a tunneling to the
first band, where the density of states is constant, which would render the corresponding
diagram less divergent.

The resummation of these diagrams is however particularly simple. The second sub-
band is essentially empty for µ2 ≤ 0, such that hole-type excitations are forbidden. The
resummation of the leading scattering events within the second subband thus amounts to
replacing the bare two-particle Green’s function D0

2(0, ω) by the full two-particle Green’s
function D2(0, ω), which has been calculated in Sec. 3.1.2. Close to the bottom of the
second band, i.e. for ε→ 0 (we recall that ε = ω − k2/(4m) + 2µ2 is the distance to the
two-particle mass shell, see Sec. 3.1.2), the two-particle Green’s function takes the form

D2(k, ω)
k,ω→0≈ − 1

V
− 1

V 2D(0)
2 (k, ω)

, (3.47)

where

D0
2(k, ω) = − i

2

√
m

ε+ i0
. (3.48)

As discussed in Sec. 3.1.2), the form of the two-particle Green’s function indicates that the
strong correlations at the band bottom, µ2 ≈ 0, lead to the formation of an impenetrable
electron gas.
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The resummation of the square root divergencies leads to new effective values for the
different coupling constants. By replacing D0

2(0, ω)→ D2(0, ω) in the 1 loop corrections
derived in Sec. 3.3, we obtain the effective coupling constants

V eff = V + V 2D2(0, ω) , (3.49a)
ueff
t = ut + V utD2(0, ω) , (3.49b)

geff
1c = g1c +

1

2
u2
tD2(0, ω) , (3.49c)

geff
1s = g1s + 2u2

tD2(0, ω) . (3.49d)

Firstly, we find that the interaction within the second subband takes the universal form

V eff ω→0≈ − 1

D0
2(k, ω)

∼ √ε , (3.50)

which is characteristic of an impenetrable electron gas. The relevant dimensionless inter-
action strength, given by (density of states × V eff), thus approaches a constant (we recall
that the density of states diverges as a square root). This of course signals the formation
of an impenetrable electron gas in the second subband. The pair tunneling, on the other
hand, is suppressed due to the formation of this impenetrable electron gas,

ueff
t

ω→0≈ − ut
V 2

1

D0
2(0, ω)

ω→0−→ 0 . (3.51)

We note that in contrast to the coupling V , the relevant dimensionless interaction for the
pair tunneling between the two bands is formed by multiplying ueff

t with a mixed density
of states of both bands, which certainly is less singular than a square root. On physical
grounds, this simply means that the formation of the impenetrable electron gas in the
second subband suppresses the local pair tunneling term ut acting on electrons at the
same position. Finally, interactions in the first subband obtain a finite renormalization,
which reads

geff
1c = g1c − Cc

u2
t

V
, (3.52a)

geff
1s = g1s − Cs

u2
t

V
, (3.52b)

Cc =
1

2
, Cs = 2 . (3.52c)

We can understand the attractive character of this correction by recalling that it derives
from the local pair tunneling term. The latter likes electrons to be at the same position,
since they can then gain kinetic energy by virtually hopping to the second band and back.
The intermediate state is however punished by the potential energy cost V in the second
band. In total, this process thus yields an attractive correction of the form u2

t/V to the
intraband interactions, similar to an antiferromagnetic nearest neighbor spin exchange
coupling deriving from a tight-binding chain.
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3.5.2 Sub-leading renormalizations: Lifshitz transition of polarons

Having resummed the leading square-root interaction exactly, we can next analyze the
effect of the logarithmic renormalizations due to interaction processes involving the first,
Luttinger liquid type band. We resum these divergencies by a renormalization group
(RG) analysis similar to the regime µ2 < −Ep, see Sec. 3.4. Except for the effective
bare values resulting from the resummation of the leading singularities, the resulting RG
equations are very similar. In particular, we note that the pair tunneling is suppressed
by the strong correlations in the second band, ueff

t → 0 in the limit ω → 0, see above.
The RG equations thus read

∂geff
1s

∂ ln b
=− (geff

1s )2

2πvF1

, (3.53a)

∂us
∂ ln b

=− u2
s

2πvF1

. (3.53b)

These two independent RG equations can easily be integrated similarly to the case of
large negative µ2, see appendix B.4. We thus find a logarithmic flow for both of them.
For the interband spin interaction us, which has a positive bare value, this flow is to
weak coupling. For the intraband coupling g1s however, the flow might be either to weak
coupling for g1s > 0, or to strong coupling for negative g1s < 0, which would leads to the
opening of a spin gap in the first subband. The fate of the system thus depends on the
strength of the finite shift of g1s due to the pair tunneling. Using the effective coupling
constants (3.52) obtained after the resumption of repeated two-particle scattering in the
second subband as initial conditions for the secondary RG flow, we find that the spin gap
would only open if

u2
t

V g1s

!

≥ 1

2
. (3.54)

For a quantum wire defined in a two-dimensional electron gas, however, the pair tunneling
is logarithmically suppressed with respect to the intraband interaction V , see Eq. (3.30).
We can therefore conclude that the effective interactions flow to weak coupling. Since
g1c/g1s ∼ ln(d/x0), we also note that we obtain a similar but logarithmically weaker
(i.e. easier to fulfill) criterion for the opening of a gap than in the case µ2 < −Ep, see
Eqs. (3.46) and (3.30).

Since it is governed by essentially the same equation, the intraband spin interaction
us seemingly also flows to weak coupling. However, its RG equation (3.53b) is only valid
for scales larger than the chemical potential µ2, since the latter cuts off the logarithmic
divergence of the correction to us, see Eq. (3.40b). For us, the RG flow must thus be
stopped at this scale. This yields the frequency dependent effective interaction

us(ω) =
us

1 + us
2πvF1

ln Ep
max{ω,|µ2|}

, (3.55)

where Ep denotes the high-energy cutoff (for the integration of the RG equation, see again
appendix B.4). We can thus conclude that for −Ep < µ2 ≤ 0, the two subband quantum
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wire can be understood as a Luttinger liquid in the first band and an impenetrable gas in
the second band. The latter is exponentially dilute in −µ2. These two bands are coupled
by a logarithmically suppressed spin-spin interaction us and a charge density interaction
uc (note that the latter only received perturbative corrections). The interband couplings
will eventually lead to a polaron effect, see Ref. [61]. Close to the transition, the particles
in the second subband are much slower than the density waves in the Luttinger liquid
type first subband, such that the latter can adiabatically follow the prior ones. The
true degrees of freedom in the second band are thus polarons, i.e. electrons dressed with
density waves. The polaron effect will be further discussed in the regime µ2 > +Ep,
see Sec. 4.3. Physically, the density wave excitations in the first subband move with a
relatively large velocity vF1, while the particles in the second subband, living at the band
bottom, are slow. The fast density wave can thus adiabatically rearrange in order to
optimize the interband spin and charge interaction us and uc, such that the second band
is actually occupied by polarons, i.e. electrons surrounded by a cloud of density waves.
The polaron effect does however not show up to 1 loop order. It will, though, lead to
logarithmically singular 2 loop corrections to the residue Z of the fermionic single-particle
Green function in the second subband.16

3.5.3 Universality class of the quantum phase transition

After all, we can identify the quantum phase transition occurring at µ2 = 0 as a Lif-
shitz transition corresponding to the filling of an empty subband as a function of the
chemical potential µ2. The electrons that fill this empty subband are, however, strongly
interacting and characterized by unitary scattering. Furthermore, each of these electrons
is screened by charge and spin density wave excitations of the Luttinger liquid in the
filled first subband. As a result, the quantum phase transition is a Lifshitz transition of
impenetrable polarons.

3.6 Comparison to an ε-renormalization of the z2 = 2

singularities

The two subband Hamiltonian, Eq. (3.8), has previously been considered by Balents and
Fisher in Ref. [33] in the context of the two-chain Hubbard model. In order to deal
with the logarithmic and square-root singularities encountered in perturbation theory,
see section 3.3, they considered a generalized dispersion for the electrons in the second
subband, ε(k) = |k|1+εv1−ε/(2m)ε, where v is an artificial parameter with the dimension
of velocity. The physical quadratic dispersion of the Hamiltonian (3.15) is recovered for
ε = 1 whereas ε = 0 corresponds to a linear spectrum. Treating ε as a small parameter,
the square-root singularities are regularized to logarithmic ones and RG equations for
the Hamiltonian close to criticality, µ2 ≈ 0, can be derived (note that the ε-expansion
is thus another way to get around the problem of multiple dynamic exponents). Simply
translating the results of Balents and Fisher to our notation, the RG equations in lowest
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order in ε read33

∂g1c

∂ ln b
= − u2

t

4πv
, (3.56a)

∂g1s

∂ ln b
= − g2

1s

2πvF1

− u2
t

πv
, (3.56b)

∂V

∂ ln b
= εV − V 2

2πv
− u2

t

πvF1

, (3.56c)

∂uc
∂ ln b

=
u2
t

2π(vF1 + v)
, (3.56d)

∂us
∂ ln b

= − u2
s

2π(vF1 + v)
, (3.56e)

∂ut
∂ ln b

=

(
ε

2
− V

2πv
+

2uc
π(vF1 + v)

− g1c + 3
4
g1s

2πvF1

)
ut. (3.56f)

These equations have been derived perturbatively under the assumption that all dimen-
sionless coupling constants are much smaller than ε. Therefore, the initial flow is given
by the terms proportional to ε, which appear in the equations for intra-subband inter-
action in the second subband, V , and the pair tunneling, ut. In other words, these two
couplings initially have relatively large scaling dimensions of ε and ε/2, respectively, and
consequently increase rapidly according to the very initial RG equations,

∂V

∂ ln b
≈ εV , (3.57a)

∂ut
∂ ln b

≈ ε

2
ut. (3.57b)

In particular, we find that the intraband coupling V even grows much faster than the
tunnel coupling. When V becomes of the order of V/(2πv) ≈ ε/2, the flow of ut stops,
since it is then described by the RG equation

∂ut
∂ ln b

≈
(
ε

2
− V

2πv

)
ut ≈ 0 . (3.58)

After reaching this stationary point, where the initial flow has already largely increased
ut by a factor of

√
πvε/(2V ), see appendix B.5, the pair tunneling decreases again and

finally flows to weak coupling. At the stationary point, however, it causes important
renormalizations for some of the other couplings. It is instructive to note that the inter-
mediate approximate fixed point close to V ≈ ε/2 actually yields the biggest part of the
renormalizations corresponding to the resummation of repeated scattering events in the
second subband. In an RG language, this intermediate stationary point corresponds to
an RG scale bmax, and the flow of the interaction V and the pair tunneling ut close to
bmax can be approximated as

V (b ≈ bmax) ≈ 2πv

[
ε

2
+
ε2

4
ln(b/bmax)

]
, (3.59)

ut(b ≈ bmax) ≈ ut(bmax) e−ε
2/8 ln2(b/bmax) . (3.60)
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where the pair tunneling at the stationary point reads ut(bmax) ≈ ut
√
πvε/(2V ), see

appendix B.5. These expressions can now be plugged into the approximate RG equations
of g1c and g1s close to this approximate fixed point, which read

∂g1x

∂ ln b
= −Cx

ut
2

2πv
, (3.61)

where Cc = 1/2 and Cs = 2 like in Eq. (3.52). Integrating these equations yields the
asymptotic values

geff
1x = g1x − Cx

√
π

4

ut
2

V
. (3.62)

The stationary point of the RG flow thus already accounts for a reduction of the coupling
constant with a prefactor

√
π/4 as compared to the full reduction obtained in section 3.5.

The latter can be reproduced by approximating the full initial RG flow by an effective
set of equations proportional to ε, V and ut (note that all other terms only involve the
perturbatively small bare coupling constants). In addition, we note that ut is generally
much smaller than V , except for the very initial RG flow. Since the latter is however
governed by ε anyway, we can approximate the initial flow of the RG equations (3.56) as

∂g1c

∂ ln b
= − u2

t

4πv
, (3.63a)

∂g1s

∂ ln b
= − u

2
t

πv
, (3.63b)

∂V

∂ ln b
= εV − V 2

2πv
, (3.63c)

∂uc
∂ ln b

=
u2
t

2π(vF1 + v)
, (3.63d)

∂ut
∂ ln b

=

(
ε

2
− V

2πv

)
ut. (3.63e)

The flow described by these equations indeed corresponds to the resummation of the
leading square-root divergencies of the theory. The dimensionless intraband interaction
V flows to a finite value, V/(2πv) → ε, which corresponds to the impenetrable electron
gas. The interband pair tunneling ut asymptotical flows to zero, since the strong inter-
action V in the second band suppresses local tunneling, see Sec. 3.5. On the way to the
impenetrable electron fixed point V/(2πv) = ε, ut = 0, the pair tunneling however leads
to a renormalization of the intraband couplings in the first band, g1c and g1s, and the
interband charge coupling uc, mostly due to the intermediate stationary point. As shown
in appendix B.5, we can simply integrate these RG equations. In particular, we find
that the pair tunneling asymptotically yields a finite renormalization for the intraband
couplings g1s and g1c,

geff
1x = g1x − Cx

u2
t

V
. (3.64)

where Cc = 1/2 and Cs = 2. This exactly reproduces the results of Sec. 3.5, see Eq. (3.52),
and of course leads to the same instability criterion
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u2
t

V g1s

!

& O(1). (3.65)

that had already been established in Eq. (3.54). The remaining flow of the theory after
reaching the impenetrable electron gas fixed point is given by the RG equations

∂geff
1s

∂ ln b
= −(geff

1s )2

2πvF1

, (3.66a)

∂us
∂ ln b

= − u2
s

2π(vF1 + v)
, (3.66b)

which again exactly reproduces the secondary flow of Sec. 3.5. In summary, we thus
find that also the ε expansion of Ref. [33] arrives at the same conclusion concerning the
stability of the Luttinger liquid as in the previous section, see the criterion of Eq. (3.54).
The main difference between our analysis and the results of Ref. [33] arises from the
evaluation of this criterion. There, a two-chain Hubbard ladder was considered, in which
case all interactions are of the same order, namely on the order of the Hubbard interaction
U . Thus, for Hubbard initial conditions the criterion (3.54) can be fulfilled, and a spin
gap is to be expected in agreement with Ref. [33]. For the quantum wire with screened
Coulomb interaction, however, the system remains gapless.

To conclude, we note that it is not by accident that the analysis of Balents and Fisher
correctly describes the physics of impenetrable particles established in our RPA-type
analysis. The prior can actually be interpreted as a renormalization group (RG) analysis
in the presence of multiple dynamic, as will be considered in part II. The role of the
kinetic coefficients used in part II is in Ref. [33] played by the mass of the particles the
second band. As mentioned in Sec. 3.2.2, the Luttinger liquid band can be understood as
being at its upper critical dimension, while the quadratic band is below its upper critical
dimension. At zero temperature, the RG is thus dominated by processes involving only
the second subband, i.e. precisely the ones taken into account by our RPA analysis.
The condition ε� 1 finally simply encodes that the perturbative RG approach used by
Balents and Fisher is only valid as long as the Wilson-Fisher fixed point interaction (the
interaction in the second subband) is small. As it turns out, this technical limitation does
not prevent the ε-expansion used by Balents and Fisher to obtain the correct result.



Chapter 4

Two-subband quantum wire above the
Lifshitz transition

The square-root singularities of the perturbation theory at µ2 = 0 can also be regularized
by considering a finite positive chemical potential larger than the strong-coupling scale
defined in Eq. (3.22), µ2 > Ep. The ground state then contains a finite density of particles
in both subbands. At low temperatures, we can interpret the two-subband Hamiltonian
in terms of interacting Tomonaga-Luttinger liquids. We will start by defining the precise
model and then proceed by a bosonized analysis. The latter takes into account some
more non-perturbative effects than earlier, fermionic studies.30 This does, however, not
lead to substantially different results. Before turning to the regime of coupled Luttinger
liquids, we shortly comment on the regime of very small but finite chemical potential in
the second subband, 0 < µ2 < Ep.

4.1 Small positive chemical potential: 0 < µ2 < Ep

If the chemical potential in the second subband is positive but small, 0 < µ2 < Ep, the
physics in this band is still strongly influenced by the physics of impenetrable electrons
that emerges for µ2 < 0, and which controls the quantum phase transition at µ2 = 0,
see Sec. 3.1.2. However, a description in terms of two-particle scattering as given in
Sec. 3.5 is clearly insufficient, since the second subband is now populated by a finite
density of strongly interacting particles. One may however strongly speculate that the
regime 0 < µ2 < Ep still shares certain similarities with the impenetrable electron gas.
In particular, the charge sector might correspond to a spinless Fermi gas, as in the case
of an impenetrable electron gas.55

If the charge sector is sufficiently close to an impenetrable electron gas state, the
physics of the system might be similar to the behavior of a two-subband system of spinless
fermions. There, one generically finds an instability for small but finite µ2 because pair-
tunneling becomes relevant and leads to the opening of a gap.37 The main reason is
that, for the spinless case, the intra-subband interaction of the weakly populated second
subband is of order O(v2

F2) due to the Pauli principle, whereas pair-tunneling is only
suppressed by a factor vF2. The (almost local) repulsive interaction in the second subband
can not suppress the (almost local) tunneling anymore, and the latter turns marginally
relevant. The flow of the pair-tunneling to strong coupling signals the appearance of a
gap due to a locking of the relative charge mode. Importantly, for spinless fermions there

45
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Figure 4.1: The system we investigate: two filled, one-dimensional bands with different
respective chemical potentials µ1 � µ2.

does not exist any energy scale Ep that limits the range of validity of the perturbative
RG. It is not unlikely that a similar kind of relevant pair-tunneling mechanism might
be at work in the spinful case as well in the regime 0 < µ2 < Ep where the physics
is already influenced by the impenetrable electron gas fixed-point, maybe giving rise to
a gap in the charge sector. Interesting physics could however also occur in the spin
sector, which might in some regime correspond to mobile Kondo impurities coupled to a
one-dimensional band of spinful fermions. As has been argued by Lamacraft, the latter
system may exhibits a two-channel Kondo effect.62

4.2 Analysis of the regime µ2 > Ep in terms of coupled
Luttinger liquids

In the next sections, we will tackle the regime µ2 > Ep by linearizing the dispersions
of both bands and modeling them by coupled, interacting Luttinger liquids. We derive
this effective model starting from the full quadratic dispersions resulting from the con-
fined two-dimensional electron gas as described in Sec. 3.1, and then distill the effective
Luttinger liquid Hamiltonians by bosonization of the fermionic bands. Compared to the
previous analysis by Varma and Zawadowski,30 our bosonized approach has the advantage
of taking into account density-density interactions in an exact manner, such that only
spin-flip and pair tunneling terms need to be treated by a perturbative renormalization
group (RG) approach.

The system before bosonization Before turning to the bosonized analysis, we shortly
recall the microscopic model Hamiltonian that derives from a confined two-dimensional
electron gas, see Eq. (3.4). As discussed, we specialize to the case that the lowest two
subbands are activated and partially filled, while all other bands are largely gapped and
will consequently be neglected. The interacting fermionic Hamiltonian thus reads
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H =
∑
n,k,σ

(
k2

2m
− µn

)
c†nkσcnkσ +

1

2

∑
n1,n2,n3,n4

k,k′,q;σ,σ′

Un1n2n3n4(q)c†n1k+qσc
†
n2k′−qσ′cn3k′σ′

cn4kσ
,

(4.1)

where n = 1, 2 labels the lowest two subbands and cnkσ annihilates an electron in band
n of momentum k and spin σ, while mn is the effective mass in band n. The free part of
the Hamiltonian,

H0 = H0
1 +H0

2 =
∑
n=1,2

∑
k,σ

εn(k) c†nkσcnkσ (4.2)

εn(k) =

(
k2

2m
− µn

)
(4.3)

comprises two quadratically dispersing bands of finite filling, µ1, µ2 > 0, while the inter-
action Un1n2n3n4(q) microscopically derives from the screened Coulomb repulsion in the
two-dimensional electron gas. More precisely, and Un1n2n3n4(q) denotes the interaction
matrix element for electrons from subbands ni interacting with a momentum transfer q.

4.2.1 Bosonization

As usual, the presence of the interaction Un1n2n3n4(q) prohibits an exact solution of the
full problem (simply because the latter is quartic in the electronic operators). In one di-
mension, however, the problem can be largely simplified by the Luttinger liquid approach.
As discussed in Sec. 2.1, the latter is based on the insight that for bands of finite filling,
the relevant degrees of freedom are collective density waves of the entire system rather
than excitations of individual particles. These waves may independently modulate the
spin and/or charge densities, such that spin and charge degrees of freedom are in principle
independent of each other. The extraction of the relevant low energy degrees of freedom,
namely the spin and charge density waves (naturally described by bosonic fields) from
the underlying fermionic theory is achieved by virtue of the technique of bosonization.
In this section, we will proceed along these lines (and with the conventions of Ref. [22])
in order to derive the bosonized version of the Hamiltonian (4.1), which then reduces
to two coupled Luttinger liquids. Interactions of density-density type will naturally be
quadratic in the new degrees of freedom (which precisely describe density waves). This
will allow us to treat these density-density interactions in an exact manner.

As a first step towards the derivation of the bosonized Hamiltonian, we linearize the
dispersions of the two bands around the Fermi level. This is always possible, provided
that temperature and interactions are small compared to the respective Fermi energies
(which sets the characteristic scale for the curvature of the bands). Due to the formation
of polarons, the bosonized approach breaks down for µ2 < Ep (see Sec. 4.2.3). For
µ2 > Ep, however, the linearization can safely be done, as illustrated in figure 4.2. In the
vicinity of the Fermi points, the dispersions εn(k) defined in Eq. (4.3) can be written as

εn(k)
|k|≈kFn=

∑
k≈−kFn

vFn(k + kFn) +
∑
k≈kFn

vFn(k − kFn) , (4.4)
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(a) Quadratic spectrum. (b) Effective linear spectrum.

Figure 4.2: Linearization and decomposition of the fermionic spectrum into right and left
movers.

where we introduced the Fermi velocities vFn = kFn/mn. Since only the physics close to
the Fermi points is relevant, it is useful to also decompose the creation and annihilation
operators into the Fourier modes close to each of the Fermi points. To be explicit, the
operator cnσ(x) annihilating an electron in the band n at a position x is decomposed as

cnσ(x) =
1√
L

∑
k

eikxcnkσ =
1√
L

∑
k<0

eikxcn,k,σ +
1√
L

∑
k>0

eikxcn,k,σ (4.5)

= e−ikF x
1√
L

∑
k<kF

eikxcn,−kF+k,σ + eikF x
1√
L

∑
k>−kF

eikxcn,kF+k,σ .

Here, L denotes the length of the quantum wire. Alluding to their respective direction
of motion set by the velocity ∂ε/∂k, the modes close to −kF are conventionally called
left movers, while the modes close to +kF are named right movers. In order to obtain a
more simple theory, the linear dispersions can be continued up to infinite momenta. The
right- and left-moving particles then correspond to the new operators

cnsL(x) = e−ikF x
1√
L

∑
k

eikxcn,−kF+k,σ and cnsR(x) = eikF x
1√
L

∑
k

eikxcn,kF+k,σ .

(4.6)
Note that we have switched the notation of the spin index from σ to s for later con-
venience. As a next step, we extract the collective density wave excitations from the
individual fermionic particles. Because of their very nature as density waves, these ex-
citations are intrinsically non-local. The local operators cnsj(x), j = L,R for right- and
left-movers thus correspond to non-local string operators in terms of the new bosonic
fields field θns(x, τ) and Φns(x, τ) describing the density waves. Using furthermore the
so-called Klein fields Fnsj, one can express the fermionic operators as

cnsR(x, τ) = FnsR
1√

2παn
e−i(Φns(x,τ)−θns(x,τ)) , (4.7)

cnsL(x, τ) = FnsL
1√

2παn
ei(Φns(x,τ)+θns(x,τ)) , (4.8)
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where αn is a short distance cut-off (e.g. interatomic distance). As advertised, the new
fields θns(x, τ) and Φns(x, τ) can be related to the spin and charge densities of band n.
In the limit of large system size L → ∞, they can be expressed in terms of the density
ρnsj of spin s =↑, ↓ electrons moving in the direction j = L,R in the band n = 1, 2 as

∂

∂x
Φns(x, τ) = −π(ρnsR(x, τ) + ρnsL(x, τ)) , (4.9)

∂

∂x
θns(x, τ) = π(ρnsR(x, τ)− ρnsL(x, τ)) . (4.10)

By inspection, we conclude that Φns is linked to the total (charge) density of electrons of
spin s charge density in the lead n, whereas θns relates to the spin s current in this lead. In
addition, the new bosonic fields describing position and motion of the electronic densities
form a canonical basis of the system similar to momentum and position variables. As
can be checked by a straight-forward calculation, they obey the commutation relation

[Φns(x1), θn′s′(x2)] = δn,n′ δs,s′ i
π

2
sgn(x2 − 21) . (4.11)

In the continuum limit L→∞ and then αn → 0, this yields

[Φns(x1),∇θn′s′(x2)] = δn,n′ δs,s′ i π δ(x2 − 21) , (4.12)

which is indeed the canonical bosonic commutation relation. Further details of these
calculations may be found in Ref. [22].

4.2.2 A first bosonized form of the two-subband Hamiltonian

Whilst bosonizing the Hamiltonian (4.1), we find it useful to first redefine the bosonic
fields such that they explicitly and separately describe spin and charge degrees of freedom
in each of the bands. This is achieved by the fields

Φnρ(x, τ) =
1√
2

(Φn↑(x, τ) + Φn↓(x, τ)) ∼ integrated charge density in the lead n,

(4.13a)

Φnσ(x, τ) =
1√
2

(Φn↑(x, τ)− Φn↓(x, τ)) ∼ integrated spin density in the lead n,

(4.13b)

θnρ(x, τ) =
1√
2

(θn↑(x, τ) + θn↓(x, τ)) ∼ integrated charge current in the lead n,

(4.13c)

θnσ(x, τ) =
1√
2

(θn↑(x, τ)− θn↓(x, τ)) ∼ integrated spin current in the lead n,

(4.13d)

which again obey canonical commutation relations. Before coupling the two bands, we
first bosonize the interactions within each of the bands using the new degrees of freedom
in Eq. (4.13) and plugging them into the definition of the right-and left-moving fields,
see Eq. (4.6). Per band, the general interaction Un1n2n3n4(q) yields three relevant types
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(a) Backward scattering
g(1).

(b) Forward scattering
g(2).

(c) Scattering of elec-
trons with the same chi-
rality g(4).

Figure 4.3: The different intraband scattering processes taken into account.

of scattering processes for the right- and left-moving fields depicted in Fig. 4.3. These
processes correspond to backward scattering, dispersion and forward scattering. We note
that spin umklapp scattering events are forbidden by the global momentum conservation
since we do not consider half-filled bands. Different to the last chapter, we denote the
interaction constants in standard notation for Luttinger liquids.22 They read

gn(1) for backward scattering in subband n (opposite chiralities), (4.14)
gn(2) for forward scattering in subband n (opposite chiralities), (4.15)
gn(4) for scattering of electrons in subband n with the same chirality. (4.16)

Furthermore, we distinguish scattering events involving two electrons of parallel and
antiparallel spin by introducing gn‖(j) and gn⊥(j), respectively. We can then combine
gn‖(1) and gn‖(2) into a new coupling constant

gn‖ = gn‖(2) − gn‖(1) (4.17)

because they correspond to the same scattering process. These coupling constants are
related to the ones considered before (see Eq. (3.12)) by

gn‖ = gnc − gns/4 , (4.18a)
gn⊥(1) = gns/2 , (4.18b)
gn⊥(2) = gnc + gns/4 , (4.18c)

where the interactions in the second band read

g2c = U2222(0)− U2222(2kF2)

2
≈ V

2
, g2s = 2U2222(2kF2) ≈ 2V , (4.19)

and where the approximate values of these new coupling constants in terms of the interac-
tion V in the first band are correct up to logarithmic corrections, and become better the
smaller kF2 is. Note that the process gn4 had been dropped in chapter 2. Although it is in
principle equally unimportant than before (since it does not lead to singular corrections),
we can take it into account exactly, and thus do so. The Luttinger liquid Hamiltonians
are obtained following the standard procedure of bosonization (see again Ref. [22]). We
note that Eqs. (4.18) imply

gn‖ = gn⊥(2) − gn⊥(1) , (4.20)
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which has to be fulfilled in a spin-rotation invariant system. All intraband interactions,
except for spin-flip terms, can be written as density-density interactions and are thus
quadratic in the new fields. Collecting all of these terms, one obtains the so-called Lut-
tinger parameters Kµ,i and the effective propagation velocities of the bosonic excitations
uµ,i defined by

uρ,n = vFn

√(
1 +

gn‖(4) + gn⊥(4)

2πvFn

)2

−
(
gn‖ + gn⊥(2)

2πvFn

)2

, (4.21)

Kρ,n =

√√√√1 +
gn‖(4)+gn⊥(4)

2πvFn
− gn‖+gn⊥(2)

2πvFn

1 +
gn‖(4)+gn⊥(4)

2πvFn
+

gn‖+gn⊥(2)

2πvFn

, (4.22)

uσ,n = vFn

√(
1 +

gn‖(4) − gn⊥(4)

2πvFn

)2

−
(
gn‖n − gn⊥(2)

2πvFn

)2

, (4.23)

Kσ,n =

√√√√1 +
gn‖(4)−gn⊥(4)

2πvFn
− gn‖−gn⊥(2)

2πvFn

1 +
gn‖(4)−gn⊥(4)

2πvFn
+

gn‖−gn⊥(2)

2πvFn

. (4.24)

The two bands are then described by

H =
∑
n=1,2

(
H0
ρ,n +H0

σ,n +H1
σ,n

)
+H12 , (4.25)

H0
ρ,n =

1

2π

∫
dx

(
uρ,nKρ,n

(
∂

∂x
θρ,n

)2

+
uρ,n
Kρ,n

(
∂

∂x
Φρ,n

)2
)

, (4.26)

H0
σ,n =

1

2π

∫
dx

(
uσ,nKσ,n

(
∂

∂x
θσ,n

)2

+
uσ,n
Kσ,n

(
∂

∂x
Φσ,n

)2
)

, (4.27)

H1
σ,n =

g1,n⊥

(2παi)2

∫
dx
(
F †↑,L,nF

†
↓,R,nF↓,L,nF↑,R,ne

−i
√

8Φσ,n + h.c.
)

. (4.28)

We finally consider the interaction between the subbands. Besides a charge density
interaction and spin density interaction, we also take into account pair tunneling terms.
This way, the interband interactions can be written as

H12 = H0
12c +H0

12s +H1
12s +H12t , (4.29)

where the interactions in terms of the bosonic fields are given by

H0
12c =

1

2π

4uc
π

∫
dx

(
∂

∂x
Φρ,1

)(
∂

∂x
Φρ,2

)
, (4.30)

H0
12s = − 1

2π

us
π

∫
dx

(
∂

∂x
Φσ,1

)(
∂

∂x
Φσ,2

)
, (4.31)

H1
12s = −us

2

1

(2π)2α1α2

∫
dx
{(
F †↑,R,1F↓,R,1e

i
√

2(Φσ,1−θσ,1) + F †↑,L,1F↓,L,1e
−i
√

2(Φσ,1+θσ,1)
)
(4.32)

×
(
F †↓,R,2F↑,R,2e

−i
√

2(Φσ,2−θσ,2) + F †↓,L,2F↑,L,2e
i
√

2(Φσ,2+θσ,2)
)

+ h.c.
}

,
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and H12t denotes the pair tunneling, detailed in appendix B.8. Besides the tunneling
amplitudes for opposite spins with and without spin-flip, gt⊥(1) and gt⊥(2), the tunneling
HamiltonianH12t now also contains a tunnel coupling for pairs of equal spin, gt‖. Different
to chapter 2, where the low energy excitations only lived around a single momentum
k ≈ 0, the presence of two distinct Fermi points now allows a local pair tunneling term of
particles with equal spin but opposite chirality. Spin-rotation invariance however ensures
that there are only two independent tunneling amplitudes, as gt‖ = gt⊥(2) − gt⊥(2). We
note that the Hamiltonian remains almost spin-charge separated despite the presence of
the various interactions. Only the tunneling spoils the spin-charge separation because it
transfers both the charge and the spin of the electron from one band to the other, see
Sec. B.8.

4.2.3 Polaron effect

The bosonized Hamiltonian (4.25) still contains quadratic terms that stem from the spin
and charge density interactions between the two subbands. These terms can of course be
taken into account exactly by an appropriate basis transformation. Only the terms H1

σ,n,
H1

12s and the pair tunneling have to be treated perturbatively, and have a form commonly
referred to as “cosine-terms” (an evident notion if the Klein factors are dropped and the
exponentials regrouped). The quadratic part of the Hamiltonian

H0 =
∑
n

(
H0
ρ,n +H0

σ,n

)
+H0

12c +H0
12s , (4.33)

can be diagonalized by a unitary basis transformation. This diagonalization can most
conveniently be performed by first transforming the fields to

θµ,n → θ′µ,n =
√
uµ,nKµ,nθµ,n , (4.34a)

Φµ,n → Φ′µ,n = 1/(
√
uµ,nKµ,n)Φµ,n (4.34b)

(4.34c)

(with µ = ρ, σ, note that this transformation conserves the canonical commutation rela-
tions for the fields θ′µ,n and Φ′µ,n). Next, we rewrite the Hamiltonian in terms of 2 × 2-
matrices, one matrix describing the θ-sector, and one matrix for the Φ-sector, while the
2 × 2-structure comprises the two bands. The transformation (4.34) then reduces the
θ-sector of the Hamiltonian to an identity matrix. The Φ-sector can now be diagonalized
by a straightforward diagonalization. Of course, the θ-fields have to be transformed ac-
cordingly in order to preserve the canonical commutation relations, which however does
not affect the Hamiltonian any further because the θ-sector is an identity. The final new
eigenfields are (again using µ = ρ, σ)
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Φ+
µ =

√
u+
µK

+
µ

1 + aµ2

(
1√

uµ,1Kµ,1

Φµ,1 +
aµ√

uµ,2Kµ,2

Φµ,2

)
, (4.35)

Φ−µ =

√
u−µK

−
µ

1 + aµ2

(
aµ√

uµ,1Kµ,1

Φµ,1 −
1√

uµ,2Kµ,2

Φµ,2

)
, (4.36)

θ+
µ =

√
1

u+
µK

+
µ (1 + aµ2)

(√
uµ,1Kµ,1 θµ,1 + aµ

√
uµ,2Kµ,2 θµ,2

)
, (4.37)

θ−µ =

√
1

u−µK
−
µ (1 + aµ2)

(
aµ
√
uµ,1Kµ,1 θµ,1 −

√
uµ,2Kµ,2 θµ,2

)
. (4.38)

The new velocities and Luttinger parameters are

u±µ =

√√√√uµ,12 + uµ,22

2
±
√(

uµ,12 − uµ,22

2

)2

+

(
Vµ
2π

)2

uµ,1uµ,2Kµ,1Kµ,2 , (4.39)

K±µ = 1 , (4.40)

and the basis transformation introduces factors of

aµ =

Vµ
π

√
Kµ,1Kµ,2
uµ,1uµ,2√(

uµ,1
uµ,2
− uµ,2

uµ,1

)2

+
(
Vµ
π

)2
Kµ,1Kµ,2
uµ,1uµ,2

+ uµ,1
uµ,2
− uµ,2

uµ,1

, (4.41)

and where Vµ denotes the corresponding coupling constant,

Vσ = −us , Vρ = 4uc . (4.42)

By virtue of this transformation, all density-density interactions of the system, including
both intra- and inter-band interactions, are taken into account exactly in the quadratic
part of the Hamiltonian, which takes the diagonal form

Hdiag =
1

2π

∫
dx

(
u+
ρK

+
ρ

(
∂

∂x
θ+
ρ

)2

+
u+
ρ

K+
ρ

(
∂

∂x
Φ+
ρ

)2

+ u−ρK
−
ρ

(
∂

∂x
θ−ρ

)2

+
u−ρ
K−ρ

(
∂

∂x
Φ−ρ

)2
)

,

(4.43)

+
1

2π

∫
dx

(
u+
σK

+
σ

(
∂

∂x
θ+
σ

)2

+
u+
σ

K+
σ

(
∂

∂x
Φ+
σ

)2

+ u−σK
−
σ

(
∂

∂x
θ−σ

)2

+
u−σ
K−σ

(
∂

∂x
Φ−σ

)2
)

.

Unfortunately, this transformation is not well-defined in the limit vF2 � vF1. The veloci-
ties u−ρ and u−σ tend to 0 upon approaching the Lifshitz transition from above, and vanish
before the transition is reached if the spin and charge velocities in the second band are
smaller than

ucσ,2 =
( us

2π

)2 Kσ,1Kσ,2

uσ,1
, (4.44a)

ucρ,2 =

(
4uc
2π

)2
Kρ,1Kρ,2

uρ,1
. (4.44b)
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On physical grounds, the appearance of this singularity is not too surprising, keeping in
mind the discussion of Sec. 3.5. The two subbands have very different Fermi velocities,
vF1 � vF2, which allows for the fast density waves in the lower subband to adiabatically
screen the slow excitations in the upper band. This upper subband is thus filled with a
Luttinger liquid of polarons rather than regular electrons. The fact that we have so far
used the wrong degrees of freedom is mathematically reflected in the above singularity.
In the next section, we show how the latter can be avoided by transforming to the correct
degrees of freedom which take the polaron effect into account.

4.3 Transformation to polarons

The transformation to polaronic degrees of freedom has already been used in Ref. [61]
in order to describe two subbands interacting only via charge density interaction. We
will now generalize this transformation to our case of multiple interband interactions
and spinful electrons. Since we want to capture the formation of polarons in the second
subband due to its coupling to density waves, our starting point is a Hamiltonian that
already described the first band in the correct basis, namely as a Luttinger liquid, while
the second band is still expressed in terms of fermionic degrees of freedom. It reads

H = H1 +H2 +H12,marg +H′12 , (4.45)

where, as explained, the first band is described by the standard Luttinger liquid Hamil-
tonian,

H1 =
1

2π

∫
dx

(
u(1)
ρ K(1)

ρ (∂xθ
(1)
ρ (x))2 +

u
(1)
ρ

K
(1)
ρ

(∂xφ
(1)
ρ (x))2

)

+
1

2π

∫
dx

(
u(1)
σ K(1)

σ (∂xθ
(1)
σ (x))2 +

u
(1)
σ

K
(1)
σ

(∂xφ
(1)
σ (x))2

)
(4.46)

+Hspin−flip
1 ,

where Hspin−flip
1 denotes spin-flip terms within the first band. The density-density part

of the interband interaction is denoted by

H12,marg = uc

∫
dx (−

√
2

π
)
(
∂xφ

(1)
ρ

)
(ρ2↑ + ρ2↓)−

us
2

∫
dx (−

√
2

π
)
(
∂xφ

(1)
σ

)
(ρ2↑ − ρ2↓) ,

(4.47)

while all other interband interactions are comprised in H′12. A more explicit form of the
Hamiltonian is found in appendix B.7. The transformation to polarons is now achieved
by shifting the fields in the lower subband as
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φ(1)
ρ

′
(x) = φ(1)

ρ +
√

2
K

(1)
ρ )

u
(1)
ρ

uc

∫ ∞
x

dx′ (ρ2↑(x
′) + ρ2↓(x

′)) , (4.48)

θ(1)
ρ

′
(x) = θ(1)

ρ (x) , (4.49)

φ(1)
σ

′
(x) = φ(1)

σ (x)−
√

2
K

(1)
σ )

u
(1)
σ

us
4

∫ ∞
x

dx′ (ρ2↑(x
′)− ρ2↓(x

′)) , (4.50)

θ(1)
σ

′
(x) = θ(1)

σ (x) . (4.51)

In order to preserve the canonical commutation relations with the second subband, its
fermionic operators also have to be shifted as

c′2↑(x) = ei
1
π

(γρθρ(x)+γσθσ(x))c2↑(x) , (4.52)

c′2↓(x) = ei
1
π

(γρθρ(x)−γσθσ(x))c2↓(x) , (4.53)

with

γρ = −
√

2
K

(1)
ρ

u
(1)
ρ

uc and γσ =
√

2
K

(1)
σ

u
(1)
σ

us
4

. (4.54)

This transformation eliminates H12,marg at the expense of introducing a residual inter-
action. The residual interaction contains a quadratic term that stems from the shift of
the operators c2σ and some new terms which are cubic in the operators and quadratic in
uc and us, and thus irrelevant in the RG sense. A more explicit version of the polaron
transformation can be found in appendix B.7.

4.3.1 Final form of the Hamiltonian

Having switched to the correct degrees of freedom leads us to the final form of the Hamil-
tonian. We proceed by bosonizing the second subband (which now contains polarons).
This is done in complete analogy to the first band’s bosonization, see Sec. 4.2.1. In
addition, we focus on the most relevant interactions, and thus only contain terms that
couple right-movers to left-movers. As shown in appendix B.8.1, we can then diagonalize
the remaining quadratic part of the residual interaction and obtain the final Hamilto-
nian. Thanks to the framework of bosonization, the latter contains all density-density
interactions between the two bands in an exact manner. In addition, it describes the
system in terms of coupled, polaronic Luttinger liquids. The only remaining couplings
that could not have been taken into account exactly correspond to “cosine-terms” in the
Luttinger liquid language, and correspond to spin-flip interactions within each band and
between the bands (and the irrelevant, higher order terms of the residual interactions).
As discussed in appendix B.8.2, these new degrees of freedom do indeed not exhibit a
singularity anymore. For the sake of readability, the full Hamiltonian is only shown in
appendix B.8.1.

4.4 Renormalization group analysis
Having derived the Luttinger liquid Hamiltonian, we can finally analyze the effect of the
remaining non-diagonal couplings by means of a renormalization group (RG) approach.
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We base the RG on the renormalization of the free energy, which is defined as

F = −T ln (Z) with Z =

∫
dΦdθe−S , (4.55)

where T is the temperature of the system. The partition function is expanded perturba-
tively as

Z =

∫
dΦ dθ e−S (4.56)

≈
∫
dΦ dθ e−S0 (1− Sint) , (4.57)

where we have split the action into the diagonal part S0 and all other, cosine-type terms,
Sint. The RG equations for the coupling constants are now derived by subsequently
integrating out high energy shells. The re-exponentiation of the average 〈Sint〉S0 then
yields the renormalization of the different coupling constants. This procedure is further
detailed in appendix B.9. This treatment is, admittedly, not complete. Our bosonized
formulation does take into account all density-density interactions in a non-perturbative
way, and their effects are contained in the Luttinger liquid parameters and effective
velocities. In order to capture the renormalization of these parameters, we would have
to extend the RG analysis to second order. Even more so, the bosonized first order
perturbation theory can only capture the self-renormalization of the remaining cosine-
type interactions (i.e. ∂X/∂ ln b ∼ X), and thus even misses further diagrams of the
second order renormalization in fermionic language. However, already the first order
renormalization of the cosine-type terms, which will be studied in the following, shows
that we obtain results similar to the ones derived by a purely fermionic treatment in
Ref. [30], and that we in particular do not obtain any instabilities for the case of a
quantum wire defined in a two-dimensional electron gas. Since already the first order RG
equations are more than lengthy and tedious, and since we would not obtain new results,
we refrain from going to second order in perturbation theory.

Our results for the full RG equations to first order perturbation theory are detailed
in appendix B.10. These equations are in perfect agreement with the results of Varma
and Zawadowksi, see Ref. [30], as we show in appendix B.11. In order to make contact
to our calculations in the previous chapter, we want to analyze the leading terms in the
RG equations for low filling of the second subband, vF2 � vF1 . In this limit, the leading
terms in the RG analysis are enhanced by a factor of vF1/vF2 with respect to all other
terms. Using the identifications (see Eq. (4.18))

gn⊥(1) = gns/2 , (4.58)
gn⊥(2) = gnc + gns/4 , (4.59)

and the fact that spin-rotation invariance implies gt‖ = gt⊥(2)−gt⊥(2) (which also remains
true under RG and allows us to drop the RG equation for gt‖, see Eq. (B.104)), we
can extract the leading order RG terms from appendix B.11. We stress that we use
the equations derived by Varma and Zawadowski in Ref. [30] rather than the bosonized
equations, since the latter has to miss some terms of the full second order perturbation
theory in fermionic language, see the discussion at the beginning of this section and
appendix B.11. In the limit vF2 � vF1 , we find
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dg1s

d ln b
= − 2

πvF2

gt⊥(2) gt⊥(1) , (4.60a)

dg2s

d ln b
= − 1

2πvF2

g2
2s , (4.60b)

dgt⊥(1)

d ln b
= − 1

2πvF2

(g2c + g2s/4)gt⊥(1) −
1

4πvF2

g2sgt⊥(2) , (4.60c)

dgt⊥(2)

d ln b
= − 1

2πvF2

(g2c + g2s/4)gt⊥(2) −
1

4πvF2

g2sgt⊥(1) . (4.60d)

The perturbative treatment is controlled as long as all terms on the right hand side of
Eqs. (4.60) are smaller than the coupling constants they renormalize. For the parameters
of our model, Eqs. (3.30), the largest term is ∼ g2

2s/vF2 in Eq. (4.60b). Thus, we obtain
the condition g2s/vF2 � 1 or, equivalently, µ2 � Ep with the strong-coupling energy
scale Ep = mV 2 of Eq. (3.22), which is precisely the regime we are working in.

The solution of these RG equations is detailed in appendix B.12. We find that the flow
for EF1 � µ2 � Ep shares similarities with the one obtained at large negative chemical
potential |µ2| � Ep in section 3.4 and the one for −EP < µ2 < 0 in section 3.5, but
with the role of the two subbands partially reversed. Now, the interaction of the second
subband decouples, while the tunneling is still reduced by the interactions in the second
subband. All of these couplings are thus driven to weak coupling. While the interaction
g2s only has a logarithmic flow, the tunnel couplings gt⊥(1) and gt⊥(2) decrease as power
laws (with logarithmic corrections). The flow of g1s, determined by the tunneling, is
thus rather short and only yields a finite renormalization of the coupling constant. To
logarithmic accuracy, the effective coupling is obtained in appendix B.12 as

geff
1s ≈ g1s − 2

gt⊥(1)gt⊥(2)

g2c

. (4.61)

Using the identification gt⊥(1) = gt⊥(2) = ut valid for µ2 → 0 and g2c = V/2, see Eq. (4.19),
we obtain

geff
1s ≈ g1s − 4

u2
t

V
. (4.62)

As in chapter 2, the value of geff
1s determines the fate of the subsequent flow governed by

terms that are not enhanced by a factor of vF1/vF2 . While for positive geff
1s , the flow is

towards weak coupling, one obtains a run-away flow for negative geff
1s . This signals the

opening of a gap in the spin sector of the first band. The coupling changes sign if

u2
t/(V g1s) > O(1) , (4.63)

so that we again reproduce the instability criterion (3.54). In principle, the corrections to
the RG flow due to terms that are not enhanced by v−1

F2 could induce other instabilities.
The pair-tunneling, that is irrelevant during the initial flow (4.60), also renormalizes
the charge coupling g2c and could drive it attractive (as can be found by inspection
of Ref. [30]). This renormalization however is always weaker than the one obtained
for g1s by a factor of vF2/vF1. Since both interactions are initially of the same order,
g2c, g2s ∼ O(V ), the interaction g2c is much more stable against a run-away flow than g1s.
Thus, we conclude that in the regime µ2 > Ep the ground state of two Luttinger liquids
in the two subbands is stable.
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(a) Transition in the multi-subband quan-
tum wire.

(b) The transition in
the Wigner crystal.

Figure 4.4: Subfigure (a): different regimes of the multi-subband quantum wire close to
the activation of the second subband, µ2 = 0. The figures indicates which sections treats
what regime. Subfigure (b) depicts the corresponding transition in the Wigner crystal
regime, which is discussed in Sec. 2.4.

4.5 Summary: Lifshitz transition in quantum wires

Within the last two chapters, we have analyzed the behavior of a quantum wire close to
the Lifshitz transition µ2 = 0 where its second subband gets activated. The problem is
in principle complicated by the presence of multiple dynamical scales, characterized by
dynamical exponents z = 1 and z = 2 for the two subbands at and below the transition,
µ2 ≤ 0, and largely different Fermi velocities vF2 � vF1 above the transition. The
different dynamics however allowed us to distinguish between the leading and subleading
interaction effects, and eventually lead to a consistent picture of the transition. As the
key result, we found one single criterion for possible instabilities in all regimes indicate
in Fig. 4.4a. From there, we could conclude that a quantum wire defined in a two-
dimensional GaAs/GaAlAs-electron gas is subject to strong correlation effects (such as
the formation of a gas of impenetrable polarons at the bottom of the second band), but
does not exhibit an instability at the transition point, µ2 = 0. Hubbard-like systems,
on the other hand, may exhibit instabilities (as was found in Ref. [33]). Only the limit
of small, positive chemical potential in the second subband was outside the scope of our
analysis.

As mentioned, our calculations made massive use of the fact that the two bands are
governed by very different dynamics. Close to the transition, the first subband is a stan-
dard Luttinger liquid, while the second band is characterized by a quadratic dispersion.
The van Hove singularity at the bottom of the second band renders scattering events
there particularly important. In the limit µ2 → 0−, the second subband is however only
very weakly populated. Its physics can thus be described by an effective two-particle
problem, which is exactly solvable. Interaction effects due to the first, Luttinger liquid
type band, could finally be viewed as a secondary effect. The exact solvability of the
leading interactions effects constitutes the main difference to other quantum phase tran-
sitions involving multiple dynamics, such as Pomeranchuk instabilities in metals, see part
II. There, all interaction effects have to be treated perturbatively and simultaneously,
which demands for elaborate RG schemes.53

Summing up the main steps of our analysis, we have first addressed the limit of
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largely negative µ2, where the second subband is essentially empty. In this case, the large
chemical potential µ2 punished all scattering events involving (virtually excited) particles
in the second subband. The corresponding perturbation theory is thus non-divergent.
The system can thus be understood as essentially comprising only the first band. Close
to the transition, however, fluctuations involving the second subband even yield the
dominant renormalizations of the theory. Besides the quantum critical argument, this
may also be understood by remembering the divergent density of states at the bottom of
the second subband, which boosts interaction effects there.

For µ2 → 0−, i.e. close to the transition but with a yet unfilled second subband, we
found that the latter can be viewed as an effectively infinitely repulsive, dilute gas of
particles. This regime is consequently dubbed an “impenetrable gas” in the literature.
The strong repulsion leads to a suppression of the pair tunneling between the two bands,
which in leading approximation is local and thus wants to put two particles on the
same spot. The effectively perturbatively small tunneling does however yield a finite
and attractive renormalization of the interactions in the first subband, which can be
understood similarly to tight-binding spin exchange terms. In case two particles in the
first subband get close to each other, they may gain kinetic energy by virtually hopping
to the second band and back (with an amplitude ut). The intermediate state is however
punished by the interaction V in the second subband. This gives rise to an attractive
correction (remember that the tunneling is local and thus wants to particles to get close
to each other), which reads

δg1x = −u
2
t

V
⇒ geff

1x = g1x −
u2
t

V
, (4.64)

where g1x is a short-hand notation for the interactions in the first subband. Only if this
finite shift is strong enough to drive one of the interactions in the first subband attractive,
instabilities occur. These happen first in the spin sector of the first subband, but the
flow to strong coupling of g1s should trigger further instabilities, such as effective pair
formation in the second subband.33 While for Hubbard systems, where all interactions
are of the order of the Hubbard-U , instabilities should generically occur, quantum wires
do not exhibit instabilities, since the pair tunneling is too small there.

Although no instabilities are associated with the activation of the second band in a
quantum wire in GaAs/GaAlAs-heterostructures, we find that the interactions between
the bands lead to the emergence of new effective degrees of freedom close to the transition.
This again relies on the largely different dynamics of the two sub bands. While the
particles in the second subband are close to the band bottom and thus slow, density
waves in the first subband propagate with a characteristic velocity of order vF1, the
Fermi velocity in the Luttinger liquid type band. Since the latter is rather large, the
density waves can adiabatically rearrange in order to optimize the density-density type
interactions between the bands. The transition should thus be thought of as the filling
of a second band with strongly correlated polarons, i.e. electrons with a screening cloud
of density waves. This became particularly apparent for the regime of two partially
filled subbands (i.e. at a finite µ2 > 0), where the system can be described in terms
of two coupled Luttinger liquids. The theory is in fact only well-defined if the latter
are constructed from polarons. The use of the “wrong”, fermionic particles leads to an
unphysical singularity (this is not surprising since density-density interactions are treated
exactly in the Luttinger liquid language). We finally note that while the crossover from
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an essentially empty and weakly correlated second band at large negative µ2 to the
strongly correlated state of impenetrable electrons for µ2 → 0− could be fully understood
in terms of a resummation of ladder diagrams yielding a smoothly behaving dressed
two-particle Green’s function. A similar treatment was not possible for small positive
chemical potentials µ2 → 0+. It would certainly be desirable to discuss this regime in
future work.

4.5.1 Global summary: quantum phase transitions in quantum
wires

In conclusion, we have studied a quantum wire defined in a two-dimensional electron gas
made from GaAs/GaAlAs. In the regime of weak interactions in the two-dimensional
electron gas, the quantum wire can be described as a multi-subband system, see Fig. 4.4.
The activation of the latter’s second subband as a function of increasing chemical potential
corresponds to a Lifshitz transition of strongly correlated polarons. In the case of a
quantum wire made from GaAs/GaAlAs two-dimensional electron gas, this transition is
however not associated with any instabilities. Far below the transition, the system can
be viewed as a single Luttinger liquid, and as two coupled Luttinger liquids far above
the transition. These results are to be contrasted with the case of strong interactions in
the two-dimensional electron gas, where a Wigner crystal forms. The latter exhibits a
transition from a linear to a zigzag arrangement as a function of filling (or confinement),
see Fig. 4.4b. This transition has been shown to happen in the charge sector only, while
the spin sector essentially acts as a spectator and can be modeled as a Heisenberg chain
with nearest neighbor exchange. Interactions between charge and spin degrees of freedom
were irrelevant in an RG sense. The zigzag transition in a quantum wire made from a
two-dimensional electron gas could thus be understood as being in the Ising universality
class.

Both transitions correspond to a transition from a truly one-dimensional to a quasi
one-dimensional situation, and should thus be connected in some way. Since the two tran-
sitions are in different universality classes, there must be a multi-critical point separating
the strongly interacting Wigner crystal regime from the weakly interacting multi-subband
quantum wire scenario. It would be desirable to extend the present analysis to interme-
diate interaction strengths in order to describe the multi-critical point as well, which
would allow to finally redraw the mean-field phase diagram shown in Fig. 2.5 in a more
thorough way.
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Chapter 5

Quantum criticality and multiple
dynamics

One of the most interesting features of materials is their ability to change their properties.
We do in fact encounter and use such changes naturally in our every day life, with
examples ranging from boiling water to driving a car (in both cases, the transition from
a liquid to a gas is used). Since it is often precisely this ability to change that allows
for applications, the understanding of qualitative transitions in materials, so-called phase
transitions, has for a long time been one of the focuses of physics. The most commonly
known phase transitions are the ones between a solid and a liquid (melting or freezing)
and between a liquid and a gas (evaporation or condensation). There are, however, many
conceptually similar but less “every-day life” examples of phase transitions in nature,
including for instance the demagnetization of a (former) magnet under heating.

In physics, two main classes of phase transitions are distinguished.6,7,9 During a first
order transition, a material absorbs or looses a finite amount of energy, the so-called
latent heat. When melting ice, for instance, a continuously heated ice-water-mixture re-
mains at precisely 0◦C until all the ice has melted, and only then continues to warm up.
This is different for second order or continuous phase transitions, which are characterized
by a divergence of the typical length and time scales of the system, but where no latent
heat is involved. These divergences of characteristic scales give in general rise to much
richer physics than first order transitions. Common to both cases is however that a phase
transition is driven by the change of some parameter of the system (such as the temper-
ature of the ice). This allows for a second important classification of phase transitions.
If a transition happens at finite temperatures, it is called a classical phase transition,
while it is called a quantum phase transition if it occurs at zero temperature. Different
to classical phase transitions which can also be driven by a change of the temperature,
quantum phase transitions are necessarily driven by the tuning of some other parameter
such as pressure, magnetic field, or doping. As a unifying feature, a phase transition of
any kind can be understood as the transition between two differently ordered states, or
the transition between an ordered and a disordered state. The presence of an order is
technically measured by so-called order parameters which are non-zero only in the re-
spective ordered state. For the case of a magnet, the order parameter is given by the
magnetization. Often, the order spontaneously chooses one of many possible realizations
(as an example, the magnetization of an isotropic magnet could in principle point in
any direction, but spontaneously picks an arbitrary one). This phenomenon is known as
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spontaneous symmetry breaking, and generally occurs at a second order phase transition.
Although some of the concepts we alluded to here will be explained in more detail later
on, we refer the reader to the standard textbooks on statistical physics and reviews for
more extensive introductions to the field of phase transitions.6,7,9

The study of phase transitions, and in the last decades especially quantum phase tran-
sitions, is an active field of condensed matter physics. The framework of (quantum) phase
transitions has been used to discuss, for instance, the phenomenology of heavy fermion
materials or high temperature superconductors.63–67 These systems, and quantum criti-
cal systems in general, sometimes exhibit several quantum critical points, partially with
competing order parameters. One interesting question in the field of quantum criticality
is thus how different low energy fluctuations close to a quantum critical point coexist
and interact. It is not surprising that the most standard approach to quantum critical
systems based on a single divergent time scale τ and a single divergent length scale ξ can
not always describe the asymptotic scaling behavior close to a realistic quantum critical
point. As a concrete example, the heavy fermion compound CeCu6−xAux can not be
consistently explained by the usual scaling predictions.68 Similarly, the itinerant magnet
system YbRh2Si2 has been reported to have a quantum critical point with two distinct
divergent time scales.69 Different to the standard scaling approach, a thorough analysis
of similar systems should from the very beginning take into account the coexistence of
multiple dynamics. As a first step into this direction, the coexistence of multiple dynam-
ics at the d-wave Pomeranchuk instability of a two-dimensional metal has been studied in
Refs. [53,54,70]. In Ref. [53], it has been found that the coexistence of multiple dynamics
gives rise to an unusual extended quantum to classical crossover regime in which thermal
and quantum fluctuations coexist and interact. This in turn leads to logarithmic correc-
tions to the scaling of thermodynamic observables,53 and to non-Fermi liquid self-energy
corrections and logarithmically singular renormalization of the quasiparticle residue of
electronic degrees of freedom (see Ref. [54] and references therein). The coexistence of
multiple degrees of freedom close to a (quantum) phase transition has also been studied in
the context of competing orders, such as superconductivity and ferromagnetism in UGe2

and other materials (see for instance Ref. [71] and references therein). These competing
orders are in general also characterized by multiple dynamics. Their interplay has been
argued to result in interesting quantum critical physics, such as the possible promotion of
second order transitions to first order transitions due to the interactions between the dif-
ferent order parameters.72 Yet another example of multiple dynamics close to a quantum
critics point can be found in two-dimensional metals close to a density-wave instabil-
ity. A recently developed two-patch theory describes these systems with an anisotropic
energy-momentum relation, E ∼ kx ∼ k2

y.73,74 Last but not least, similar physics have
also been of interest in the context of dynamic critical phenomena close to classical phase
transitions.75–77

In the next two chapters, we will show how quantum critical systems with coexist-
ing multiple dynamics can be described by virtue of a generalized renormalization group
approach. The latter is able to tackle interacting systems of arbitrary dynamics and
spatial dimensionality, and allows to calculate the scaling properties of thermodynamic
observables at zero and finite temperature outside the ordered phase. As a main result,
we find that the coexistence of multiple dynamics can lead to the break-down of the
usual scaling and thus constitutes a novel, and potentially rather generic, mechanism
for the generation of unusual scaling exponents close to a quantum critical point. We
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organize our discussion as follows. First, we will introduce the basic concepts of scal-
ing and universality close to a quantum critical point, and discuss more standard field
theoretical approaches to quantum critical scaling relying on single dynamics. We will
then show how the coexistence of multiple dynamics spoils the usual scaling of the free
energy and thermodynamic observables in general, before turning to a concrete model.
Studying a generalized Pomeranchuk instability in a metal, we demonstrate how and
under which conditions unusual scaling exponents emerge and affect physical observables
in this concrete example. It is hoped that the novel mechanism for unusual scaling given
by coexisting multiple dynamics might be helpful in the context of experimental scaling
puzzles close to quantum critical points.

5.1 Quantum criticality and scaling hypothesis
As mentioned in the last paragraph, a second order phase transition is characterized by
a divergent characteristic time scale τ and a divergent length scale ξ. These scales are,
more precisely, the correlation time and correlation length of the critical fluctuations
of the system. Since the characteristic time scale vanishes, the typical energy ~/τ of
quantum fluctuations around an ordered state as depicted in Fig. 5.2 goes to zero if a
second order phase transition is approached. While finite temperature phase transitions,
i.e. classical ones, can be tuned by either varying the temperature T or some other control
parameter such as pressure or doping, quantum phase transitions are always due to the
change of a control parameter g at zero temperature. If the latter has a critical value gc,
the correlation time and length typically behave as

ξ ∼ |r|−ν and τ ∼ |r|−νz , (5.1)

where r = g − gc, and where ν is known as the correlation length exponent, while z is
called the dynamical exponent. The scaling hypothesis now states that close enough to
the quantum critical point, a thermodynamic observable f depends only on the ratios of
the experimental length scale x and time scale t to the characteristic scales, as well as the
various ratios between different characteristic scales.78 One of these characteristic scales
is always given by the temperature T which close to a quantum critical point behaves
like an inverse time. The thermodynamic observable f can thus be expressed close to a
quantum critical point as

f(x, t, r, T ) = f̃r(x/ξ, t/τ, T τ) . (5.2)

Similar scaling laws arise not only close to quantum phase transitions but also close to
classical ones and had first been identified by Widow in 1965.79 They imply that observing
the system at different scales x→ x/b, t→ t/bz is like observing the system at some other
value of the tuning parameter, r → r b1/ν , and a different temperature, T → T bz, up to
a scaling factor with an exponent Df corresponding in general to the physical dimension
plus an anomalous dimension of the observable itself,

f(x, t, r, T ) = bDf f(x b−1, t b−z, r b1/ν , T bz) . (5.3)

From the scaling relation (5.3), one can also deduce that thermodynamic observables are
described by power laws if the system is close to the quantum critical point. Setting
b = r−ν , we obtain
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f(x, t, r, T )→ r−ν Df f(0, 0, 1, 0) for r → 0 and T → 0 . (5.4)

The critical physics is thus controlled by a small set of numbers, namely the experimen-
tally important parameters close to the transition (here x, t, r and T ) and the set of
critical exponents (here z, ν and Df ). If a critical system depends not only on a single,
but rather on a small number of control parameters ri, each of the parameters is generally
associated with its own scaling exponent νi. This leads to the scaling form

f(x, t, r1, . . . , rN , T ) = bDf f(x b−1, t b−z, r1 b
1/ν1 , . . . , rN b

1/νN , T bz) . (5.5)

Put differently, thermodynamic observables close to a phase transition are in fact only
functions of the dimensionless ratios of the different length scales ξT = T−1/z and ξri =
r−νii one can form from the temperature and each of the quantum tuning parameters
using the associated critical exponents.

To conclude, we note that since observing the system at different scales x → x/b,
t → t/bz is like observing it at some other values of the tuning parameters ri and the
temperature T (if the system is close enough to the critical point), the physics have to be
self-similar on all scales. This implies a number of relations between the different scaling
exponents z and νi. Similar fixed relations of scaling exponents also exist between differ-
ent physical observables. Historically, these relations have been dubbed the hyperscaling
relations. For a general introduction to the theory of scaling close to phase transitions
see for instance Ref. [78].

5.1.1 Universal physics close to phase transitions

The concept of scaling close to a phase transition is intimately related to the observation
that many seemingly very different critical systems are described by identical critical
theories. As we have already noticed, there is only a small number of physically relevant
scales deriving from the control parameters and the temperature, and set by virtue of
the critical exponents. This means that most of the microscopic information on critical
systems is actually not important for their critical properties. As an example, the corre-
lation length ξ ∼ r−ν is usually the only relevant length scale at zero temperature close
to a phase transition driven by a control parameter r. Details such as precise value of
microscopic lattice constants in the system do however often not influence the critical
scaling laws. Quite generally, this implies that a big number of seemingly very different
physical systems have the same critical behavior, provided that they differ only in proper-
ties that are irrelevant for the critical scaling. This concept has been named universality,
and allows to classify critical systems into so-called universality classes (all systems with
the same universal lowest energy physics at a phase transition constitute a universality
class). Technically, the concept of universality is best understood in the framework of the
renormalization group, see appendix A. Universality is, of course, a property that only
emerges on long time and length scales, or equivalently low energies. When one zooms
sufficiently into a critical system, the microscopic details such as the lattice structure and
inter-particle interactions will eventually be visible and important. Finally, let us notice
that not necessarily the entire system needs to be universal. If only a subset of a complex
physical system performs a phase transition (e.g. a magnetic transition that leaves the
lattice properties unchanged), only the part of the free energy and other thermodynamic
observables describing the critical subset follows the discussed universal scaling laws.
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One therefore commonly needs to subtract non-universal contributions from a physical
measurement in order to obtain the critical scaling properties.

5.1.2 Thermodynamics and phase diagram

In experiments, where often macroscopic samples are used, the observed physical re-
sponses correspond to thermodynamic properties of the respective systems. This means
that they should not be understood as individual responses of single quasiparticles, but
rather as collective properties of all low-energy excitations of the system. As a matter
of fact, thermodynamic measurements usually involve particle numbers of the order of
Avogadro’s number, NA ≈ 6 ·1023. Their collective behavior can be characterized by ther-
modynamic quantities such as the global thermal expansion α, i.e. the relative volume
change of the entire sample if the temperature is changed

α =
1

V

∂V

∂T
. (5.6)

Thermodynamic observables can alternatively also be defined as derivatives of the free
energy F with respect to the temperature T and the (quantum) tuning parameters ri.
Experimentally most relevant are second order derivatives. For pressure induced quantum
criticality, where the pressure p is the only quantum tuning parameter, r = p, one can
define three second order derivatives. The second order derivative with respect to the
temperature

cp = −T
V

∂2F

∂T 2
=

T

V

∂S

∂T

∣∣∣∣
p=const.

(5.7)

defines the specific heat of the system (S denotes the entropy). The mixed derivative,

α =
1

V

∂2F

∂T∂p
=

1

V

∂V

∂T

∣∣∣∣
p=const.

(5.8)

sets the above mentioned thermal expansion. The second order derivative with respect
to r = p,

κ = − 1

V

∂2F

∂p2
=

1

V

∂V

∂p

∣∣∣∣
T=const.

(5.9)

finally defines the compressibility of the system. More generally, a second order derivative
∂2
ri
F defines the susceptibility χri of the system with respect to the tuning parameter ri.
The scaling of these thermodynamic observables can be obtained from the scaling

form of the critical part of the free energy discussed in the last section. We found that
the critical part of the free energy per volume, i.e. the critical part of the free energy
density F = Fcr/V , has a scaling behavior given by

F = b−(d+z) f(b1/ν1r1, . . . , b
1/νN rN , b

zT ) , (5.10)

where νi is the scaling exponent of the quantum tuning parameter ri. For a system with
just a single tuning parameter, e.g. pressure p, the free energy density assumes the simple
scaling form

F = b−(d+z) f(b1/νr, bzT ) . (5.11)
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Figure 5.1: Generic phase diagram for a system with a single dynamical exponent z and
a correlation length exponent ν as a function of temperature T and the quantum critical
tuning parameter r driving a quantum phase transition at r = 0. This gives rise to a
quantum critical point (QCP) at r = 0, T = 0. Crossovers occur at T ∼ |r|νz, where
the dominant type of fluctuations changes from thermal to quantum. This modifies the
scaling behavior of physical observables. At low temperatures, an ordered phase appears
for negative r, the details and extension of which however depends on further details of
the system.

Each of the two relevant scaling fields r and T gives rise to a length scale. The quantum
tuning parameter defines the length ξr = |r|−ν , while the temperature yields ξT = T−1/z.
These scales can be interpreted as the typical lengths on which correlations of the system
are destroyed by either quantum fluctuations (when considering ξr) or thermal fluctua-
tions (for ξT ). The overall correlation length of the system, i.e. the length scale beyond
which correlations are destroyed, thus corresponds to the minimum of these two lengths,

ξ = min {ξr, ξT} . (5.12)

This naturally defines two regimes. For ξr < ξT , or equivalently T < |r|νz, the system
is dominated by quantum fluctuations, while thermal fluctuations dominate for ξT < ξr
(T > |r|νz). These regimes are shown in the generic phase diagram of Fig. 5.1 based on our
simple scaling analysis, and the borders between them define crossovers between different
scaling behaviors of physical observables, see below. For negative r < 0, the formation
of an ordered phase is expected. This will generically happen in the low temperature
regime because the high temperature regime is characterized by thermal fluctuations of
energies larger than typical quantum energy scales. Consequently, any quantum order is
destroyed there. The precise form of the low temperature regime for r < 0, and especially
the extension of the ordered phase, however depends on the details of the model and the
spatial dimensionality of the system.

Low temperature regime T < |r|νz

In the low temperature regime T < |r|νz, the system is characterized by the length scale
ξr = |r|−ν . The free energy density should thus dominantly scale as F ∼ ξ

−(d+z)
r , which

corresponds to the choice b = |r|−ν for the scaling form (5.11). The critical part of the
thermodynamics then follow from the scaling form

F = |r|ν(d+z) f
(
±1, |r|−νz T

)
. (5.13)
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Since the free energy is well-defined at zero temperature for finite |r|, the limit T → 0+

of the scaling function should go to some finite value f (±1, 0) = const. > 0. We can
thus expand the scaling form of the free energy for T → 0+. The first order derivative
with respect to temperature corresponds to the entropy. According to the third law of
thermodynamics, the latter has to vanish in the limit T → 0+. The expansion of the
scaling form thus starts with an exponent larger than one. It can generally be written as

f
(
±1, |r|−νz T

)
≈ f (±1, 0) + CLT

(
|r|−νz T

)y0+1 (5.14)

with positive constants y0 and CLT. Since thermodynamics are only well-defined for
positive temperatures, the scaling function f(±1, x) does not need to be analytic for
x → 0, and the exponent y0 is thus generally not an integer. In addition, we note that
the constants y0 and CLT do not need to be identical in the ordered and disordered
phase, i.e. for r < 0 and r > 0. One can now easily evaluate the critical parts of different
thermodynamic quantities as

cr = −T ∂
2F
∂T 2

∼ |r|ν(d−y0z) T y0 , (5.15a)

α =
∂2F
∂T∂r

∼ |r|ν(d−y0z)−1 T y0 , (5.15b)

κ =
∂2F
∂r2

∼ |r|ν(d+z)−2 . (5.15c)

Quantum critical regime T > rνz

In the regime T > |r|νz, thermal fluctuations dominate over quantum fluctuations. It
is commonly referred to as quantum critical regime. There, the critical part of the free
energy density dominantly scale as F ∼ ξ

−(d+z)
T , corresponding to b = T−1/z in Eq. (5.11).

We can thus write F as

F = T (d+z)/z f
(
T−1/(νz) r, 1

)
. (5.16)

Again, the free energy should be well-defined in the limit r → 0 at finite temperature T ,
implying that f (0, 1) = const. > 0. Since there is no phase transition in the quantum
critical region at r = 0 for finite temperatures, the scaling form is assumed to be an
analytic function of r (as we will see in Sec. 6.7.2, this does in fact not always need to be
true). Taylor expansion then yields the leading behavior as

f
(
T−1/(νz) r, 1

)
≈ f (0, 1) + C

(1)
QC T

−1/(νz) r + C
(2)
QC T

−2/(νz) r2 , (5.17)

where C(i)
QC > 0 are some constants. From there, we can again obtain the scaling behavior

of the critical part of thermodynamic quantities as

cr = −T ∂
2F
∂T 2

∼ T d/z , (5.18a)

α =
∂2F
∂T∂r

∼ T (d−1/ν)/z , (5.18b)

κ =
∂2F
∂r2

∼ T (d+z−2/ν)/z . (5.18c)
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5.2 Theoretical description of quantum criticality with
single dynamics

Before turning to quantum critical systems involving multiple dynamics, we find it useful
to review the more standard case of single dynamics quantum criticality. To make the
matter particularly simple, let us consider a system that has a quantum critical point
(QCP) as a function of some physical tuning parameter r. In an experiment, this tuning
parameter might be pressure, magnetic field, doping, and so on. For simplicity, we
however focus on the case that the system has only a single tuning parameter, such that
the phase diagram can be fully specified as a function of r and the temperature T (which
naturally is the second and by assumption last relevant scaling parameter). We choose the
tuning parameter to be r = 0 at the phase transition. At zero temperature, negative r < 0
corresponds the ordered phase, while positive r > 0 characterizes the disordered state
(the finite temperature phase diagram depends on the details of the model). The system
is furthermore assumed to exhibit universal physics, and the characteristic exponents
related to the two scaling fields are the correlation length exponent ν (which defines the
length scale ξν = r−ν) and the dynamical exponent z (which sets the thermal length
T−1/z). In the following, we want to review how this set of four numbers (r, T , ν, and
z) technically enters and controls the theoretical description close to a quantum critical
point.

5.2.1 Quantum and classical fluctuations

Phase transitions can generally be understood as the destruction of some ordered state.
The phase transition itself is driven by fluctuations, i.e. (initially) small perturbations
of the ordered state, see Fig. 5.2a and 5.2b. Deep in the ordered state, the creation of
fluctuations is punished by a large energy cost deriving from the same energy scale that
stabilizes the order itself (a ferromagnetic exchange coupling in Fig. 5.2). Fluctuations
can nevertheless exist, either as virtual excitations (also known as quantum fluctuations),
or due to the thermal energy of a finite temperature system. Close to a second order phase
transition, where the energy cost of fluctuations goes to zero, the definition of an ordered
state naturally breaks down if the fluctuations do not constitute small perturbations
anymore, but rather determine the (now “chaotic”) state of the system, see Fig. 5.2c.

Phase transitions at zero temperature, i.e. transitions driven by quantum fluctuations,
are known as quantum phase transitions. The ordered state can however persist up to
some critical temperature, and the corresponding generic phase diagrams are depicted in
Fig. 5.3 (taken from Ref. [9]). An experimental example of the quantum critical phase
diagram in the Ising ferromagnet LiHoF4 as a function of a transversal magnetic field H
is shown in Fig. 5.4.80 The quantum fluctuations destabilizing the ordered state comprise
all sorts of virtual excitations from the many-particle ground state to excited states.
Their characteristic energy scale is related to the distance to the quantum critical point
(note that the system becomes gapless at the phase transition). In terms of the universal
exponents, the characteristic energy scale of quantum fluctuations reads

Eq ∼ |r|νz (5.19)

(we recall that r−ν corresponds to the characteristic length scale related to the distance to
the quantum critical point r, while (r−ν)−z translates this length scale into a temperature,
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(a) Ordered state. (b) Fluctuations. (c) Disordered state.

Figure 5.2: Sketch of the transition from an ordered state (subfigure 5.2a) to a disordered
state (subfigure 5.2c) in a two-dimensional ferromagnetic spin lattice. Intermediate states
between the ordered and disordered limits can be understood as small modulations of
the ordered state due to quantum and thermal fluctuations, see subfigure 5.2b.

i.e. energy, see Sec. 5.1). This scale is to be compared to the characteristic energy scale
of thermal fluctuations, which is of course given by the temperature itself,

Ec ∼ T . (5.20)

Since thermal fluctuations are the ones driving classical phase transitions, they are also
known as classical fluctuations. Close to a phase transition, the system is dominated
by these thermal (or classical) fluctuations if Ec � Eq, while quantum fluctuations
dominate in the opposite case. This implies in particular that every finite temperature
phase transition is dominated by classical fluctuations. Upon approaching the transition,
i.e. for r → 0, the quantum energy scale Eq is always smaller than the classical energy
scale Ec in the regime

|r(T )| . T 1/(νz) , (5.21)

i.e. close enough to the finite temperature phase transition (note that the critical value of
r generally shifts away from its zero temperature value for finite temperatures). There-
fore, only phase transitions at zero temperature are truly driven by quantum fluctuations.
At very high temperatures (i.e. higher energies), non-universal physics start playing an
important role, and the behavior changes from universal scaling to system-specific de-
pendencies.

Coming back to the phase diagrams of Fig. 5.3, the order is mainly destroyed by
quantum fluctuations for r > 0, while it is destroyed by thermal fluctuations for r < 0
(there, the quantum energy scale stabilizes the order).9 In the intermediate region directly
above the quantum critical point, the so-called quantum critical region, fluctuations of
both types are important. For T > |r|νz, thermal fluctuations have a higher energy than
quantum fluctuations, such that a finite distance to the quantum critical point |r| > 0
is washed out. Thermal fluctuations are simply too strong for the system “to be able to
tell” whether it is at r = 0 or not. Consequently, the system can be described in terms
of thermal excitations of the quantum critical ground state at r = 0, T = 0. Just as the
latter, which marks the transition between different quantum states, the entire quantum
critical region is prominently characterized by the absence of conventional quasiparticles.

In the following sections, we will analyze in detail how the quantum and classical
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Figure 5.3: Generic phase diagrams close to a quantum critical point (QCP) as a function
of a quantum tuning parameter r with critical value rc and temperature T . Subfigure a)
shows a system with order only at zero temperature, while subfigure b) depicts order at
finite temperature. In the latter case, the finite temperature phase transition is driven by
thermal fluctuations, and the region sufficiently close to the phase transition is described
by a classical critical theory. Figure taken from a review by M. Vojta, see Ref. [9].

(a) Phase diagram. (b) Susceptibility.

Figure 5.4: Experimental measurement of a quantum critical point in the Ising ferro-
magnet LiHoF4. The data has been recorded by Bitko et al., and the plots are adapted
from Ref. [80]. It shows the transition from a ferromagnetic state (FM) to a paramag-
netic state (PM) as a function of a transversal magnetic field H. Subfigure (a) depicts
the measured phase diagram (the dots show experimental data points, the solid line is a
mean field theoretical prediction). Subfigure (b) shows the power law divergence of the
magnetic susceptibility χ close to the quantum critical point (once as a function of the
reduced temperature for at H = 49 kOe upon approaching the quantum critical point
from above, open circles, once as a function of reduced magnetic field for T = 0.1K).
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fluctuations technically enter the description of a phase transition in terms of a quantum
field theory, and how this quantum theory “turns classical” at finite temperatures.

Quantum theory of a phase transition

Disregarding any microscopic physical model, we assume that the phase transition under
discussion can be described by a bosonic Ψ4 theory, which usually derives from a decou-
pling of a complicated microscopic theory into the relevant interaction channels. For now,
we want to keep the theory as general as possible, and thus work in a spatial dimension
d. The dynamical exponent z, which translates the temperature T to a length scale, is
microscopically defined by the dispersion relation relating energies to inverse lengths. In
our theory, we thus use a general dispersion

ω ∼ kz , (5.22)

where ω denotes energies (frequencies) and k is a momentum. The correlation length
exponent, on the other hand, relates momenta (inverse lengths) to the tuning parameter
r as

r ∼ k1/ν . (5.23)

The latter characterizes the distance to the quantum critical point, and sets the charac-
teristic energy scale for quantum fluctuations above the ordered state (as explained in the
last section). The effective bosonic Ψ4 theory describing the quantum phase transition
should thus have a gap ∆ ∼ rνz. Based on these requirements, we can write down a
general propagator in terms of momenta k = |~k| and Matsubara frequencies ωn as

g(ωn, ~k)−1 = r + k1/ν0 +
|ωn|y
kyz−1/ν0

, (5.24)

where k = |~k| (note that we have implicitly assumed rotational invariance for simplicity)
and y is some exponent, which is for now left undefined. We note that the dynamical
exponent z and the correlation length exponent ν0 as they are defined here constitute
bare values, and will in general be renormalized by interactions. The precise form of
the propagator is inspired by our later analysis. Its details do however not affect the
qualitative discussion of this section. The resulting Ψ4 theory then reads

S =

∫
ddx

∫ β

0

dτ Ψ(~x, τ)
g−1

2
Ψ(~x, τ) + u

∫
ddx

∫ β

0

dτ Ψ(~x, τ)Ψ(~x, τ)Ψ(~x, τ)Ψ(~x, τ) ,

(5.25)
where Ψ(~x, τ) is a real bosonic field, τ denotes imaginary time, β is the inverse temper-
ature, u accounts for interaction effects, and the double Fourier transform of the inverse
bare propagator is g(~x, τ)−1.

5.2.2 Dimensional reduction

Let us now show how a quantum theory turns classical at finite temperatures upon
approaching the phase transition. For simplicity, we perform this analysis above the
quantum critical point, where r → 0. The only relevant length scale is then set by the
temperature as
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ξT = T−1/z , (5.26)

whose inverse ξ−1
T defines a characteristic thermal momentum scale. For momenta higher

than this scale, k � ξ−1
T , the quantum fluctuations have an energy ω ∼ kz � T , and do

thus effectively not know about the finite temperature yet. Fluctuations with momenta
smaller that ξ−1

T , on the other hand, do feel the effect of finite temperatures and “turn
classical”. On a technical level, the thermal momentum defines whether the spacing
between Matsubara modes is important or not. For momenta larger than ξ−1

T , this spacing
is negligibly small. Consequently, one can approximate ωn by a continuous variable ω
just like in the zero temperature case, and the theory behaves as a d + z-dimensional
quantum theory at zero temperature. For momenta smaller than ξ−1

T , on the contrary,
the finite Matsubara spacing is relevant. Moreover, as ωn ∼ nT � kz, the propagator
can be approximated by the dynamical term only for non-zero Matsubara frequencies:

g(ωn, ~k)−1 ≈


k1/ν0 + |ωn|y

kyz−1/ν0
, kz � T

|2πnT |y
kyz−1/ν0

, kz � T and ωn 6= 0

k1/ν0 , kz � T and ωn = 0 .

(5.27)

This approximate form of the propagator suggests that the very low energy physics at
finite temperatures might be dominated by the Matsubara zero mode only, as all other
modes are effectively gapped by the temperature. This statement can be substantiated
by an analysis along the lines of Ref. [81]. In order to derive the effective lowest-energy
theory, one first deals with the momenta k � ξ−1

T by a zero temperature one-loop renor-
malization group (RG) analysis that stops when the flowing thermal scale ξ−1

T equals the
cutoff. The effective values r∗ for the mass and u∗ for the interaction obtained at the end
of this RG flow define an effective theory for momenta k ≤ ξ−1

T ,

Seff =
∑
k≤ξ−1

T

∑
ωn

Ψ(−~k,−ωn)
1

2

[
r∗ + k1/ν0 +

|ωn|y
kyz−1/ν0

]
Ψ(~k, ωn) (5.28)

+ u∗
∫
ddx

∫ β

0

dτ Ψ(~x, τ)Ψ(~x, τ)Ψ(~x, τ)Ψ(~x, τ) .

Note that to one-loop order, the correlation length exponent appearing in the propagator
does not change even when the system goes to a Wilson-Fisher fixed point. Assuming that
the non-zero Matsubara modes are now effectively gapped, it is admissible to integrate
them out perturbatively to one-loop order (an assumption that needs to be checked in
the end). This yields a new effective theory for the Matsubara-zero mode only, with
an effective mass r∗0 and an interaction u∗0 that account for all physics stemming from
momenta higher than ξ−1

T and the effects of all non-zero Matsubara modes,

S0
eff =

∑
k≤ξ−1

T

Ψ(−~k, 0)
r∗0 + k1/ν0

2
Ψ(~k, 0) (5.29)

+
u∗0
βV

∑
ki≤ξ−1

T

Ψ(~k1, 0)Ψ(~k2, 0)Ψ(~k3, 0)Ψ(~k4, 0) δ~k1+~k2,~k3+~k4
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(with β being the inverse temperature and V the d-dimensional volume). The assumption
that the non-zero Matsubara modes can be integrated out perturbatively with respect
to the Matsubara zero mode basically implies that the effective mass r∗0 should not be
larger than the minimal gap of the non-zero Matsubara modes,

r∗0 <
|ωn|y

ξ
−(yz−1/ν0)
T

∼ T y

T (yz−1/0)/z
= T 1/(ν0z) . (5.30)

This inequality corresponds to (the one-loop version of) the comparison of the charac-
teristic energy scales Eq and Ec of quantum and classical fluctuations, see Eq. (5.21).
If it holds, the system can indeed be described by an effective classical theory for the
Matsubara-zero mode only, i.e. a d-dimensional field theory without quantum dynamics
(albeit with non-trivially renormalized parameters r∗0 and u∗0).

In conclusion, our analysis along the lines of Ref. [81] shows that the action (5.25)
close to the quantum critical point r → 0 behaves like a d + z-dimensional quantum
theory at zero temperature for high momenta k � ξ−1

T , while it may effectively appear
as a d-dimensional classical theory at finite temperature for momenta k � ξ−1

T . This
phenomenon is known as dimensional reduction or quantum to classical crossover. We
note that the concept of dimensional reduction also has an intuitive interpretation in
a language inspired by quantum field theory, see for instance Eq. (5.25). There, the
time coordinate acts like an additional space coordinate of finite extent Lτ = β1/z =
T−1/z. When distances smaller than this extent, i.e. momenta higher than k & T 1/z,
are considered, the theory looks like a field theory in d + z dimensions. Only for larger
distances, i.e. lower momenta, the system realizes about its finite temperature.

5.3 Case study above the quantum critical point
The following section will illustrate the concept of dimensional reduction with a concrete
example. We stick to our model system with a single quantum tuning parameter r driving
a quantum phase transition at r = 0, and analyze the system at finite temperature T . In
order to observe dimensional reduction, we require the system to be in a regime ultimately
dominated by thermal fluctuations. This can most easily be guaranteed by setting r = 0,
i.e. by placing the system at some finite temperature directly above the quantum critical
point, see Fig. 5.5. Concretely, the system is modeled by the action

S =

∫
ddx

∫
dτ Ψ(~x, τ)

g−1

2
Ψ(~x, τ) + u

∫
ddx

∫
dτ Ψ(~x, τ)Ψ(~x, τ)Ψ(~x, τ)Ψ(~x, τ) ,

(5.31)

with the Fourier transformed inverse Green’s function

g(ωn, ~k)−1 = r + k1/ν0 +
|ωn|
kz−1/ν0

. (5.32)

As before, ν0 is the bare value of the correlation length exponent. We do not specify
the latter in this section in order to keep the discussion as general as possible, but we
note that it usually takes the value ν0 = 1/2 in φ4-theories. The analysis will now be
performed according to Ref. [81] in the two steps advertised in the last section. First,
we will integrate out all high energy fluctuations with momenta larger than the thermal
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Figure 5.5: Generic phase diagram for a system with a single dynamical exponent z and
a correlation length exponent ν as a function of temperature T and the quantum critical
tuning parameter r driving a quantum phase transition at r = 0. This gives rise to a
quantum critical point (QCP) at r = 0, T = 0. The arrow indicates how the QCP is
approached at r = 0 upon lowering the temperature, as considered in Sec. 5.3.

(a) Correction to
the mass r.

(b) Correction to the in-
teraction u.

Figure 5.6: One-loop corrections to the mass r and the interaction u.

momentum ξ−1
T . This can be done by virtue of a zero temperature renormalization group

(RG) analysis since the high momentum modes do not feel the finite temperature, see
Sec. 5.2.2. Subsequently, the finite temperature fluctuations of the non-zero Matsubara
modes can (hopefully) be integrated out perturbatively.

Initial RG flow

The first step corresponds to integrating out high energy shells by a standard, zero
temperature RG up to the inverse thermal length ξ−1

T = T 1/z. The RG equations to one
loop order correspond to the engineering dimension plus the diagrams shown in Fig. 5.6
and evaluated in appendix C.1. They are derived by subsequently integrating out high
energy/momentum shells by reduction of the initial high momentum cutoff Λ → Λ/b
with b > 1 (energies have a cut-off Λz). The full set of zero temperature RG equations
reads

∂r

∂ ln(b)
=

1

ν0

r(b)−Kd,z,1,ν Λd+z−2/ν0 u(b) r(b) , (5.33a)

∂u

∂ ln(b)
=

(
2

ν0

− d− z
)
u(b)− 3Kd,z,1,ν0 Λd+z−2/ν0 u2(b) , (5.33b)

∂T

∂ ln(b)
= z T (b) , (5.33c)

where Kd,z,y,ν0 is a constant of order one, see appendix C.1. The engineering dimensions
of the mass and the interaction follow from simple power counting of the action (5.31),
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while the temperature has to scale as a frequency (we recall that ωn = 2π nT ), and
therefore has engineering dimension z. These RG equations can simply be integrated,
and two scenarios have to be distinguished.

A system above its upper critical dimension The upper critical dimension D+
c

is defined as the quantum dimension D = d + z below which fluctuations importantly
affect the state of the system, while they can be neglected for systems above the upper
critical dimension. In an RG language, a system is above its upper critical dimension
if the interaction is irrelevant in the RG sense. The system is then said to approach a
Gaussian, i.e. non-interacting fixed point. This happens if the engineering dimension of
the interaction is negative. The upper critical dimension of the action (5.31) is thus given
by

D+
c =

2

ν0

. (5.34)

In a usual Ψ4 theory, where ν0 = 1/2, the upper critical dimension is D+
c = 4. If the

system is above its upper critical dimension, i.e. if d + z > D+
c , the interaction has a

negative scaling dimension and thus rapidly flows to weak coupling,

u(b)→ 0 , (5.35)

while the mass remains at its initial value,

r(b) = 0 , (5.36)

since its RG equation (5.33a) is proportional to r(b) and the system is analyzed for bare
r(b = 1) = r = 0. As discussed in appendix C.1, finite shifts due to non-divergent
corrections can simply be absorbed into a redefinition of the starting value of r. The full
discussion of the RG equations is given in appendix C.2. Below the thermal scale, the
non-zero Matsubara modes can simply be integrated out since they have an effective gap
of order T 1/(ν0z). The residual interaction u∗ is essentially equal to the bare interaction u
and leads to a small mass for the Matsubara zero mode (we recall that the system is by
construction close to an attractive Gaussian fixed point, such that interactions only lead
to (in this case dangerously) irrelevant corrections, also to the interaction itself, but that
e.g. no interacting fixed point is approached).

A system below its upper critical dimension If the system is below its upper
critical dimension,

d+ z < D+
c =

2

ν0

, (5.37)

the initial RG flow changes dramatically. Instead of flowing to a non-interacting fixed
point, the interaction goes to a finite and constant value. This interacting fixed point is
known as the Wilson-Fisher fixed point and generically occurs for theories below the upper
critical dimension. As shown in appendix C.2, the Wilson-Fisher fixed point interaction
reads

u(b)→ uWF =
2
ν0
− d− z

3Kd,z,1,ν0 Λd+z−2/ν0
= const. (5.38)
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The Wilson-Fisher fixed point in fact defines a universal value of the interaction, since it
is always the combination Λd+z−2/ν0 u(b) that shows up in the RG equations (5.33). The
dependence on the cutoff Λ therefore drops out of the RG flow (and also out of physical
observables). Last but not least, the mass still does not flow since we consider the theory
directly above the quantum critical point, r = 0.

Integrating out non-zero Matsubara modes After the initial zero temperature
RG, we obtain an effective theory

Seff =
∑
k≤ξ−1

T

∑
ωn

Ψ(−~k,−ωn)
1

2

[
r∗ + k1/ν0 +

|ωn|y
kyz−1/ν0

]
Ψ(~k, ωn) (5.39)

+ u∗
∫
ddx

∫
dτ Ψ(~x, τ)Ψ(~x, τ)Ψ(~x, τ)Ψ(~x, τ) .

with a reduced cutoff, |~k| < T 1/z, an effective mass r∗ = 0 and an effective interaction
strength u∗ = uWF (T/Λ)2/ν0−d−z for a system below the upper critical dimension or an
essentially unchanged u∗ ≈ u if the system is above its upper critical dimension (see again
appendix C.3 for details of the calculation). Next, we try to integrate out the non-zero
Matsubara modes, which is detailed in appendix C.3. We however find that this is only
possible if

d >
1

ν0

, (5.40)

because the mass correction

δr ∼
∫
ddk

1

k1/ν0
(5.41)

is singular otherwise. The coupling to the non-zero Matsubara modes then generates a
Matsubara zero mode mass r∗0. For a system below its upper critical dimension, it is
given by

r∗0 =
uWF

Λ2/ν0−d−z
T 1/(ν0z) ∼

(
2

ν0

− d− z
)
T 1/(ν0z) , (5.42)

and an even smaller mass for a system above its upper critical dimension. The effective
mass r∗0 is indeed smaller than the mass of the other modes, given by T 1/(ν0z), at least if
the system is not far below its upper critical dimension. This is different if the spatial
dimension is small, namely if

d <
1

ν0

, (5.43)

in which case the integration over the non-zero Matsubara modes is singular. The model
can then not be understood as an effectively classical, d-dimensional system.

5.3.1 Summary: critical dimensions

As a main result of our case study, we found that the character of a given system close
to a quantum phase transition crucially depends on its dimensionality. More precisely,
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we found that both the quantum and classical fluctuations only affect the system if the
latter is below a respective critical dimension, while the fluctuations can be integrated
out perturbatively above the respective critical dimension.

Critical dimension of quantum fluctuations

As discussed in Sec. 5.2.2, the effective dimension of a quantum theory is given by D =
d + z, where d is the number of space dimensions and z is the dynamical exponent.
Quantum fluctuations are only important if this effective dimension is smaller than the
so-called upper critical dimension D+

c of the system,

D+
c =

2

ν0

, (5.44)

such that quantum fluctuations matter for

d+ z < D+
c . (5.45)

In this case, the engineering dimension of the interaction, [u]engin = 2/ν0−d−z is positive
and the interaction is relevant. The theory then flows to an interacting Wilson-Fisher
fixed point set by quantum fluctuations. If however d + z > D+

c , the theory flows to a
non-interacting Gaussian fixed point.

Critical dimension of classical fluctuations

If the system is at a finite temperature and close to the quantum critical point such that
rνz � T , thermal fluctuations ultimately dominate over quantum fluctuations. If the
spatial dimension is larger than the classical critical dimension,

d
!
> dc =

1

ν0

. (5.46)

the system can be described by a classical, d-dimensional theory. The latter emerges
from the full quantum theory by perturbatively integrating out the non-zero Matsubara
modes. For smaller dimensions, however, thermal fluctuations of these modes yield sin-
gular corrections to the mass. To one loop order, they are given by a Hartree-like term
(5.41) that diverges for d−1/ν0 ≤ 0. In this case, it would be desirable to have a new tool
at hand that allows for a controlled resummation of the divergent thermal fluctuations.
This will be the subject of the next section.

5.4 Finite temperature renormalization group

The divergencies stemming from thermal fluctuations can be summed up by virtue of
a finite temperature renormalization group (RG) approach. Just as more standard RG
schemes, the latter consists of subsequently integrating out high-energy shells, now how-
ever not only taking into account the logarithmic derivative of zero temperature diagrams,
but also of the finite temperature corrections to the latter. As detailed in appendix C.1.3,
these yield an additional term to the RG equation for the mass r that is only activated
for RG scales below the thermal scale bT = Λ/ξ−1

T . As we will show now, this corresponds
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to the RG version of integrating out finite temperature corrections of the non-zero Mat-
subara modes subsequently to the initial zero temperature RG. This analysis will be
performed for the more interesting case of a system below its upper critical dimension.
The finite temperature RG equations for the action (5.31) read to one-loop order

∂r

∂ ln(b)
=

1

ν0

r(b)−Kd,z,y=1,ν0 Λd+z−2/ν0 u(b) r(b) +
24 Ωd

(2π)(d+1)
π u(b)T (b) Λd−1/ν0 Θ (b− bT ) ,

(5.47a)
∂u

∂ ln(b)
=

(
2

ν0

− d− z
)
u(b)− 3Kd,z,1,ν0 Λd+z−2/ν0 u2(b) , (5.47b)

∂T

∂ ln(b)
= z T (b) , (5.47c)

where the constant Kd,z,y=1,ν0 is of order one, see Eq. (C.78), and Ωd is the d-dimensional
solid angle. The details of the calculation are given in appendix C.4. If we consider the
system directly above the quantum critical point, r = 0, the RG flow can be divided into
two stages.

Flow towards the Wilson-Fisher fixed point

If the RG flow has not yet reached the thermal scale bT = Λ/T 1/z, the mass does not
flow since ∂b r(b) ∼ r(b) = 0. The quantum fluctuations then only drive a flow of the
interaction, which quickly goes to a Wilson-Fisher fixed point,

u(b) = uWF
1

1 + (bWF/b)2ν0−d−z
, (5.48a)

uWF =
2
ν0
− d− z

3Kd,z,1,ν0 Λd+z−2/ν0
, (5.48b)

bWF =
(uWF

u
− 1
)1/(2ν0)−d−z

, (5.48c)

where u is the bare value of the interaction. Note that the Wilson-Fisher scale bWF is much
smaller than the thermal scale bT if the system is close enough to the quantum critical
point. See again appendix C.4 for details. Importantly, the one-loop approximation is
only appropriate if the Wilson-Fisher fixed point interaction is still comparably weak,
which implies

2

ν0

− d− z � 1 . (5.49)

Wilson-Fisher flow

After having reached the Wilson-Fisher fixed point, u(b) can be replaced by uWF. The
RG equations then take the effective form

∂r

∂ ln(b)
=

1

νWF

r(b) + κd,z,1,ν0

2
ν0
− d− z

Λd+z−2/ν0
T (b) Λd−1/ν0 Θ (b− bT ) , (5.50)
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with the Wilson-Fisher fixed point value of νWF being

1

νWF

=
1

ν0

−
2
ν0
− d− z

3
(5.51)

and where the flowing interaction and temperature obey

u(b) = uWF and T (b) = T bz . (5.52)

The bare value T of the temperature equals the physical temperature, and the new
constant κd,z,1,ν0 is of order one and given in Eq. (C.85). Details can be found in appendix
C.4.

Comparison between finite temperature RG and dimensional reduction

The results obtained by integrating out non-zero Matsubara modes and the ones obtained
by the finite temperature RG can best be compared via their predictions for physical
quantities, and most conveniently the respective predictions for the correlation length.
We want to base our comparison on the upper critical dimension and classical critical
dimensions defined in Sec. 5.3.1. To this end, we denote the distance to the respective
critical dimension as

∆q =
2

ν0

− d− z and ∆c =
1

ν0

− d , (5.53)

such that the system is below the quantum or classical critical dimension if ∆q > 0 or
∆c > 0, respectively. These definitions can now be used to define the correlation length
in a transparent way. Integrating out the non-zero Matsubara modes, we have obtained a
theory for the Matsubara zero mode only characterized by an effective inverse propagator

g∗(ωn = 0, ~k)−1 = r∗0 + k1/ν0 . (5.54)

Fourier transformation along with the definition of r∗0 in Eq. (5.42) then yields a correla-
tion length of

ξ ∼ (r∗0)−ν0 ∼ ∆−ν0
q T−1/z , (5.55)

where numerical prefactors of order one have been dropped. This result is however only
valid as long as thermal fluctuations do not lead to singular corrections, i.e. for ∆c < 0.
The finite temperature RG, on the other hand, can be fully integrated for any choice of
d and z, yielding a flowing mass r(b). This flow has to be stopped at the scale b∗ when
r(b∗) = Λ1/ν0 , since all fluctuations are fully gapped beyond this scale. The correlation
length can then be obtained as ξ−1/ν0 = r(b∗) b∗−1/ν0 . As detailed in appendix C.4, we
find that it evaluates to

ξ ∼
(∣∣2

3
∆q −∆c

∣∣
∆q

) 1
max{1/νWF,z}

T−1/z , (5.56)

where again numerical prefactors of order one have been dropped. If (2/3) ∆q = ∆c

there are logarithmic corrections to this expression. It nicely demonstrates the interplay
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of thermal and quantum fluctuations. When thermal fluctuations are the most singular
ones, i.e. when the second term on the right hand side of Eq. (5.50) is asymptotically
more important than the first term, the mass flows with a scaling dimension of z, ∂br(b) ∼
T (b) ∼ bz. In the opposite case, i.e. if thermal fluctuations are not singular (or at least
less singular than quantum fluctuations, ∆c < (2/3)∆q), the flow of the mass has a scaling
dimension of 1/νWF stemming from the first term on the right hand side of Eq. (5.50). The
exponent controlling the RG flow is reflected in the prefactor of the correlation length,
while the critical scaling of the latter always goes as T−1/z. This was to be expected,
since the temperature is by construction the only relevant energy scale (we recall that we
chose r → 0), and the thermal length is thus the only relevant length scale. (we recall
that ∆q � 1 for the one-loop approximation to hold).

In summary, a quantum critical system well above its classical critical dimension can
at finite temperatures T consistently be understood by a classical d-dimensional theory,
with all relevant physics stemming from the Matsubara zero mode. When the system
however approaches its classical critical dimension, ∆c → 0, or is even below the latter,
both quantum and thermal fluctuations of all Matsubara modes are important, and the
prefactor of the correlation length is modified.

5.5 Scaling with multiple dynamics

So far, the concept of universality has made the quantum critical world beautifully sim-
ple. Especially if there is only a single quantum tuning parameter, the system could more
or less be fully understood in terms of quantum and thermal fluctuations, and the scaling
behavior of thermodynamic observables was entirely determined by the two length scales
ξT = T−1/z and ξr = r−ν set by the quantum critical tuning parameter r and the tem-
perature T . Although this simple concept has explained a large number of experimental
observations, more complicated situations can be encountered. In particular, different
low energy fluctuations with distinct characteristic time and length scales may coexist
and interact. One such example are itinerant magnets, and more precisely the heavy
fermion compound YbRh2Si2. This material has been reported to exhibit a quantum
critical point at which two distinct energy scales vanish.69 Since in itinerant magnets the
the dynamics of the electrons close to a quantum critical point are typically faster than
the ones of the magnetic fluctuations, the correlation length ξ of the system should be
translated into two typical time scales τel and τm for electronic and magnetic fluctuations
that obey τel � τm. This implies that the quantum critical point is characterized by two
different dynamical exponents for electronic and magnetic fluctuations,

τel ∼ ξzel and τm ∼ ξzm (5.57)

with zm > zel. A finite temperature can thus be translated into two thermal length
scales ξT,el ∼ T−1/zel and ξT,m ∼ T−1/zm . More generally, if a system has Nq quantum
tuning parameters and Nc critical modes, one should generally expect up to (Nq + 1) ·Nc

different characteristic length scales, since each of the Nc modes might come with its own
exponents νi,j and zi (i = 1, . . . , Nc, j = 1, . . . , Nq) translating the different quantum
tuning parameters and the temperature into different length scales. Already from this
first estimate, it becomes clear that the physics close to a quantum critical point that is
not characterized by a single divergent time scale and a single divergent length scale is in
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general very complicated. In particular, the usual scaling can not be expected to hold in
general. Of course, not every system involving multiple degrees of freedoms needs to be
that complex. Most importantly, the quantum critical physics should be well-described
by the usual scaling approach if only one of the many degrees of freedom becomes critical
at the same time.

In order to observe unusual scaling, different possibilities can be distinguished. When
the experimentally probably unrealistic fine tuning of two independent quantum critical
points is not considered, one could envision a simultaneous quantum critical point of two
sufficiently coupled degrees of freedom, where the instability of the one induces a similar
instability of the other. This might be the case for metallic ferromagnets and the itiner-
ant magnet system YbRh2Si2 discussed above.68 As has been discussed by Belitz et al.,
the critical behavior of metallic ferromagnets is importantly modified by the presence of
multiple dynamics, which in particular leads to logarithmic scaling corrections.82,83 Some-
what related situations have also been discussed in the context of dynamical phenomena
close to classical phase transitions, where the coupling of dynamical processes can also
give rise to a modification of dynamical scaling exponents.75–77,84 Alternatively, fluctua-
tions corresponding to different types of order might coexist at a phase transition. These
different fluctuations are in general also characterized by several dynamical exponents.
The competition between the different orders has been argued to possibly drive second
order phase transitions to first order, such that again the presence of multiple dynamics
crucially influence the quantum critical physics.72 Alternatively, one could also have two
modes that are bound to be critical at the same time by symmetry or other constraints.
One such example is a Pomeranchuk instability in a two-dimensional metal, see Sec. 5.7.
The latter corresponds to a d-wave deformation of the Fermi surface, and is theoretically
described by two bosonic modes corresponding to the two independent entries of the
quadrupolar tensor order parameter (a 2 × 2 matrix). One of the two modes is subject
to Landau damping, which generates different dynamical exponents. Nevertheless, the
two modes describe the same d-wave deformation, and thus have to be critical at the
same time.70 Finally, in the context of non-Fermi liquid systems in dimensions d > 1,
Metlitski et al. have recently studied two-dimensional Fermi surfaces coupled to gapless
gauge bosons, motivated for example by the problem of spin-density wave instabilities in
two-dimensional metals.73,74 These systems have been described by a two-patch theory, in
which momenta and energies scale in an anisotropic way, E ∼ kx ∼ k2

y. While this theory
is thus yet another example of quantum critical points involving multiple dynamics, it
however turns out to rely only on a single dynamical exponent z = 3 for the rescaling of
energies.

In the remainder, we want to discuss the probably most simple generalization of the
standard scaling scheme, namely a simultaneous quantum critical point of two modes
with different dynamical exponents z< and z> (with z> larger than z<) as a function of
a single tuning parameter r. In addition, we assume the system to be characterized by
a single length scale at zero temperature (i.e. there is only a single exponent ν for both
modes). At first, we present generalized quantum critical scaling forms for the free energy
which take into account the existence of multiple dynamics. These considerations should
in principle by applicable to a large class of systems. Being the most simple toy model,
we will then specialize to purely bosonic quantum critical systems. More complicated
situations, such as mixed Bose-Fermi systems could be envisioned for future work.
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5.5.1 Scaling form and thermodynamics

The scaling hypothesis for a standard quantum critical point involving only a single
dynamic was based on the comparison of the different important length scales close to
criticality. In our simplest generalization, we assume to have three length scales, set
by the scaling fields (the quantum tuning parameter r and the temperature T ) and the
scaling exponents (z<, z> and ν) as

ξ<T = (η< T )−1/z< , ξ>T = (η> T )−1/z> , ξr = r−ν , (5.58)

where the so-called kinetic coefficients ηi are constants that appropriately absorb physical
dimensions (and scaling dimensions).53 In this scenario, we can distinguish three possible
generalizations of the usual scaling laws.

Scenario 1: one mode dominates

Firstly, the physics might for some reason be entirely dominated by one of the two
dynamics, say for instance z<. In this case, one is back to the standard situation discussed
in the last section. The phase diagram has a crossover at T ∼ rνz< , and the scaling of
physical observables follows expressions (5.15) and (5.18) with z → z<. This scenario is
depicted in Fig. 5.7c.

Scenario 2: both modes are independently important

Secondly, a given physical quantity could be dominated by either the one or the other
mode. Which mode is dominant might not only depend on the given physical observable,
but also on the region of the phase diagram one is interested in. Nevertheless, one could
then for each observable (and region of the phase diagram) apply the old scaling laws
under replacing either z → z< or z → z>. The phase diagram should then exhibit two
crossover lines T ∼ rνzi . Each of these two crossovers would mark a change in the scaling
behavior for some, but not all, physical observables, see Fig. 5.7b.

Scenario 3: something new happens

Thirdly, and this is the most interesting case, something new might happen. The co-
existence of two thermal length scales could result in the appearance of new exponents
somehow mixing these two scales. Alternatively, entirely new scaling laws could be gen-
erated. This third scenario is what we shall be concerned with in the following.

Scaling expectation: coupling exponents

We can gain a little more intuition on quantum critical systems with multiple dynamics by
considering the generalized scaling of the free energy. Each of the two modes should yield
a contribution to the critical part of the free energy density Fi with respective dominant
scaling rν(d+zi) at low temperatures, where there is by assumption only one relevant
length scale ξr = r−ν . Because of the coupling between the modes, the contribution of
each mode should however also know about the thermal length defined with the respective
other dynamical exponent. The critical part of the free energy density is thus assumed
to have the overall scaling form
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(a) Scenario 1. (b) Scenario 2.

?

(c) Scenario 3.

Figure 5.7: Different scenarios for scaling with multiple dynamics. If a system is charac-
terized by two dynamical exponents z< and z> (with z< < z>) and a single correlation
length exponent ν, three scaling scenarios can be distinguished. Subfigure (a) depicts the
scenario that only one dynamical exponent matters, while subfigure (b) corresponds to
the case that both z< and z> are important, but do not mix. As a third option, unusual
scaling laws might occur.

F = F< + F> (5.59)

= b
−(d+z<)
1 f<(b

1/ν
1 r, bz<1 t<, b

z>
1 t>) + b

−(d+z<)
2 f>(b

1/ν
2 r, bz<2 t<, b

z>
2 t>) .

In the above equation, we have introduced the reduced temperature scaling fields

ti = ηi T , (5.60)

which have the dimension of a length to the power of minus zi, and with i =<,>.
Note that the two contributions F< and F> can be evaluated at different scales b1 6= b2

provided that the free energy decomposes into two summands (since a rescaling in one
term mathematically leaves the other term unchanged). The decomposition of the free
energy in two summands is however an assumption (which turns out to be valid for the
model studied in the next chapter). Consequently, the scaling of the free energy density
is asymptotically given by

F = |r|ν(d+z<) f<(±1, 0, 0) + |r|ν(d+z>) f>(±1, 0, 0) (5.61)

at low enough temperatures (i.e. for T � |r|νz< , |r|νz>), and hence dominated by the
mode with the smaller dynamical exponent,

F ≈ |r|ν(d+z<) f<(±1, 0, 0) , (5.62)

since it is the more singular one (note that the limits limT→0 fi(r, t<, t>) are assumed to
be well-behaved and to go to some constants). From an RG perspective, the quantum
dimension D< = d + z< of this mode is smallest, and its fluctuations are thus the most
dominant ones at zero temperature.

At finite temperatures above the quantum critical point, r → 0, the situation is less
obvious. The scaling form of the free energy then yields

F = t
(d+z<)/z<
< f<(t

−1/(νz<)
< r, 1, t> t

−z>/z<
< ) + t

(d+z>)/z>
> f>(t

−1/(νz>)
> r, t< t

−z</z>
> , 1) ,

(5.63)
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where each of the two parts of the free energy has been evaluated at the respective
thermal length. Upon approaching the quantum critical point, i.e. for T → 0, the scaling
function f> approaches the value f>(0, 0, 1). The limit of taking the second argument to
zero should be well-behaved, just like in the zero temperature case. The scaling function
f<, however, will in general exhibit a singular scaling behavior for T → 0, since its
third argument diverges. Because we are close to a quantum critical point, where the
physics are supposed to have power law scaling behavior, we furthermore assume that
the function f< behaves as

f<(0, 1, x3) ∼ xψ0

3 , (5.64)

where the have introduced the coupling exponent ψ0. When calculating thermodynamics,
it will furthermore be important to consider derivatives of the free energy with respect to
temperature and quantum critical tuning parameter. It is thus useful to generally define
the coupling exponent of order n as the leading behavior of the nth derivative of f< with
respect to the first argument,

f
(n,0,0)
< (0, 1, x3) ∼ xψn3 . (5.65)

Thermodynamic quantities will primarily be sensitive to the biggest of the two terms
in the right-hand side of Eq. (5.63) (or the derivatives thereof). Which term dominates
which quantity however depends on the value of the respective coupling exponent, that
can be positive, negative or vanish. If the critical behavior of a given thermodynamic
quantity depends on both dynamical exponents z< and z>, we speak of coupled multiple
dynamic scaling (which corresponds to scenario 3), while decoupled multiple dynamic
scaling corresponds to scaling laws depending on a single dynamical exponents only
(corresponding to scenarios 1 and 2). For each order n the scaling might independently
be coupled or decoupled. The case ψn = 0 corresponds to trivially decoupled multiple
dynamic scaling. In order to observe coupled multiple dynamic scaling for a quantity
involving n derivatives with respect to r, two conditions need to be fulfilled.

1. The respective scaling exponent needs to be non-trivial, ψn 6= 0.

2. The scaling must be dominated by F< or its derivatives (since F> does asymptoti-
cally not depend on z<).

As we shall see later on, already the first condition is non-trivial, which might be one
reason why the usual, single dynamics scaling approach works so well (although even
for ψn = 0, different physical quantities are in general dominated by different dynamical
exponents, see below). We also want to stress that our scaling analysis relies on the
assumption that the scaling form of the free energy of the mode with the larger dynamical
exponent z> and its derivatives, i.e. the functions f (n,0,0)

> , go to some finite and constant
value upon approaching the quantum critical point. As we shall see in the next chapter,
this does not always need to be true, which is yet another way of obtaining unusual scaling.
Let us now consider the experimentally most relevant second order derivatives of the free
energy with respect to the quantum critical tuning parameter r and the temperature T .
Based on the scaling form given in Eq. (5.63), their asymptotic scaling behavior directly
above to the quantum critical point is given in table 5.1. Depending on the value of the
respective coupling exponent ψn, decoupled or coupled multiple dynamic scaling can be
obtained.
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Observable Decoupled, Decoupled, Coupled Conditiondominated by z> dominated by z<

F ∼ T
d+z>
z> not possible T

d+z<
z<

+ψ0
z<−z>
z< ψ0 >

d
z>

T∂2
TF ∼ T

d
z>
−1 not possible T

d
z<
−1+ψ0

z<−z>
z< ψ0 >

d
z>

∂T∂rF ∼ T
d−1/ν
z> T

d−1/ν
z< T

d−1/ν
z<

+ψ1
z<−z>
z< ψ1 >

d−1/ν
z>

∂2
rF ∼ T

d+z>−2/ν

z> T
d+z<−2/ν

z< T
d+z<−2/ν

z<
+ψ2

z<−z>
z< ψ2 >

d−2/ν
z>

∂nr F ∼ T
d+z>−n/ν

z> T
d+z<−n/ν

z< T
d+z<−n/ν

z<
+ψn

z<−z>
z< ψn >

d−n/ν
z>

Table 5.1: Scaling laws of some derivatives of the free energy F for finite temperatures
T above the quantum critical point, r → 0, including the most relevant second order
derivatives. The exponents are based on a simple scaling analysis for multiple dynamics,
see main text. For pressure induced criticality, the second order derivatives correspond to
the specific heat cr, the thermal expansion α and the compressibility κ, see Sec. 5.1.2. For
a given derivative, decoupled multiple dynamic scaling depending only on z> is obtained
if the condition in the last row is not fulfilled. If the condition is fulfilled, but ψn = 0,
decoupled multiple dynamic scaling depending only on z< is found. Only if the condition
is met and ψn 6= 0, coupled multiple dynamic scaling is obtained. In this case, unusual
scaling laws emerge.

Finally, we note that if decoupled multiple dynamic scaling is obtained, physical quan-
tities involving few derivatives with respect to r are at finite temperature generally dom-
inated by the mode with the larger dynamical exponent z>. This can be explained by
the larger phase space dimension d+ z> of the fluctuations of this mode with respect to
the second mode. Especially, the specific heat cr ∼ T∂2

TF and the free energy F itself are
always dominated by the z> mode. The naive phase space picture does however not hold
for higher order derivatives with respect to r. These quantities are naturally more sen-
sitive to the fluctuations associated with the quantum tuning parameter r, i.e. quantum
fluctuations, and thus dominantly influenced by the mode with the smaller dynamical
exponent z<. More precisely, we find that for decoupled multiple dynamic scaling, the
thermodynamic scaling is dominated by the mode with the larger dynamical exponent
z> for derivatives of order n < d ν, while the mode with the smaller dynamical exponent
z< dominates for n > d ν.

5.6 Multiple dynamics renormalization group

In systems with single dynamics, we have seen that a finite temperature renormalization
group (RG) approach was able to describe the relevant physics even if the system is below
the classical critical dimension. It would of course be desirable to apply a similar analysis
to systems with multiple dynamics. However, the renormalization group approach is
based on the rescaling of momenta and energies with a fixed and unique prescription. In
a system with single dynamics, where there is only a single dispersion relation ω ∼ kz,
the rescaling is done as
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~k → b~k and ω → bz ω . (5.66)

For a more detailed introduction to the standard renormalization group approach, see
appendix A. In systems with multiple dynamics and thus several dynamical exponents,
it is not clear which exponent should be used to rescale frequencies. Fundamentally even
worse, a rescaling scheme such as Eq. (5.66) defines in what way physics at some length
scale ξ are resummed with physics at what time scale τ (namely precisely regrouping
the physics at a length scales ξ with the physics at time scales τ ∼ ξz). The choice of a
given dynamical exponent thus corresponds to choosing a precise resummation scheme.
Consequently, different dynamical exponents yield different resummations, and thus in
general inconsistent results.

In order not to favor one of the two dynamics, we will in the following rescale fre-
quencies with a dynamical exponent z of arbitrary value. This unphysical dynamical
exponent will in the end drop out of physical observables. In order to obtain a renor-
malizable theory, we introduce the before mentioned kinetic coefficients ηi into the bare
propagators,

gi(~k, ω) =

(
r + |~k|1/ν0 +

|ω|yi
|~k|yizi−1/ν0

)−1

→
(
r + |~k|1/ν0 +

|ηi ω|yi
|~k|yizi−1/ν0

)−1

. (5.67)

These kinetic coefficients absorb the difference in scaling dimension between the RG
scaling ω RG∼ kz and the dispersion ω dispersion∼ kzi , and obey in a one-loop approximation
the RG equations

∂ηi
∂ ln(b)

= (zi − z) ηi(b) . (5.68)

The technique of absorbing additional scaling dimensions into kinetic coefficients has
been introduced in the context of quantum phase transitions with multiple dynamics by
Zacharias et al. in Ref. [53], but similar considerations have independently existed in the
context of dynamic critical phenomena at classical phase transitions.77,84

5.7 Pomeranchuk instability

A particularly interesting example of coexisting multiple dynamics can be found at the
quantum critical point of a d-wave Pomeranchuk instability in a two-dimensional metal.
A Pomeranchuk instability is a spontaneous deformation of a Fermi surface.85 During
the instability, the original symmetry of the Fermi surface, usually set by the lattice
symmetries, is spontaneously broken. The deformation can best be classified according
to the related angular momentum channel. The best-known example for a spontaneous
deformation of a Fermi surface is probably the Stoner instability in a ferromagnet. At the
latter, the Fermi surface of one spin species is uniformly enlarged, while the Fermi sur-
face of the other species shrinks. The Stoner instability is thus of s-wave type. Fig. 5.8a
depicts the for us more relevant example of a d-wave deformation of an initially circularly
symmetric Fermi surface in two dimensions. A d-wave Pomeranchuk instability in the
charge sector of a two-dimensional system was first discussed in the context of Hubbard
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(a) d-wave Pomer-
anchuk instability.

(b) Landau damping.

Figure 5.8: The d-wave deformation of a two-dimensional Fermi surface due to a Pomer-
anchuk instability. Subfigure (a) shows the deformed Fermi surface (solid lines) and the
initial isotropic one (dashed line). Upon approaching the quantum critical point from
the disordered side, the isotropic Fermi surface coexists with fluctuations of the collective
deformation. Close to the anti-nodal points, see left part of subfigure (b), the fluctuations
associated with the collective deformation are Landau damped, but not close to the nodal
points (right part), see main text. Figure adapted from Ref. [53].

models motivated by high-temperature superconductors.86–88 For isotropic systems, the
action of the critical Pomeranchuk model was established by Oganesyan et al.,70 and
different aspects of the Pomeranchuk instability have been analyzed in a number of pa-
pers.89–100 Being a collective deformation of the entire Fermi surface with a given angular
symmetry, Pomeranchuk instabilities are described by bosonic tensor order parameters.
The tensor type is determined by the associated angular momentum channel, and the
tensor has in general several independent entries. For a d-wave instability, the order
parameter is a traceless quadrupolar tensor with two independent entries. The latter
corresponds to the operator70

Q(~r, t) = Ψ†(~r, t)
1

k2
F

(
∂2
x − ∂2

y 2∂x∂y
2∂x∂y ∂2

y − ∂2
x

)
Ψ(~r, t) , (5.69)

where Ψ is a fermionic annihilation operator. Being a traceless, symmetric and two-
dimensional tensor, the order parameter Q has two independent components, and a d-
wave Pomeranchuk instability in two dimensions is thus described by two independent
modes of bosonic quasiparticles. The latter can physically be interpreted as the longi-
tudinal and transversal shear modes of the Fermi surface.70 Because of the elongated
shape of the Fermi surface after the transition, the d-wave Pomeranchuk instability is
also known as a nematic transition.

At the transition, a Pomeranchuk unstable system can be understood as being com-
posed of fermionic quasiparticles with a given, initial Fermi surface coupled to bosonic
excitations describing the collective deformation of the Fermi surface. The coupling
between the fermionic quasiparticles and the collective bosonic low energy degrees of
freedom gives rise to the so-called Landau damping of the collective modes.101 Consider
a bosonic mode of frequency ω and momentum ~q. Being coupled to the fermionic degrees
of freedom, the latter can decay into the creation of a particle-hole pair. If the electrons in
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the system have an energy E(~p) = ~v~p · ~p for a momentum |~p| ≈ pF close to the Fermi sur-
face, the bosonic mode can decay into a particle-hole pair if ω = E(~p+~q)−E(~p) ≈ ~v~p ·~q,
provided that |~q| � pF . Close to criticality, where ω → 0, Landau damping is thus most
efficient if ~v~p ⊥ ~q. For the d-wave Pomeranchuk instability in two dimensions, Landau
damping however primarily acts close to the anti-nodal points shown in Fig. 5.8b, where
the Fermi surface is substantially deformed. Close to the nodal points, the Fermi surface
oscillates only very weakly (and not at all exactly at the normal points), and the inter-
action between the collective mode and particle-hole pairs is suppressed. Therefore, only
the former mode is Landau damped, resulting in distinct dynamical exponents z< = 2 and
z> = 3 for the two bosonic modes describing the transition. The details of the derivation
of the effective action for the Pomeranchuk model can be found in Refs. [53,70].

Although it has not yet been realized experimentally, the d-wave Pomeranchuk in-
stability in two dimensions is interesting for our following discussions because of mainly
two reasons. Firstly, it involves two modes of different dynamics that are critical at the
same time. Their distance to the critical point r is identical since they both derive from
the same deformation of a Fermi surface.70 This does not only apply to the bare value
of r, but also holds true during a renormalization group analysis.53 We can thus study a
quantum critical point naturally involving multiple dynamics without any need for fine
tuning or coupling between competing orders. Secondly, a two-dimensional Pomeranchuk
unstable metal is in fact a system exactly at its upper critical dimension. As usual in
this situation, Zacharias et al. have found that the critical scaling laws exhibit logarith-
mic corrections to the naive expectations. As an example, the correlation length at zero
temperature was found to behave as53

ξ ∼ r−ν
(
ln
(
Λ/
√
r
))4ν/9 (5.70)

with ν = 1/2 and where Λ is some constant related to the cutoff of the theory. This differs
from the naive scaling expectation ξ ∼ rν valid above the upper critical dimension. Since
the system is at its upper critical dimension, this is not surprising. One might however
speculate that the logarithms are promoted to power laws when the system is pushed
below its upper critical dimension. This would result in unusual new scaling exponents. In
the following, we will therefore generalize the model of a d-wave Pomeranchuk instability
in a metal below its upper critical dimension and analyze the resulting critical scaling
properties of thermodynamics.



Chapter 6

Emergent unusual exponents: the case
of the generalized Pomeranchuk model

In the following sections, we will generalize the Pomeranchuk model discussed in Sec. 5.7
and define the related action. Thereafter, we will derive and discuss the system’s renor-
malization group (RG) equations in a perturbative expansion of the interactions and
show that they lead to unusual scaling laws and the emergence of new exponents. We
furthermore discuss the behavior of different thermodynamic quantities, which can also
exhibit novel scaling.

6.1 Generalized Pomeranchuk model

In the model of a d-wave Pomeranchuk instability in a two-dimensional metal, the scal-
ing of thermodynamic observables followed the naive scaling expectations to logarithmic
accuracy. In a careful analysis, it has been shown that various quantities exhibit loga-
rithmic scaling corrections, which could be traced back to the fact that the mode with
the smaller dynamical exponent (and thus the whole system) was exactly at the upper
critical dimension.53 Naturally, this leads to logarithmic corrections in a renormalization
group analysis and thus to the critical scaling. If one of the modes lived below the upper
critical dimension, these logarithmic corrections could be promoted to power law correc-
tions modifying the scaling of thermodynamics. A d-wave Pomeranchuk unstable metal
hence constitutes a promising candidate for unusual scaling as described in Sec. 5.5.1. In
order to study the effect of multiple dynamics on thermodynamic scaling in a concrete toy
model, we now generalize the d-wave Pomeranchuk model such that the mode with the
smaller dynamical exponent lives below the upper critical dimension (and consequently
so the full system). This implies the condition d+z< < 2/ν0, where d denotes the number
of space dimensions and z and ν0 are the bare values of the dynamical exponent and the
correlation length exponent, respectively. Generalizing the model of Ref. [70], we obtain
the action

S =
1

2

∑
k

~nT−k G0(k)−1 ~nk +
u

4! β V

∑
ki

(
~nTk1

~nk2

) (
~nTk3

~nk4

)
δk1+k2,k3+k4 , (6.1)

where k abbreviates k = (ωn, ~k), β is the inverse temperature, V denotes the volume in
d = 2 spatial dimension, and u is the bare interaction of the modes. The vector ~nq is

91
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the order parameter field and embraces the longitudinal and transverse mode. The bare
inverse propagator G−1

0 (q) is a (2 × 2)-matrix that is diagonal in the frame of reference
where ~k is parallel to the x-axis and reads

G0(k)−1 = U(k)−1

(
g>(k) 0

0 g<(k)

)
U(k) , (6.2)

with U(k) performing the necessary rotation of 2θ in order to diagonalize the Green’s
function matrix (θ is the angle between ~k and the x-axis),

U(k) =

(
cos (2θ) sin (2θ)
− sin (2θ) cos (2θ)

)
. (6.3)

Different to earlier studies, we use the generalized propagators

g<(~k, ωn) = r + |~k|2 +
(η< ωn)2

|~k|2z<−2
, (6.4)

g>(~k, ωn) = r + |~k|2 +
|η> ωn|
|~k|z>−2

, (6.5)

where the kinetic coefficients ηi are parameters that absorb the difference between the
scaling dimension zi and z. The previously studied model of a d-wave Pomeranchuk
instability in a two-dimensional metal is obtained for d = z< = 2 and z> = 3. We note
similarly to Sec. 5.5, both modes are characterized by the same bare correlation length
exponent ν0 = 1/2. In order to keep the following discussions as general as possible, we
will not only leave the dynamical exponents z> and z<, but also the spatial dimensionality
d of the system undefined. With these definitions, the system is below its upper critical
dimension if the condition

d+ z< < 4 =
2

ν0

= D+
c , (6.6)

is fulfilled, and the distance to the upper critical dimension can freely be distributed
between d and z<.

6.2 Extended quantum to classical crossover
The concepts of universality and scaling allow to express the lowest energy physics close
to a second order phase transition in terms of a few relevant length scales that diverge
when the phase transition is approached. As discussed in Sec. 5.1, these relevant length
scales derive from the physical tuning parameters that drive (quantum) phase transitions,
such as pressure or doping, and the temperature T . The temperature is translated into
a length scale by virtue of the dynamical exponent z, which generally relates energies
and inverse lengths. It is usually set by the dispersion of the critical degrees of freedom,
ω ∼ kz.

The length scale related to the temperature, ξT = T−1/z, marks the so-called quantum
to classical crossover of the critical degrees of freedom, see Sec. 5.2.2. For momenta
higher than the inverse thermal length, only quantum fluctuations at zero temperature
of the critical mode are important, and the critical properties of these fluctuations can be
described in terms of zero temperature physics. For momenta smaller than the thermal
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Figure 6.1: Character of the critical fluctuations of the two modes with respective dynam-
ical exponents z< and z> (with z< < z>). At finite temperature T , the inverse thermal
length scale ξiT−1 = T 1/zi marks a quantum to classical crossover for the respective mode
i =<,> as a function of the momentum q = |~q|. Since the two thermal momenta are
parametrically different, there exists an intermediate regime where quantum fluctuations
of the z<-mode coexists with classical fluctuations of the z> mode. This regime is is the
extended quantum to classical crossover and here shown in grey. Figure adapted from
Ref. [53].

momentum ξ−1
T , the critical degrees of freedom realize that the system is at a finite

temperature, and thermal corrections need to be taken into account as well. Therefore,
the momentum regime |q| > ξ−1

T is called the quantum regime, while the range of small
momenta |q| < ξ−1

T is known as the classical momentum range. The latter name derives
from the fact that for systems above their classical critical dimension, this momentum
range can effectively be described by a classical theory for the Matsubara zero mode only,
while all other modes are gapped by the finite temperature, see Sec. 5.3.81

In systems with multiple dynamics, and concretely in a system with two different
dynamical exponents z< and z>, the temperature T can be related to two distinct thermal
length scales,

ξ<T = (η< T )−1/z< and ξ>T = (η> T )−1/z> . (6.7)

These length scales give rise to two thermal momenta ξ>T
−1 and ξ<T

−1, each of which marks
the quantum to classical crossover for one of the modes. Since ξ>T

−1 is parametrically
larger than ξ<T

−1, there exists an intermediate momentum range in which the mode with
the smaller dynamical exponent z< is still “quantum”, while the mode with the larger
dynamical exponent z> is already “classical”. This regime has first been discussed in
Ref. [53], where it was dubbed the extended quantum to classical crossover regime, and
is shown in Fig. 6.1. As we will discuss in the remainder of this chapter, it is the unusual
interplay of quantum fluctuations and thermal fluctuations in precisely this extended
quantum to classical crossover regime that can potentially generate unusual scaling ex-
ponents.



94 CHAPTER 6. EMERGENT UNUSUAL EXPONENTS

6.3 Renormalization group equations up to ξ<T
−1

In the next sections, we want to analyze the generalized Pomeranchuk system by a thermal
renormalization group (RG) analysis with multiple dynamics. As explained in Sec. 5.6
and appendix C.6, the presence of multiple dynamics requires a generalization of the usual
RG scheme, in which frequencies are rescaled using an arbitrary dynamical exponent z.
This in turn requires the introduction of kinetic coefficients ηi that relate the arbitrary
dynamical exponent z to the physical exponents z< and z>. Using this generalized RG
scheme, we can derive the renormalization group equations as usual by subsequently
integrating out high energy modes. As can be seen by inspection of Fig. 6.1, the first
stages of the RG will be governed by a purely quantum flow. Only when the running cutoff
reaches the larger thermal scale ξ>T

−1, i.e. when the RG enters the extended quantum to
classical crossover regime, additional thermal corrections stemming from the mode with
the larger dynamical exponent z> arise. Since we integrate out modes between Λ and
Λ/b at each RG step (where Λ is the momentum UV cutoff and b > 1), the running
cutoff reaches this thermal scale at an RG stage b<T = Λ/ξ<T

−1. Thermal fluctuations
of the mode with the smaller dynamical exponent z< would be important at RG stages
b > b<T = Λ/ξ<T

−1. We will however see that this regime is never reached since the RG
is always stopped before or exactly at b<T (we stop the flow when the running mass r
reaches the cutoff, since all modes are fully gapped beyond the point).

In the purely classical regime, i.e. for RG stages 1 < b < b>T , quantum fluctuations of
both modes can in principle lead to singular corrections to the mass r and the interaction
u. To one-loop order, the renormalizations of the mass and the interaction are given by
the diagrams

δr ∼ + , (6.8)

δu ∼ + + . (6.9)

These quantum corrections can be further simplified by simple dimensional arguments.
The mode with the smaller dynamical exponent z< is by construction below the upper
critical dimension, d+z< < D+

c , and its fluctuations therefore importantly affect the state
of the system. The second mode, on the other hand, has a higher quantum dimension
d+ z>. Its fluctuations are less singular than the ones of the z<-mode, and the quantum
part of the RG equations will asymptotically be fully governed by the mode with the
smaller dynamical exponent z<. Technically, this follows from the fact that a diagram
involving the z> mode is asymptotically suppressed by a factor of

η<(b)

η>(b)
∼ b−(z>−z<) → 0 , (6.10)

with respect to a diagram involving only the z<-mode, see appendix C.6. These sub-
leading terms will thus only be active at the initial stages of the RG. Their effect can be
absorbed into a redefinition of the bare values of the mass r and coupling constant u,
and we will drop them in our RG analysis.
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When the RG enters the extended quantum to classical crossover regime in Fig. 6.1,
i.e. for RG stages b > b>T , also thermal fluctuations of the mode with the larger dynamical
exponent z> yield potentially singular corrections that modify the RG flow. As we discuss
in appendix C.1, these thermal corrections are however only relevant for the correction to
the mass r: close to the quantum critical point, where r is small, the quantum fluctuations
give rise to singular corrections proportional to r itself,

δr|quantum = Au r , (6.11)

where A is an appropriate constant. Terms like δr ∼ A′ u exist, but are not singular (see
appendix C.1). In comparison, the thermal corrections typically have the form

δr|thermal = B uT (6.12)

(B again denotes some constant). This characteristic form proportional to uT reflects
the fact that for systems above the classical critical dimension, only the Matsubara zero
mode contributes to the singular renormalization of the mass,

δr ∼ u
1

βV

∑
~k

∑
ωn

(. . .) δωn,0 → u
T

V

∑
~k

(. . .) . (6.13)

The characteristic form however also holds if non-zero Matsubara modes have important
fluctuations, see appendix C.1. In the quantum critical region, the thermal correction
to the mass is larger than its quantum correction, and should therefore be retained in
the RG equations. This is different for the interaction, where quantum fluctuations yield
corrections of the form (C again denotes a constant)

δu|quantum = C u2 (6.14)

outside the Ginzburg regime which we do not consider here. Since the interaction has a
finite value, a thermal correction ∼ u2 T is comparably negligibly small close enough to
the quantum critical point. In conclusion, thermal fluctuations (if present) only affect
the correction to the mass as

δr ∼ + , (6.15)

while the RG equation for the interaction remains unchanged,

δu ∼ . (6.16)

As in Eq. (6.9), blue lines denote quantum fluctuations, while red lines stand for thermal
fluctuations. Note that we have already dropped the quantum correction due to the mode
with the larger dynamical exponent z>, as discussed in the last paragraph. The full set
of RG equations for RG stages b < Λ/ξ<T

−1 can thus be written as
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∂r

∂ ln(b)
= 2 r(b)− Kd,z<,2,1/2

36
Λd+z−4 u(b) r(b)

η<(b)
+

Ωd

(2π)(d+1)

2π

3
u(b)T (b) Λd−2 Θ (b− b>T ) ,

(6.17a)
∂u

∂ ln(b)
= (4− d− z) u(b)− 3

48
Kd,z<,2,1/2 Λd+z−4 u

2(b)

η<(b)
, (6.17b)

∂T

∂ ln(b)
= z T (b) , (6.17c)

∂η<
∂ ln(b)

= (z< − z) η<(b) , (6.17d)

∂η>
∂ ln(b)

= (z> − z) η>(b) , (6.17e)

where Kd,z<,2,1/2 is a constant of order one, see Eq. (C.133). Note that this constant is
independent of the arbitrarily chosen z. For the derivation of these RG equations, see
appendices C.1, C.5 and C.6.

6.4 Analysis of the RG equations

We will now proceed to the analysis of the RG equations (6.17). First discussing the
limiting cases of zero temperature T = 0 and finite mass r > 0 (i.e. low temperatures
in the disordered phase), and then r = 0 at finite T (i.e. the quantum critical region),
we will be able to identify all important RG scales in the problem. We then turn to the
full solution of the RG equations for arbitrary values of r and T . In the RG analysis,
we again want to use the distance to the upper critical dimension ∆q and the distance
to the classical critical dimension ∆c defined in Sec. 5.3. Since quantum fluctuations are
dominated by the smaller dynamical exponent z<, the quantum distance ∆q is defined
via latter (quantum fluctuations of z> are subleading, and the arbitrary exponent z is
unphysical). For the generalized Pomeranchuk model, the distances to the upper critical
dimension and classical critical dimension are thus given by

∆q = 4− d− z< and ∆c = 2− d , (6.18)

such that quantum or classical fluctuations are singular if the distance to the respective
critical dimension is positive, ∆q > 0 or ∆c > 0. By construction, the generalized
Pomeranchuk model is below its upper critical dimension, ∆q > 0. The RG equations
for the temperature and kinetic coefficients can easily be integrated to

T (b) = T bz , η<(b) = η<,0 b
z<−z , η>(b) = η>,0 b

z>−z , (6.19)

where T equals the physical temperature, and the bare values of the kinetic coefficients
ηi,0 are some constants of order one. The RG equations for the mass r and the interaction
u are more complicated and will be discussed in detail in the following.
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6.4.1 Zero temperature, finite mass

In the limit of zero temperature T = 0 and finite mass r > 0, the RG equations are
particularly simple. The system is then governed by quantum fluctuations only, which
in turn are dominated by the mode with the smaller dynamical exponent z<. Since both
thermal momenta ξ(i)

T
−1 = (ηi T )1/zi vanish at T = 0, the interesting extended quantum to

classical crossover regime does not exist in the limit of zero temperature. The integration
of the RG equations is detailed in appendix C.7 and can be divided into two stages.

Initial flow away from the Gaussian fixed point: 1 ≤ b < bWF

The bare value of the interaction u = u0 is assumed to be perturbatively small, and the
system is thus initially close to a (repulsive) Gaussian fixed point. In the early stages of
the RG flow, the quantum fluctuations drive the system to an interacting Wilson-Fisher
fixed point. Since this flow is driven by the mode with the smaller dynamical exponent
z<, we find that it is the effective interaction

U(b) =
u(b)

η<(b)
(6.20)

that acquires the Wilson-Fisher fixed point value. Integrating the RG equation for U(b),
we obtain

U(b) = UWF
1

1 + (bWF/b)∆q
, (6.21a)

UWF =
∆q

3
48
Kd,z<,2,1/2 Λ−∆q

, (6.21b)

bWF =

(
UWF

U0

− 1

)1/∆q

. (6.21c)

We note that the one-loop approximation made here is only appropriate if the Wilson-
Fisher fixed point interaction UWF is still small. This implies that

∆q � 1 . (6.22)

Flow dominated by the Wilson-Fisher fixed point: bWF ≤ b

After the Wilson-Fisher fixed point has been reached, one may approximate u(b)/η<(b) ≈
UWF in the RG equation for the mass r,

∂r

∂ ln(b)
≈ 1

νWF

r(b) with
1

νWF

= 2− 4

9
∆q , (6.23)

where we have introduced the Wilson-Fisher fixed point value of the correlation length
exponent νWF. The RG flow has to be stopped when the flowing mass equals the high
momentum cutoff Λ2, since all modes are fully gapped beyond this scale. This defines the
RG stage b∗ as r(b∗) = Λ2. The final mass in turn sets the correlation length ξ according
to the engineering dimension of the mass term as

r(b∗) = ξ−2b∗2 , (6.24)
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which implies b∗ = Λ ξ. We furthermore assume that the Wilson-Fisher fixed point
describes a strongly interacting system

UWF

!� U0 , (6.25)

and that the latter fixed point is responsible for the low energy behavior of the system,
implying that there is an extended RG regime governed by the Wilson-Fisher fixed point,

b∗
!� bWF . (6.26)

With these assumptions, we find that the correlation length at low temperatures ξLT is
given by

ξLT = r−νWF

( 3
48
Kd,z<,2,1/2

∆q

U0

) 4
9
νWF

. (6.27)

For the details of the calculation, the reader is referred to appendix C.7. As expected,
the correlation length ξLT is independent of the arbitrary z. At zero temperature, the
correlation length is thus proportional to r−νWF . Since we have constructed the model
such that there is only this single length scale deriving form the mass r at T = 0, this
is not a surprising result. Furthermore, the anomalous scaling dimension of the mass,
[r]anom. = 1

νWF
− 1

ν
= −4∆q/9, reflects the fact that the system is at a strongly interacting

Wilson-Fisher fixed point.

6.4.2 Zero mass, finite temperature

In the opposite limit of vanishing mass r = 0 and finite temperature T , i.e. right above
the quantum critical point, the system has two distinct thermal scales set by the two
dynamical exponents, ξ(i)

T
−1 = (ηi T )1/zi . As we will show in the next paragraphs, the

resulting extended quantum to classical crossover regime will be responsible for the be-
havior of the correlation length and thermodynamical observables. Again, the flow can
be divided into (now three) characteristic stages.

Quantum flow away from the Gaussian fixed point: 1 ≤ b < bWF

The very early stages of the RG are again responsible for driving the system away from
vicinity of the weakly interacting Gaussian fixed point and towards the Wilson-Fisher
fixed point discussed in Sec. 6.4.1. The effective interaction U = u/η< approaches the
fixed point value UWF just as for the zero temperature case (see Eq. (6.21)),

U(b) = UWF
1

1 + (bWF/b)∆q
. (6.28a)

Since the mass initially vanishes, r = 0, it does at first not flow. If we assume to be close
enough to the quantum critical point, one can always ensure that bWF � b>T = Λ/T z> ,
such that thermal fluctuations get activated long after the Wilson-Fisher fixed point has
been reached. In this case, r(b) = 0 holds in the entire regime 1 ≤ b < bWF (and until
the larger thermal RG scale b>T is reached).
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δr = +

Figure 6.2: Renormalizations of the mass in the extended quantum to classical crossover
regime due to quantum fluctuations of the mode with the smaller dynamical exponent
z< (blue) and thermal fluctuations of the mode with the larger dynamical exponent z>
(red). The interaction vertex is given by the Wilson-Fisher fixed point value UWF, which
is set by quantum fluctuations of the z<-mode.

Quantum flow dominated by the Wilson-Fisher fixed point: bWF ≤ b < b>T

Beyond theWilson-Fisher RG scale bWF, the interaction can be approximated by u(b)/η<(b) ≈
UWF. As long as the thermal scale b>T has not been reached, the mass does however still
not flow.

Flow in the extended quantum to classical crossover regime: b>T ≤ b < b<T

The RG enters the extended quantum to classical crossover regime of Fig. 6.1 when it
reaches the thermal scale b ≥ b>T with b>T = Λ/ξ>T . Since the system is already at the
Wilson-Fisher fixed point, we can approximate the RG equation for the mass as

∂r

∂ ln(b)
=

1

νWF

r(b) +
Ωd

(2π)(d+1)

2π

3
UWF η<(b)T (b) Λd−2 Θ (b− b>T ) . (6.29)

This equation is one of the central formulas of this chapter. The corresponding diagrams
are shown in Fig. 6.2. Equation (6.29) encodes in a nutshell how quantum fluctuations of
the mode with the smaller dynamical exponent z< and thermal fluctuations of the mode
with the larger dynamical exponent z> coexist and interact in the extended quantum to
classical crossover regime. We note that the thermal fluctuations of the mode with the
larger dynamical exponent z> modify the mass by virtue of the Wilson-Fisher fixed point
interaction. Since the latter is set by the mode with the smaller dynamical exponent
z<, the temperature effectively scales with the the latter exponent, η<(b)T (b) = t<(b) =
η<,0 T b

z< . If this seems a bit surprising at first glance, we recall that thermal fluctuations
are classical, and therefore do not know about the quantum dynamics of the mode they
derive from (except for the scale b>T where they get activated).

Both quantum and thermal fluctuations disorder the system and consequently increase
the mass. The physical behavior of the system crucially depends on which of the two
disordering mechanism is the more powerful one. This in turn depends on whether the
quantum term or the thermal term in Eq. (6.29) grows asymptotically faster. Since the
quantum term has a scaling ∼ b1/νWF , while the thermal term scales as bz< , we can
distinguish two scenarios. For

1

νWF

> z< or equivalently
5

9
∆q > ∆c , (6.30)

quantum fluctuations are most singular and therefore govern the asymptotic flow. In the
opposite case, thermal fluctuations of the mode with the larger dynamical exponent z>
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dominate over quantum fluctuations of the mode with the smaller dynamical exponent
z<.

Thermal fluctuations are dominant: 5
9

∆q < ∆c

Let us first turn to the less interesting case that thermal fluctuations are asymptotically
the most dominant ones, z > 1

νWF
. The RG equation for the mass can then be integrated

as shown in appendix C.7. We find that the thermal fluctuations generate a finite mass
r similarly to the case of single dynamics, see Sec. 5.4. This mass continues to flow due
to thermal fluctuations up to the scale b∗ with r(b∗) = Λ2 (and b∗ = Λ ξ as before). Up
to numerical prefactors of order one, the correlation length ξQC,thermal in the quantum
critical regime for a flow dominated by thermal fluctuations is given by

ξQC,thermal ∼ (η< T )−1/z<

(
∆c − 5

9
∆q

∆q

)1/z<

. (6.31)

We thus find that since the thermal fluctuations are coupled with an interaction set by the
Wilson-Fisher fixed point, and thus set by the mode with the smaller dynamical exponent
z<, also the temperature scaling of the correlation length is set by the smaller dynamical
exponent z<. Compared to the thermal length ξ<T related to this mode, the correlation
length is however suppressed by a factor of ∼ ((∆c − 5

9
∆q)/∆q)

1/z< due the interplay of
classical and thermal fluctuations. However, no new scaling exponents emerge. We also
note that the flow stops at the scale b∗ = Λξ ∼ Λ/T−1/z< = b<T , i.e. at the scale b<T . The
purely thermal regime at later RG stages does thus not contribute to the RG flow.

Quantum fluctuations are dominant: 5
9

∆q > ∆c

If quantum fluctuations dominate the asymptotic flow of the RG equations, the situation
is far less standard. This happens if the distance to the upper critical dimension is more
important than the distance to the classical critical dimension, 5

9
∆q > ∆c. Although

in this case the first term on the right-hand side of Eq. (6.29) is asymptotically much
larger than the second one, the former depends on r(b), and consequently vanishes close
to the thermal scale b ≈ b>T , i.e. when the RG enters the extended quantum to classical
crossover regime in Fig. 6.1. The RG flow is thus first due to thermal fluctuations only

∂r

∂ ln(b)

∣∣∣∣
b≈b>T

≈ Ωd

(2π)(d+1)

2π

3
UWF η<(b)T (b) Λd−2 . (6.32)

When thermal fluctuations have generated a finite mass r(b) ∼ UWF η<(b)T (b) Λd−2,
quantum fluctuations take over the flow, which however happens very quickly (in partic-
ular still at the RG scale b ≈ b>T ). The initial “thermal mass” is then boosted by quantum
fluctuations and described by the flow equation

∂r

∂ ln(b)

∣∣∣∣
b>b>T

≈ 1

νWF

r(b) . (6.33)

The flow ends again at a scale b∗ when r(b∗) = Λ2. Since the mass now grows faster than
it did in the case 5

9
∆q < ∆c, the scale b∗ is parametrically smaller than b<T , and the purely
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(a) Thermal fluctuations dominate. (b) Quantum boosted thermal flow.

Figure 6.3: Typical RG trajectories of the mass r(b) as a function of the RG scale
b if the physical mass (quantum detuning from the quantum critical point) vanishes,
r = 0. Subfigure (a) depicts the case that thermal fluctuations are more singular than
quantum fluctuations, in which case the mass is generated and flows according due to
thermal fluctuations. Subfigure (b) shows the scenario that quantum fluctuations are
asymptotically dominant, when thermal fluctuations generate a finite starting value for
the mass (red part of the RG trajectory), which is then boosted by quantum fluctuations
(blue part of the RG trajectory). The black bar denotes the end of the RG scale. The
diagrams corresponding to this RG flow are depicted in Fig. 6.2.

thermal RG regime beyond this scale is again not important (note that this scale b∗ does
not coincide with b∗ from the last paragraph). This unusual quantum boosted thermal flow
is depicted in Fig. 6.3b. The end of the RG flow allows to define the correlation length
in the quantum critical regime as before via r(Λξ) = Λ2 (now set by quantum boosted
thermal fluctuations). Again dropping numerical prefactors of order one, we obtain

ξQC,boosted ∼ T−1/ze

( 5
9
∆q −∆c

∆q

)νWF

, (6.34)

where a new dynamical exponent

ze =
z>

1 + νWF(z> − z<)
(6.35)

has emerged. It depends on the larger dynamical exponent z> (because thermal fluctu-
ations at the scale b>T generate the classical starting value for the mass), on the effective
correlation length exponent νWF (since the latter characterizes the asymptotic flow due to
quantum fluctuations), and the smaller dynamical exponent z< (since the Wilson-Fisher
fixed point setting the interaction has been reached due to quantum fluctuations of the
z<-mode). It does however not depend on the number of space dimensions d, and neither
on the microscopic interaction u. The simplicity of Eq. (6.35) suggests that the emergent
dynamical exponent ze is valid not only in the precise problem under discussion, but
might generically occur in systems with multiple dynamics.
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6.5 Scaling with the multiple dynamics and diagonal-
ized RG equations

As we have seen in the last paragraph, the interaction between coexisting thermal and
quantum fluctuations generates a new emergent exponent ze, see Eq. (6.35). From a scal-
ing perspective, the mixing of thermal and quantum fluctuations also mixes the initially
independent scaling field r(b) and T (b). We can thus gain further insight into the scaling
and subsequently the resulting thermodynamics by re-diagonalizing the RG equations in
the extended quantum to classical crossover regime, which yields the emergent scaling
fields of the problem. These new scaling fields will then allow to define the characteristic
length scales of the problem. Firstly, the relevant interaction is given by

U(b) =
u(b)

η<(b)
, (6.36)

since it is always this combination that appears in the RG equations (6.17). Physically,
this is due to the fact that the mode with the smaller dynamical exponent z< drives all
renormalizations of the interaction and thus all scale dependencies of the latter. Secondly,
as discussed in Sec. 5.5, the temperature can be related to different length scales ξ(i)

T =
(ηi T )−1/zi by virtue of the two different dynamical exponents. It is thus reasonable to
introduce the scaling fields

t<(b) = η<(b)T (b) and t>(b) = η>(b)T (b) , (6.37)

which replace η<(b), η>(b), and T (b) and have the physically relevant scaling dimensions.
The mixing of r and T can be diagonalized using the emergent scaling field

R(b) = r(b) +
Ωd

(2π)(d+1)

2π

3

UWF Λd−2

1/νWF − z<
t<(b) . (6.38)

With these fields, the RG equations take the simple form

∂R

∂ ln(b)
=

1

νWF

R(b) , (6.39a)

∂U

∂ ln(b)
= UWF U(b)− U(b)2 , (6.39b)

∂t<
∂ ln(b)

= z< t<(b) , (6.39c)

∂t>
∂ ln(b)

= z> t>(b) . (6.39d)

These equations are valid for RG stages beyond the thermal scale b>T = Λ/t
1/z>
> =

Λ/(η> T
1/z>) and come with the initial condition

R(b>T ) = r(b>T ) +
Ωd

(2π)(d+1)

2π

3

UWF Λd−2

1/νWF − z<
t<(b>T ) (6.40a)

=

(
1

ξLT
1/νWF

+
1

ξQC,boosted
1/νWF

)
Λ2−1/νWF b>T

1/νWF , (6.40b)
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where we have used expressions (6.27) for the correlation length in the low tempera-
ture regime ξLT and (6.34) for the correlation length in the quantum critical regime for
quantum boosted thermal fluctuations, ξQC,boosted. The characteristic length scales of the
system can now be defined as the RG scales where the different flowing quantities equal
the cutoff (to the respective engineering dimension),

t<(Λ ξt<) = Λz< , t>(Λ ξt>) = Λz> and R(Λ ξR) = Λ2 . (6.41)

These three length scales thus evaluate to

ξt< = (η< T )−1/z< , (6.42)

ξt> = (η> T )−1/z< , (6.43)

ξR =

(
1

ξLT
1/νWF

+
1

ξQC,boosted
1/νWF

)−νWF

. (6.44)

While the two thermal scales ξt< and ξt> are naturally given by the thermal length scales
ξ

(i)
T that we have already used before, the third length scale ξR replaces the usual length
scale ξr = r−ν related to the quantum tuning parameter r. The mixing of thermal
and quantum fluctuations does thus not only lead to the emergence of a new dynamical
exponent, but also generated a new length scale. The latter is non-zero even directly
above the quantum critical point r = 0. Thermodynamics therefore derive from the
comparison of the three characteristic length scales ξt< , ξt<> and ξR.

6.6 Solution to the RG equations at arbitrary values
of r and T

Having understood the behavior of the RG equations in different limiting cases, we can
summarize our findings by stating the general results for arbitrary values of the physical
temperature T and the quantum tuning parameter r. As detailed in appendix C.7.4,
we find that the RG equations have three characteristic stages, which are depicted in
Fig. 6.4.

Flow to the Wilson-Fisher fixed point: 1 ≤ b < bWF

The very initial flow stems from integrating out the highest energy quantum modes and
is thus dominated by the mode with the smaller dynamical exponent z<. It pushes the
system away from the vicinity of a weakly interacting Gaussian fixed point towards a
strongly interacting Wilson-Fisher fixed point. The latter is reached at a scale bWF, when
the interaction U = u/η< reaches the Wilson-Fisher value UWF ∼ ∆q = 4 − d − z. The
fact that the interaction has to be rescaled with the kinetic coefficient η< reflects the fact
that the Wilson-Fisher fixed point is reached due to quantum fluctuations of the mode
with the smaller dynamical exponent z<. We note that the scale bWF = (UWF/U0−1)1/∆q

is generically the first characteristic RG scale close enough to the quantum critical point.
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Figure 6.4: Different RG scales and stages as a function of the cutoff reduction factor b
(the RG step involves Λ→ Λ/b). The characteristic stages are bWF = (UWF/U0− 1)1/∆q ,
the scale when the Wilson-Fisher fixed point is reached, and the scales when either of
the two modes z> and z< changes its character from quantum to classical, b>T = Λ ξ>T and
b<T = Λ ξ<T . The entirely classical regime for b > b<T is never reached. This RG scale mode
corresponds to subsequently integration out the high energy modes diagram in Fig. 6.1.

Further quantum flow: bWF ≤ b < b>T

Once the Wilson-Fisher fixed point has been reached, the interaction stops flowing. The
mass and temperature however keep on flowing with their respective zero temperature
quantum flow until the thermal RG scale b>T = Λ ξ>T related to the mode with the larger
dynamical exponent z> is reached.

Flow in the extended quantum to classical crossover regime: b>T ≤ b < b<T

In the extended quantum to classical crossover regime, both thermal fluctuations of the
mode with the larger dynamical exponent z> and quantum fluctuations of the mode with
the smaller dynamical exponent z< renormalize the mass, see Fig. 6.2. This coexistence
leads to a mixing of the scaling fields r(b) and t<(b). The fact that the rescaled temper-
ature t<(b) = η<(b)T (b) is defined with respect to the smaller dynamical exponent z<
is again related to the Wilson-Fisher fixed point (which in turn is set by the z<-mode).
The mixing leads to the emergence of a new scaling field R(b) = r(b) + α t<(b), see
Eq. (6.38) (with α = const.). This field replaces the flowing mass r(b) and gives rise to
the emergence of a new length scale

ξR ∼
(
r + α̃ T 1/(νWFze)

)−νWF , (6.45)

where α̃ is an appropriate constant, see Eq. (6.44). This emergent length scale depends
on an emergent dynamical exponent

ze =
z>

1 + νWF(z> − z<)
. (6.46)

The latter encodes that thermal fluctuations at the scale b>T (which is set by the larger
dynamical exponent z>) generate a classical starting mass which is then boosted by quan-
tum fluctuations. The quantum boost of thermal fluctuations corresponds to a secondary
flow with the exponent νWF set by the Wilson-Fisher fixed point. The end of the RG flow
is reached when the mass generated by interacting thermal and quantum fluctuations
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reaches the cutoff Λ2, since all fluctuations are fully gapped beyond this scale. This hap-
pens either at or before the smaller thermal RG scale b<T , such that the purely classical
momentum range can never influence the RG flow. The correlation length ξ of the system
can be obtained from the implicit equation

ξ ≈


ξR(

1+
(
ξR
ξ

)1/νWF
(

ξ
ξQC,thermal

)z<)νWF , ξ > ξ>T

ξr , ξ < ξ>T

, (6.47)

see appendix C.7.4, where ξQC,thermal ∼ ξ<T = (η< T )−1/z< is detailed in Eq. (6.31) and
with ξr = r−νWF . Physical observables are however only affected if the new length scale
ξR is smaller than the length scale ξQC,thermal in the quantum critical region. This implies
that the condition

ze > z< or equivalently
1

νWF

> z< or equivalently
5

9
∆q > ∆c (6.48)

is fulfilled, i.e. quantum fluctuations are more singular than thermal fluctuations. In this
case, the quantum boosted thermal fluctuations dominate over pure thermal fluctuations,
which in turn results in the unusual scaling of the correlation length. We find that if the
conditions (6.48) are fulfilled, the correlation length ξ is given by

ξ ∼
{
r−νWF if T < rνWFze

T−1/ze if T > rνWFze
, (6.49)

while the more standard scaling

ξ ∼
{
r−νWF if T < rνWFz<

T−1/z< if T > rνWFz<
(6.50)

is obtained otherwise. In the next sections, we will show how the unusual scaling due to
the emergent dynamical exponent also affects other thermodynamical observables if the
conditions (6.48) are respected.

6.7 Thermodynamics

Thermodynamic properties of the generalized Pomeranchuk model can be derived from
the critical part of the free energy density F = Fcrit./V via derivatives with respect to
the temperature T or the quantum tuning parameter r, see Secs. 5.1.2 and 5.5. As usual,
the interaction prohibits an exact calculation of the free energy. We therefore calculate
the latter in a standard crossover theory following the work of Nelson102 and Millis103.
As detailed in appendix C.8, this approach allows to calculate the free energy density as
the integration over a perturbative RG trajectory. We obtain the physically transparent
equation
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F = F< + F> , (6.51)

F< =

∫ Λ

0

dq

∫
dΩd

(2π)d
qd−1 T ln

(
2 sinh

(√
q2z<−2(r̃(Λ/q) + q2)

2η<,0 T

))
, (6.52)

F> =

∫ Λ

0

dq

∫
dΩd

(2π)d
qd−1

∫ ∞
0

dω

2π
coth

( ω
2T

)
arctan

(
η> ω

qz>−2(r̃(Λ/q) + q2)

)
. (6.53)

where we used the definition

r̃(b) = b−2 r(b) . (6.54)

Up to the flowing expression of the mass, r̃(b), the free energy densities are thus identical
to the ones obtained for the non-interacting system (for details, see appendix C.8). The
rescaled mass r̃(b) only flows with the anomalous dimension of r, and therefore corre-
sponds to the scale dependence of r(b) due to interaction effects. In order to make the
connection to the emergent scaling field R defined in Eq. (6.38) and the scaling form
(5.63) defined in Sec. 5.5, it is also instructive to first let the integrals go from 0 to ∞
and then redefine q = (η< T )1/z< e−l for F<, and q = (η> T )1/z> e−l and ω = T ε for F>,
which yields

F< =
(η< T )(d+z<)/z<

η<

∫ ∞
−∞

dl

∫
dΩd

(2π)d
e−dl ln

(
2 sinh

(√
r(el Λ (η< T )−1/z<)/Λ2 + 1)

2ez<l

))
,

(6.55a)

F> =
(η> T )(d+z>)/z>

η>

∫ ∞
−∞

dl

∫
dΩd

(2π)d

∫ ∞
0

dε

2π
e−dl coth

( ε
2

)
arctan

(
ε ez>l

r(el Λ (η> T )−1/z>)/Λ2 + 1

)
.

(6.55b)

Note that these expressions are manifestly independent of the unphysical and arbitrary
dynamical exponent z, as expected.

In the low temperature regime and for RG stages b � bWF � 1, the flowing mass
yields

r(el Λ t
−1/z<
< )/Λ2 = r t

−1/(νWFz<)
< el/νWF (UWF/U0)4/9 Λ1/νWF−2 (6.56)

with t< = η< T . As could have been expected, the scaling function f< thus only depends
on the combination r t−1/(νWFz<)

< at low temperatures. In the high temperature regime,
the asymptotic flow of the mass is described by the new scaling field R(b) defined in
Eq. (6.38). Denoting R(b) = R b1/νWF , we find that the free energy density of the mode
with the smaller dynamical exponent only depends on

r(el Λ t
−1/z<
< )/Λ2 = R t

−1/(νWFz<)
< Λ1/νWF−2 el/νWF − Ωd

(2π)(d+1)

2π

3

∆q

5
9
∆q −∆c

ez<l , (6.57)

and thus only on the combination R t−1/(νWFz<)
< . Similar considerations show that the free

energy density of the mode with the larger dynamical exponent depends on R t−1/(νWFz>)
>
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(or r t−1/(νWFz>)
> at low temperatures) and t< t

−z</z>
> . In the high temperature regime,

where the interesting quantum boost of thermal fluctuations is visible, the free energy
densities can thus be described by the scaling forms

F< = b−(d+z<) 1

η<
f̃<(b1/νWF R, bz< t<) , (6.58)

F> = b−(d+z>) 1

η>
f̃>(b1/νWF R, bz< t<, b

z>t>) , (6.59)

where ti = ηi T . Whereas the contribution to the free energy from the mode with the
smaller dynamical exponent z< is set by the interplay of the length scales ξR and ξ<T ,
the mode with the larger dynamical exponent has a contribution to the free energy that
derives from the comparison of all three length scales ξR, ξ<T and ξ>T . Finally, in order to
make the connection to the scaling expectations of Sec. 5.5.1, it is useful to recall from
Eq. (6.45) that

R = Λ2−1/νWF ξ
1/νWF

R ∼ r + α̃ T 1/(νWFze) = r + α̃ T 1/(νWFz>) (T T−z</z>) . (6.60)

Therefore, the scaling of the free energy density F< in the quantum critical region directly
above the quantum critical point is in agreement with the result found in Sec. 5.5.1,

F< = t
(d+z<)/z<
< f<(t

−1/(νWFz<)
< r, 1, t> t

−z>/z<
< ) . (6.61)

More precisely, we find that this scaling form collapses as

f<(x1, 1, x3) =
1

η<
f̃<(x1 + α̃ x3

1−νWFz<
νWFz> , 1) . (6.62)

In conclusion, we find that the free energy densities scale as

F< ∼ min {ξ, ξ<T }−(d+z<)
= ξ−(d+z<) , (6.63)

F> ∼ min {ξ, ξ>T }−(d+z>) , (6.64)

where we used that ξ>T � ξ<T and replaced ξr and ξR by the correlation length. This result
can also be more formally obtained by integrating the RG trajectories (6.55), which is
exemplified for F< in appendix C.9.

6.7.1 Coupling exponents

In order to calculate thermodynamic observables, we do of course need to know the full
expressions of the free energy densities, rather than just the leading scaling behavior. This
especially includes the coupling exponents ψn defined in Sec. 5.5.1. Using Eq. (6.47), we
find that the leading temperature scaling of ∂nrF< directly above the quantum critical
point is given by

∂nF<
∂rn

∼
{
T (d+z<−n/νWF)/z< if ze < z<

T (d+z<−n/νWF)/ze if ze > z<
. (6.65)
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The coupling exponents ψn have in Sec. 5.5.1 been defined as the unusual scaling dimen-
sion resulting from the divergence of the third argument free energy scaling form

∂nF<
∂rn

= T
d+z<−n/νWF

z< f
(n),0,0
< (0, 1, T T−z>/z<) ∼ T

d+z<−n/νWF
z<

(
T T−z>/z<

)ψn . (6.66)

They are thus given by

ψn =

{
0 if ze < z<

(νWF(d+ z<)− n) 1/νWF−z<
z>

if ze > z<
. (6.67)

We also recall that unusual scaling for a thermodynamic observable involving n derivatives
with respect to r is expected if

ψn > (d− n/νWF)/z> and ψn 6= 0 , (6.68)

see Sec. 5.5.1. This implies that we obtain unusual scaling whenever

n >
2− 5

9
∆q

2− 4
9
∆q

. (6.69)

where we used the values 1/νWF = 2−(4/9)∆q, and ∆q = 4−d−z< specific to our model.
For the generalized Pomeranchuk model, we thus obtain unusual scaling in the quantum
critical region for any thermodynamic observable that involves at least one derivative
with respect to r if the principal criterion 5

9
∆q > ∆c (or ze > z< or 1/νWF > z<)

is fulfilled. The free energy itself and the specific heat c ∼ T∂2
TF would only exhibit

unusual scaling if the system was very far below its quantum critical dimension, namely
if ∆q = 4− d− z< > 3.6, which seems unphysical.

6.7.2 Scaling of thermodynamic observables

We want to close this section with the explicit calculation of the scaling of the most inter-
esting physical observables using the RG trajectories for the free energy densities (6.55)
and demonstrate that the emerging exponent also alters the scaling of thermodynamic
observables. This leads to new crossover scales in the phase diagram. The calculation is
in principle straightforward. We however note that subtleties arise when derivatives are
taken, e.g. with respect to the quantum tuning parameter r. The latter enters the RG
trajectories via the combination

r̃(b) = b−2 r(b) , (6.70)

which is explicitly given in Eq. (C.178). From there, we find that in all regimes

∂r̃
(

Λ
q

)
∂r

= bWF
4∆q/9

(
Λ

q

)1/νWF−2

≈
(

48 ∆q

3Kd,z<,2,1/2 U0

)4/9

q2−1/νWF . (6.71)

It is now only a matter of solving integrals to obtain the leading scaling behavior of
different thermodynamic observables in the different regions of the phase diagram. The
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explicit calculation of the thermal expansion α = ∂T∂rF is given in appendix C.9, the
other quantities are calculated in a similar fashion. Since the free energy densities scale
as

F< ∼ ξ−(d+z<) , (6.72)

F> ∼ min {ξ, ξ>T }−(d+z>) , (6.73)
(6.74)

the contribution of each of the modes changes its scaling behavior whenever the free
energy density itself does so. We find that the free energy density of the mode with the
larger dynamical exponent z< behaves as

F< ∼
{
rνWF(d+z>) if T < rνWFz>

T (d+z>)/z> if T > rνWFz>
. (6.75)

Similarly, the free energy density of the mode with the smaller dynamical exponent z<
scales as

F< ∼
{
rνWF(d+z<) if T < rνWFz(·)

T (d+z>)/z(·) if T > rνWFz(·)
, (6.76)

where z(·) is given by max{ze, z<}. These crossovers from low temperature scaling to
quantum critical scaling are naturally reflected in the scaling of the contribution of the
respective mode to thermodynamic observables. Since the two crossovers do not coincide,
we can generically divide the disordered side of the phase diagram into three regions. In
the low temperature region (LT), both modes are in their low temperature regime. In
the intermediate regime (IR), the mode with the larger dynamical exponent z> already
exhibits finite temperature scaling, while the mode with the smaller dynamical exponent
is still in its low temperature regime. In the high temperature or quantum critical region
(QC), both modes are in their high temperature regimes. For a better orientation, we
refer to the final phase diagrams as given in Fig. 6.5.

Specific heat

The specific heat is defined as

cr = −T ∂2F
∂T 2

. (6.77)

The contributions of the two modes can be evaluated by applying the derivatives to the
RG trajectories (6.55) and then integrating them, similarly to appendix C.10. We find
that the contribution of the mode with the smaller dynamical exponent behaves as

cr,< ∼


T y0 ξ−(d−y0z<) , T � rνWFz>

T ξ−(d−z<) , T � rνWFz> and ze < z<

T 2/(νWFze)−1 ξ−(d+z<−2/νWF) , T � rνWFz> and ze > z<

, (6.78)
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with

y0 =
d

z< − 1
2νWF

. (6.79)

The crossover at T ∼ rνWFz> is not fully resolved by our calculation, probably because we
do not take into account the generation of the temperature dependence of the running
mass due to thermal fluctuations of the mode with the larger dynamical exponent z>
exactly. The integration of the RG trajectory using the full expression of the running
mass is in progress and will be published in future work. However, this mismatch is a
subleading effect for the overall compressibility cr = cr,< + cr,> (see below) and can thus
be disregarded for our purposes (i.e. precisely the derivation of the leading scaling of
cr). In any case, since the correlation length has a crossover at T ∼ rνWFz(·) with z(·) =
max{ze, z<}, the contribution cr,< is actually sensitive to both crossovers at T ∼ rνWFz>

and T ∼ rνWFz(·) . Note furthermore that in the quantum critical region, we can also
express this result via the coupling exponents defined in Eq. (6.67) as

cr,< ∼ T d/z<+ψ0 (z<−z>)/z< . (6.80)

The contribution of the mode with the larger dynamical exponent, on the other hand,
reads

cr,> ∼
{
T ξ−(d−z>) , T � rνWFz>

ξ>T
−d , T � rνWFz>

. (6.81)

We thus find that if no unusual scaling is obtained, i.e. if ze < z<, the contributions of
both modes in the low temperature regime T � rνWFz> and the quantum critical regime
T � rνz(·) can be understood within the naive scaling expectations of two decoupled
modes, see Sec. 5.1.2. In the intermediate regime, the mode with the smaller dynamical
exponent feels the presence of thermal fluctuations of the mode with the larger dynamical
exponent, which modifies its scaling. The usual scaling for the specific heat of the mode
with the smaller dynamical exponent also breaks down in the quantum critical regime if
the quantum fluctuations are strong enough to boost the thermally generated mass during
the RG flow, i.e. if ze > z<. We can then understand the scaling of the specific heat with
the coupling exponent ψ0 defined in Eq. (6.67). The overall scaling of the specific heat,
however, is always dominated by the mode with the larger dynamical exponent (unless
the system is very far below its upper critical dimension, 4− d− z< ≥ 3.6, which seems
unphysical and is beyond the scope of our one-loop calculation, see Sec. 6.7.1). We thus
find that the specific heat scales as

cr ∼
{
T rνWF(d−z>) , T � rνWFz> (LT)
T d/z> , T � rνWFz> (IR) and (QC)

. (6.82)

Thermal expansion

The mixed second order derivative

α =
∂2F
∂T∂r

(6.83)
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determines the thermal expansion in the case of pressure induced quantum criticality. The
contributions of the different modes to the thermal expansion are explicitly calculated
in appendix C.10. The contribution of the mode with the smaller dynamical exponent
scales as

α< ∼


T y0 ξ−(d−y0z<−1/νWF) , T � rνWFz>

ξ−(d−1/νWF) , T � rνWFz> and ze < z<

T 1/(νWFze)−1 ξ−(d+z<−2/νWF) , T � rνWFz> and ze > z<

, (6.84)

with

y0 =
d

z< − 1
2νWF

, (6.85)

Again, the scaling of α< close to T ∼ rνWFz> could not be fully resolved by our anal-
ysis, but the leading behavior of α = α< + α> turns out to be obtained correctly (see
below). Note again that since the correlation length has a crossover at T ∼ rνWFz(·) with
z(·) = max{ze, z<}, the contribution α< is sensitive to both crossovers at T ∼ rνWFz> and
T ∼ rνWFz(·) . We thus find that when no unusual scaling is obtained, i.e. ze < z<, the
contribution of the mode with the smaller dynamical exponent satisfies the naivest scal-
ing expectations of Sec. 5.1.2 at lowest temperature and in the quantum critical region.
In the intermediate regime rνWFz> � T � rνWFz(·) , however, the thermal expansion is
already given by the high-temperature expression (when written in terms of the corre-
lation length), since thermal fluctuations already exist. The correlation length, on the
other hand, is still given by its low-temperature expression, which leads to a non-trivial
scaling in this intermediate region. For ze > z<, the emergent unusual scaling of the
correlation length is also reflected in the scaling of α<, both in the intermediate and
quantum critical regions. We note that expression (6.84) can in the high temperature
regime also be written as

α< ∼ T (d−1/νWF)/z<+ψ1 (z<−z>)/z< (6.86)

with the coupling exponent ψ1 defined in Eq. (6.67), and the scaling is thus in agreement
with our more elaborate expectation of Sec. 5.5.1. The contribution of the mode with
the larger dynamical exponent z>, on the other hand, has the scaling

α> ∼
{
T ξz>−d+1/νWF , T � rνWFz>

max
{
ξ>T
−(d−1/νWF), ξ−(d−1/νWF)

}
, T � rνWFz> .

(6.87)

In the intermediate and quantum critical regimes, where ξ>T � ξ, the scaling of α>
depends on the sign of d − 1/νWF = 4

9
∆q − ∆c. For ∆c >

4
9

∆q, the mode with the
larger dynamical exponent z> has a thermal expansion that neither agrees with the naive
expectations for high nor for low temperatures. This is due to the fact that in a system
with multiple dynamics, the correlation length and the thermal length of the mode with
the larger dynamical exponent z> do not coincide in the high temperature regime of this
mode, i.e. for T > rνWFz> . The unusual scaling then stems form the Matsubara zero
mode. The latter is associated with a free energy given by
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F> ∼ T

∫ T 1/z>

0

ddq ln
(
β (ξ−2 + q2)

)
∼ T ξ−d

∫ ξ T 1/z>

0

ddq̃ ln
(
βξ−1 (1 + q̃2)

)
(6.88)

⇒ F> ∼ T ξ−d .

The thermal expansion due to the Matsubara zero mode is thus indeed given by ξ−(d−1/νWF).
In terms of the scaling functions defined in Sec. 5.5, this means that the derivative with
respect to r of the free energy scaling function f> does not go to a constant but rather
vanishes upon approaching the quantum critical point. In agreement with the discussion
of Sec. 5.5.1, we thus find that the mode with the smaller dynamical exponent z< dom-
inates the scaling in the quantum critical region for 1 > dνWF, i.e. for ∆c >

4
9

∆q. This
also holds true for ∆c <

4
9

∆q, now however because then criterion 5
9
∆q > ∆c for unusual

scaling due to the emergent exponent ze is met. In conclusion, the scaling of α in the
quantum critical region and the intermediate temperature regime rνWFz> < T < rνWFz(·) ,
with z(·) = max{ze, z<}, is always dominated by the mode with the smaller dynamical
exponent (for ∆c >

5
9

∆q, the scaling behavior of the two contributions coincides). The
thermal expansion is thus sensitive to the crossover at T ∼ rνWFz(·) . The low temperature
regime T � rνWFz> is however always dominated by the mode with the larger dynam-
ical exponent. Hence, the thermal expansion is also sensitive to the lower crossover at
T ∼ rνWFz> . The scaling of α = α> + α< is thus given by

α ∼


T r−νWF(z>−d+1/νWF) , T � rνWFz>

r
νWF(d− 1

νWF
)

, rνWFz> � T � rνWFz<

T (d−1/νWF)/z< , T � rνWFz<

, (6.89)

for ze < z> and by

α ∼


T r−νWF(z>−d+1/νWF) , T � rνWFz>

T
1

νWFze
−1
r
νWF(d+z<− 2

νWF
)

, rνWFz> � T � rνWFze

T−1 T (d+z<−1/νWF)/ze , T � rνWFze

, (6.90)

for ze < z>. Using the explicit definition of ze, one can easily check that the overall scaling
of the thermal expansion matches at the lower crossover T ∼ rνWFz> . Most importantly,
the thermal expansion is always sensitive to the quantum to classical crossovers of both
modes. The analogue of the latter behavior has already been found for the regular,
two-dimensional Pomeranchuk instability discussed in Ref. [53].

Compressibility

The susceptibility of the system with respect to the quantum tuning parameter r, which
is the compressibility for pressure-induced quantum criticality, is defined as

κ =
∂2F
∂r2

. (6.91)
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Since the latter involves two derivatives with respect to the quantum tuning parameter
r, it is naturally much more sensitive to fluctuations associated with r, i.e. quantum fluc-
tuations. Since already the thermal expansion was importantly influenced by the mode
with the smaller dynamical exponent, it is natural to expect that the compressibility is
even more sensitive to the latter mode. The contributions can be obtained by integration
of the respective RG trajectories, or by direct differentiation of expressions (6.64) for the
free energy densities. We find that the two modes have contributions

κ< = ξ−(d+z<−2/νWF) ∀T and r , (6.92)

and

κ> ∼
{
ξ−(d+z>−2/νWF) , T � rνWFz>

max
{
T ξ>T

−(d−2/νWF), T ξ−(d−2/νWF)
}

, T � rνWFz>
. (6.93)

In the intermediate and high temperature regimes, we thus find that the contribution of
the mode with the larger dynamical exponent κ> is dominated by the Matsubara zero
mode and set by the correlation length for ∆c >

8
9
∆q − 2, while it is set by the thermal

length ξ>T otherwise (where we used that d− 2/νWF = 8
9
∆q − 2−∆c). However, we find

that the overall scaling of the total compressibility κ = κ> + κ< is always determined by
the mode with the smaller dynamical exponent and behaves as

κ ∼ ξ−(d+z<−2/νWF) ∼
{
rνWF(d+z<)−2 , T � rνWFz(·) (LT and IR)
T (d+z<−2/νWF)/z(·) , T � rνWFz(·) (QC)

, (6.94)

with z(·) = max{ze, z<}. It thus has a single crossover at the scale T ∼ rνWFz(·) .

6.8 Summary

Let us now summarize our findings in the phase diagram of the generalized Pomeranchuk
model. The latter describes a system with two coupled degrees of freedom characterized
by different dynamics, ω< ∼ kz< and ω> ∼ kz> with z< smaller than z>. The system has
a quantum critical point as a function of a quantum tuning parameter r, at which both
modes perform a quantum phase transition from a disordered to an ordered state. This
model, inspired by the d-wave Pomeranchuk instability of two-dimensional metals, was
however kept fairly general. As such, we worked in a general spatial dimension d and
with arbitrary dynamical exponents z< and z>. The only requirement was to have the
system below its upper critical dimension, which implies d+ z< < 4.

Analyzing the system with a generalized renormalization group (RG) analysis appro-
priate for systems with multiple dynamics, we found that the RG flow of the system can
be divided into three stages. At first, when modes of momenta higher than the larger
inverse thermal length ξ>T ∼ T 1/z> are integrated out, the flow is dominantly driven by
quantum fluctuations of the mode with the smaller dynamical exponent z< because the
latter has the smallest quantum dimension Di = d + zi. Since the system is below its
upper critical dimension, it first flows from the vicinity of an initial Gaussian fixed point
towards a strongly interacting Wilson-Fisher fixed point.
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When the running cutoff reaches the scale ξ>T
−1, the RG enters the so-called extended

quantum to classical crossover regime.53 In the latter, the RG flow is driven not only by
quantum fluctuations of the mode with the smaller dynamical exponent z<, but also by
thermal fluctuations of the mode with the larger dynamical exponent z> (note that the
latter mode only feels the finite temperature below the scale ξ>T

−1 = T 1/z> , while it does
not for larger momenta). The interplay of thermal fluctuations of the mode with the larger
dynamical exponent z> and quantum fluctuations of the mode with the smaller dynamical
exponent z< in the extended quantum to classical crossover regime can potentially give
rise to unusual scaling laws at finite temperature. We find that this happens when
quantum fluctuations are sufficiently more singular than thermal fluctuations, in which
case a quantum boost of thermal fluctuations generates a new length scale

ξR ∼ (r + α̃ T νWFze)−νWF , (6.95)

see Sec. 6.5. This emergent length scale basically replaces the usual zero temperature
length scale ξr = r−νWF , and most importantly depends on an emergent dynamical expo-
nent

ze =
1

1 + νWF(z> − z<)
. (6.96)

The emergent exponent ze has a rather simple and universal form, and does in particular
not depend on the (bare) value of the interaction u, and neither on the spatial dimen-
sionality d. We therefore conjecture that the mechanism leading to the emergence of this
new dynamical exponent is rather general and not limited to the precise model studied
here. We would however like to stress that we have worked in a one-loop approximation,
and that our results can not be expected to generally hold in higher loop orders. The
quantum boost of thermal fluctuations is however only sufficiently strong if the system is
further below its upper critical dimension (the distance to the latter is ∆q = 4− d− z<)
than it is below its classical critical dimension (characterized by the distance ∆c = 2−d).
More precisely, the quantum boost of thermal fluctuations can determine the asymptotic
flow of the RG equations describing our model if

ze > z< or equivalently
1

νWF

> z< or equivalently
5

9
∆q > ∆c . (6.97)

If the condition (6.97) is fulfilled, the emergent length scale naturally affects scaling
behaviors of the system at finite temperatures when T � rνWFze . We find that it not
only modifies the scaling of the correlation length ξ, but also sets the scaling of the
thermal expansion α and the compressibility κ of the system. If on the contrary condition
(6.97) is not met, the scaling of thermodynamic observables follows the naive scaling laws
expected for two decoupled modes. We therefore refer to the latter situation as decoupled
multiple dynamic scaling, while the unusual scaling obtained otherwise is denoted as
coupled multiple dynamic scaling. In any case, the phase diagram exhibits two crossovers.
At the scale

T ∼ rνWFz> , (6.98)

the fluctuations of the mode with the larger dynamical exponent z> change their behav-
ior from quantum to thermal. All physical observables that dominantly probe thermal
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(a) Phase diagram for usual scaling. (b) Phase diagram for unusual scaling.

Figure 6.5: The phase diagram of the generalized Pomeranchuk model exhibits always
two crossovers. Depending on whether a given thermodynamic observable rather probes
the thermal or quantum fluctuations, it is sensitive to either the one or the other crossover
(or possibly even to both). If no unusual scaling is obtained, the two crossovers are set
by the Wilson-Fisher fixed point value correlation length exponent νWF and the two
dynamical exponents z< and z> of the two modes. If unusual scaling is obtained, the
higher crossover is set by the emergent exponent ze, and so are the scaling laws of various
observables directly above the quantum critical point (r = 0). We note that the cases of
coupled and decoupled dynamic scaling can easily be distinguished by the slope of the
upper crossover line, which is νWFz< > 1 for decoupled scaling and νWFze < 1 for coupled
scaling. At negative r, the gray shaded area is delimited by the Ginzburg line.

fluctuations and thus the mode with the larger dynamical exponent (for which thermal
fluctuations have a larger phase space) are sensitive to this crossover and change their
critical scaling at this scale. For our case, these were the specific heat and the thermal
expansion. Other thermodynamic quantities, such as the compressibility, are less sensi-
tive to thermal fluctuations and rather probe quantum fluctuations. The latter are in
turn dominated by the mode with the smaller dynamical exponent z< because of the
smaller quantum dimension D< = d + z<, and potentially boost thermal fluctuations.
These observables therefore feel a crossover at

T ∼ rνWFz(·) , (6.99)

where z(·) = max{ze, z<}. If the quantum thermal boost is active, i.e. if condition (6.97) is
met, these quantities thus exhibit unusual scaling set by ze in the quantum critical regime
above the quantum critical point. The most interesting scaling behavior was obtained for
the thermal expansion, which is defined as the mixed derivative ∂T ∂r F of the free energy
density, and is thus sensitive to both quantum and thermal fluctuations. We found that
the thermal expansion is sensitive to the quantum-to-classical crossovers of both modes,
and that it is also sensitive to the emergent dynamical exponent ze.

Conclusion

In conclusion, we found that the naive scaling expectations of two decoupled subsystems
only hold if quantum fluctuations are not too singular. When quantum fluctuations
become sufficiently important, a quantum boost of thermal fluctuations leads to unusual



116 CHAPTER 6. EMERGENT UNUSUAL EXPONENTS

scaling above the quantum critical point. The latter is due to the emergence of a new
dynamical exponent ze. This exponent has a rather universal form, and we believe that
the coexistence of multiple dynamics is a generic new mechanism for the breakdown of
usual scaling. Instead, the scaling of the free energy density F in the quantum critical
region follows from the new scaling forms

F = F< + F> (6.100)

= b
−(d+z<)
1 f<(b

1/ν
1 r, bz<1 t<, b

z>
1 t>) + b

−(d+z<)
2 f>(b

1/ν
2 r, bz<2 t<, b

z>
2 t>) ,

with ti = ηiT . Importantly, the third argument of the function f< diverges upon ap-
proaching the quantum critical point in the quantum critical region. If unusual scaling is
obtained due to the quantum thermal boost, the scaling of thermodynamics of the mode
with the smaller dynamical exponent in the quantum critical region is set by coupling
exponents ψn that characterize the behavior of the scaling function f< and its derivative
with respect to the divergent third argument. As an example, the scaling of the free
energy density above the quantum critical point reads

f<(1, 0, x3)
x3→∞∼ x3

ψ0 . (6.101)

Depending on the values of the coupling exponents, the scaling exponents can in principle
take any value. While the precise exponents of the unusual scaling due to the coexistence
of multiple dynamics are model dependent, they are probably generically generated by
the quantum boost of thermal fluctuations and thus a function of the emergent exponent
ze. Finally, the phase diagram of a system with multiple dynamics is always characterized
by two crossover scales on the disordered side, one of which is set by ze if unusual scaling
is obtained. The phase diagram is shown in Fig. 6.5. As we have discussed in the last
section, different physical quantities see either only the lower crossover (this is the case
for the specific heat), only the upper crossover (the compressibility), or may even be
sensitive to both crossovers (the thermal expansion). On the ordered side for r < 0, we
expect a phase transition at sufficiently negative values of the quantum tuning parameter
r. The extension of the latter is however beyond the scope of this calculation. We can
only state that it will appear within the gray shaded area delimited by the Ginzburg
line. The latter is also set by the emergent exponent (if it emerges at all) and marks the
crossover from the quantum Wilson-Fisher fixed point to a secondary, classical fixed point
describing the thermally disordered state. Finally, we note that the cases of coupled and
decoupled multiple dynamics can relatively easily be distinguished in the phase diagram.
For decoupled multiple dynamic scaling, its exponent is

νWF z< > 1 . (6.102)

For coupled multiple dynamic scaling, where νWF z< < 1, we use that νWF ze − 1 =
(νWF z<− 1)/(1 + νWF(z>− z<)) < 0, which implies that the upper crossover line has an
exponent

νWF ze < 1 . (6.103)

The slope of the upper crossover line can thus be used as a convenient criterion for the
distinction between coupled and decoupled multiple dynamic scaling.
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Outlook

From a theoretical perspective, it would firstly be desirable to apply our formalism to
more realistic models than the generalized d-wave Pomeranchuk instability in a two-
dimensional metal. This might include the study of systems with competing orders, where
different degrees of freedom have a multicritical critical point. Also the extension of the
present work to higher loop orders is an important future objective, since e.g. self-energy
corrections become frequency and momentum dependent in that case. It would not be
surprising if one would then also need to take into account the full scale dependence of the
vortices, or at least explicitly keep track of the physics in the different energy momentum
shells ω ∼ kz> , ω ∼ kz< and ω ∼ kze (if a single emergent dynamical exponent ze can
still be defined). Furthermore, quantum critical systems involving fermionic degrees of
freedom could be studied. On the experimental side, we hope that our findings are helpful
in the interpretation of certain experiments where the usual scaling expectations are not
respected, at least if these systems involve multiple time scale close to the quantum
critical point.
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Chapter 7

Introduction to Weyl semimetals

In band structure theory, a semimetal is a material that has a very small overlap between
conduction and valence band, as opposed to a true metal (that has partially filled bands),
a semiconductor (that has a small gap) or an insulator (with a large band gap). Although
this definition is a little vague, a system where conduction and valence band touch only
in a manifold of measure zero is certainly a prime example of a semimetal. This includes
for instance three-dimensional systems whose conduction and valence bands touch in
isolated points or lines. In the following, we will in particular be concerned with three-
dimensional systems that have band touchings in a set of discrete points. Although
such materials have been known since a long time in condensed matter physics,104 it has
only been understood very recently that they have a topologically non-trivial character,
starting with pioneering work of Volovik (and others) on the A-phase of 3Helium.105,106
As such, it has been demonstrated that topological semimetals phases can arise due to
the interplay of strong spin-orbit interactions and electronic correlations in solid state
systems.107 Since the relevant low energy physics are described by a relativistic Weyl
equation, these topological semimetals have been named “Weyl semimetals”.

Within one year since their identification, the solid Weyl semimetals have generated
a fair amount of scientific interest. By now, several materials have been proposed to
be Weyl semimetals, such as the pyrochlore iridates,107,108 Bi2Se3,109 HgCr2Se4,110 or
heterostructures of topological and normal insulators.111–113 Their relation to the most
prominent example of topological band structures (namely topological insulators) has
been addressed,114 and a number of interesting effects have been predicted, including
an anomalous Quantum Hall effect (which in some materials is pressure dependent) or
possible magnetic field induced charge density.111,115 Furthermore, the effects of interac-
tions and disorder on transport have at least partially been addressed.107,108,115–117 Last
but not least, a superconducting variant of Weyl semimetals has been proposed to exist
in ferromagnetic spin-triplet superconductors and non-centrosymmetric superconductors,
with related phenomena in superconducting helical magnets.118–122

Nevertheless, a systematic analysis of the physics of Weyl superconductors is missing
to date. Also in view of the flourishing field of topological superconductors and their
promising application to topological quantum computation proposals, we want to devote
the next two chapters to a systematic study of Weyl superconductors. There is how-
ever also a proper fundamental interest in the study of Weyl superconductors. A first
important question would be if, and under which conditions, the gaplessness of normal
Weyl semimetals may survive in the presence superconductivity. Secondly, one may ex-
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pect gapless Majorana-like states on the surface of a Weyl superconductor in analogy to
other topological superconductors. In the following, we want to quantify the presence or
absence of gapless bulk points, surface Majorana modes and Majorana Fermi arcs and
classify the possible phases of Weyl superconductors in a phase diagram. Related to
the expected surface states, the physics of vortices in Weyl superconductors is of special
interest. We will more specifically discuss if Weyl superconductors can bind unique Ma-
jorana fermion zero modes at vortices, and if they are suitable for quantum computation.
We will finally address possible experiments, both in view of observable signatures of
Majorana physics and of experimental systems which could possibly be used for these
experiments.

Finally, we note that Weyl semimetals and Weyl superconductors can more generally
also be understood as exotic quantum critical states. Firstly, Weyl phases appear as
intermediate phases between a topological and a normal insulator (or superconductor)
when the respective quantum phase transition between the two is perturbed with a time
reversal symmetry breaking or an inversion symmetry breaking term. Secondly, Weyl
semimetals and superconductors have gapless points in their three-dimensional Brillouin
zone. At these Weyl nodes or Bogoliubov Weyl nodes, respectively, a single conduction
band and a single valence band touch. As we will see, these points can be understood as
a quantum critical point of a quantum Hall system (for the semimetals) or a px + ipy-
superconductor (for the Weyl superconductors), i.e. critical points where the respective
system would transit between a topologically trivial and topologically non-trivial state.
A Weyl superconductor can therefore be understood as an exotic quantum critical state
of matter.

Plan of the next two chapters

We begin with an introductory chapter containing four sections. After briefly mentioning
a few concepts of topology, some basic aspects of the relativistic Dirac equation are
reviewed, especially focusing on Weyl and Majorana fermions. We then elaborate a bit
further on Weyl fermions in solid state systems, and show in what way Weyl semimetals
are related to topological insulators. We close the introduction with a short review of the
physics of Weyl semimetals. We explain how Weyl semimetals are related to quantum
Hall systems and especially highlighting their (potentially present) surface states and
Fermi arcs in the surface Brillouin zones.

The next chapter will then introduce and analyze a toy model for Weyl superconduc-
tors. Based thereon, a phase diagram will classify different phases of Weyl superconduc-
tors. We will investigate the physics of vortices and finally conclude with some proposals
for experiments.

7.1 Topology and solid state physics

We begin with a very short introduction to some of the concepts of topology and motivate
their relation to (solid state) physics. We then turn to the subject of topological insula-
tors, the probably most prominent example of topological systems in today’s research.
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(a) Two trivial knots. (b) Topologically distinct knots.

Figure 7.1: The lefthand-side shows two topologically trivial knots which can be deformed
into one another by smooth deformations. The right-hand side shows some of the simplest
topologically distinct knots.123

(a) Surface of genus 1. (b) Surface of genus 2. (c) Surface of genus 3.

Figure 7.2: Surfaces of different genus.124

7.1.1 A very short introduction to topology

Topology is a subdiscipline of mathematics studying properties of mathematical objects
that are conserved under continuous deformations. Possible deformations include for
instance stretching, rotations or shearing. Put in a more pictorial way, any re-shaping
one can do to a piece of dough without dividing it into different pieces or punching a hole
into it constitutes a continuous deformation. One famous example is the deformation of
a doughnut into a coffee mug, which are equivalent from a topological point of view.

The emergence of topology in the mid 19th century has been stimulated by a number
of mathematical research areas, one of which being the knot theory. Mathematically,
a knot in a closed loop is a topologically non-trivial embedding of a circle in three-
dimensional space. While some knots can be continuously deformed into one another
(see Fig. 7.1a for two topologically equivalent trivial knots), there exists an enormous
number of topologically nonequivalent knots. Fig. 7.1b depicts some of the simplest
topologically distinct knots. By virtue of Seifert surfaces, knots are closely related to
another topological concept, the genus of a surface. The latter corresponds to the number
of holes in a connected and orientable surface. Examples for surfaces of different genus are
shown in Fig. 7.2. Obviously, punching a hole into a surface is a rather drastic process,
and turns out to be a discontinuous transformation in the mathematical sense. Therefore,
surfaces with different numbers of holes are topologically distinct.
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In conclusion, two mathematical objects are topologically equivalent if there is a suf-
ficiently smooth transformation (the before-mentioned continuous mapping) that trans-
forms the two objects into one another. This concept can not only be applied to knots or
holes in surfaces, but also to more abstract mathematical objects. Consider for instance
a family of mappings φi (i = 1, 2, . . .) from some base manifold M to a target space T ,

φi : M → T , (7.1)
z 7→ φi(z) . (7.2)

In a physical context, such mappings may for instance correspond to band structure
functions that map momenta to energies. Two such mappings φ1 and φ2 are topologically
equivalent if they can be transformed into one another by a continuous transformation,
and the continuous transformation that takes φ1 → φ2 is called a homotopy. For a more
detailed introduction to the mathematical foundations of topology and homotopies, the
reader is referred to textbooks.125

7.1.2 Topology in physics

In physics, the concepts of topology have been known and used since a long time, most
commonly in order to classify defects in ordered media (consider for instance a review ar-
ticle from 1979, Ref. [126]). One well-known example are vortices in a model as simple as
the classical, two-dimensional XY -model. The latter describes classical two-dimensional
spins ~si = (si,x, si,y)

T arranged on a two-dimensional square lattice. The spins are sup-
posed to be coupled ferromagnetically. In nearest neighbor approximation, the respective
classical Hamiltonian reads

H = −
∑
<i,j>

J ~si · ~sj . (7.3)

This model has two phases as a function of temperature. At high temperatures, the
system is in a totally disordered phase, and spin-spin correlations decay exponentially in
the distance. At low temperatures, the system undergoes a Kosterlitz-Thouless transition
to a quasi-long range ordered state, in which the spin-spin correlations only decay as a
power law with distance. This transition has been understood as the formation of vortices,
the topological defects of the spin state depicted in Fig. 7.3. The topological character
is defined by the winding number, that measures how often the spins wind around the
vortex on a path encircling the vortex core once. The winding number is indeed an integer
(just like the number of holes in a surface) and can not be changed by a deformation
of the spin structure that does not remove the vortex (i.e. continuous transformations
of the spin structure). A vortex is associated with an energy that grows logarithmically
with system size since it distorts all spins of the system. At lowest temperature, the
ground state will therefore have no vortices at all. Once a vortex has nevertheless been
created, it can be placed anywhere in the system, which corresponds to an entropy that
also depends logarithmically on the system size. Above some critical temperature, the
entropy gain outweighs the energy cost for vortex creation, and the system spontaneously
generates vortices that disorder the system entirely.

The winding number of a vortex is also called its “topological charge” by analogy
to electrostatics. A single vortex, as depicted in Fig. 7.3, is visible at any distance,
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Figure 7.3: A vortex in the classical XY spin model. The spins wind once on any path
encircling the vortex core once, this vortex has thus an associated winding number of 1.

similarly to a single electric charge. Two vortices of opposite topological charge, i.e.
opposite winding, screen each other just like two opposite electric charges would do.
Fig. 7.4 illustrates the canceling of long-distance effects far from the defect pair. A
vortex-antivortex pair can also annihilate, leaving the spin system entirely unperturbed.
Consequently, only the total topological charge (here corresponding to the sum of all
winding numbers of all vortices and antivortices in the system) is conserved by continuous
transformations, and is therefore called a “topological invariant”. In conclusion, only
system configurations of different net topological charge are topologically distinct, while
configurations with the same total global topological charge are topologically equivalent.

Aharonov-Bohm phase

Topology does of course not only enter classical physics, but also plays an important
role in quantum theories. A first example is the Aharonov-Bohm phase of an electron
encircling a magnetic flux along some path C outside the area threaded by the field, see
Fig. 7.5. The total phase is composed of a geometrical part

ϕgeo =

∮
C
d~r · ~k(~r) , (7.4)

which depends on the momentum ~k and the length of the path. In addition, the particle
picks up an “Aharonov-Bohm phase”

ϕAB = −e
∮
C
d~r · ~A . (7.5)

Using the Kelvin-Stokes theorem, this phase can be rewritten as

ϕAB = −e
∫
S(C)

d~S · ∇ × ~A = −e
∫
S( ~B)

d~S · ~B = −eΦ , (7.6)

where S(C) is the area bordered by the path C and S( ~B) denotes the area threaded by
the magnetic field. The Aharonov-Bohm phase thus only depends on the flux Φ encircled
by the electron, and not on the precise path, as long as the different paths are smoothly
connected without crossing the field-threaded region. Mathematically, this is equivalent
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Figure 7.4: A vortex-antivortex pair. The vortex (red) has a winding number of 1, the
antivortex (blue) has a winding number of −1. Sufficiently far away from the two defects
of opposite winding number (i.e. opposite topological charge), the defect pair does not
distort the spins anymore.

to saying that they can be deformed into one another by a continuous deformation. The
Aharonov-Bohm is thus a topological quantum phase.

Berry phase, Berry curvature and Berry connection

Topological phases occur quite generally when quantum mechanical systems undergo
adiabatic cycles, as has been pioneered by Berry in a seminal paper.127 This section
recalls the main results of this work. Consider a general Hamiltonian with eigenstates |n〉
of energy En. The Hamiltonian is further supposed to depend on a vector of parameters
~x(t) that are changed in an adiabatic cycle, ~x(0) = ~x(1). In the context of the Aharonov-
Bohm effect, the adiabatic cycle corresponded to taking the electron around the magnetic

Figure 7.5: Sketch of two topologically equivalent paths C1 and C2 on which an electron
could encircle a region threaded by a magnetic field ~B (the latter is shown in red, the
black dot depicts the electron).
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field. Due to the assumption of adiabaticity, a state |Ψ(t)〉 that has been prepared in an
initial eigenstate, |Ψ(0)〉 = |n(~x(0))〉, evolves during the cycle as the parameter-dependent
eigenstate |n(~x(t))〉, up to a phase. At an intermediate time t, it can be written as

|Ψ(t)〉 = eiγn(~x(t)) e−i
∫ t
0 dt
′ En(~x(t′))|n(~x(t))〉 , (7.7)

where the second exponential is the usual time evolution of the state |n(x(t))〉 (for the
Aharonov-Bohm effect discussed above this would simply be the geometrical phase). The
first term is an extra phase that accommodates for all effects beyond dynamical phases,
such as the Aharonov-Bohm phase. Using the Schrödinger equation for the state |Ψ(t)〉,
one obtains

γn(~x(t)) = i

∫ t

0

dt′ 〈n(~x(t′))| d
dt′
|n(~x(t′))〉 = i

∫ ~x(t)

~x(0)

d~x 〈n(~x)|∇~x|n(~x)〉 . (7.8)

For a full cycle C in the parameter space, we get

γn = i

∮
C
d~x 〈n(~x)|∇~x|n(~x)〉 . (7.9)

The phase γn is known as the “Berry phase”. Using the Kelvin-Stokes theorem, it can be
written as

γn =

∮
C
d~x · ~An(~x) . (7.10)

where we have introduced the “Berry connection”

~An(~x) = i 〈n(~x)|∇~x|n(~x)〉 . (7.11)

Comparing Eqs. (7.11) and (7.5), we find that the Berry connection plays the role of an
effective vector potential in an effective Aharonov-Bohm problem. Being a generalized
magnetic vector potential, the Berry curvature is not invariant under gauge transforma-
tions:

|n(~x)〉 → eiϕn(~x) |n(~x)〉 ⇒ ~An(~x)→ ~An(~x)−∇~x ϕn(~x) . (7.12)

Since physical quantities can not be gauge dependent, it is often useful to consider the
so-called “Berry curvature”

~Bn(~x) = ∇~x × ~An(~x) (7.13)

that corresponds to an effective magnetic field and which is thus gauge independent.

Berry phase of a spin in a magnetic field

One common example of a Berry phase is the one of a rotating spin.127 Let us thus
consider the Hamiltonian of a spin in a magnetic field

H = −µ~σ · ~B , (7.14)

where µ is the magnetic moment, ~σ are the Pauli matrices and ~B is the magnetic field.
The Hamiltonian has two eigenstates |±〉 of eigenenergies E± = ±µ | ~B| that read
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|−〉 =

(
sin
(
θ
2

)
e−iφ

− cos
(
θ
2

) ) , (7.15a)

|+〉 =

(
cos
(
θ
2

)
e−iφ

sin
(
θ
2

) )
, (7.15b)

where θ and φ denote the direction of the magnetic field. Since the eigenstates are
(anti-)parallel to ~B, the spin can be rotated by adiabatically changing the magnetic field.
For concreteness, we suppose that ~B is rotated n times within the (x, y)-plane,

~B = B

cos(φ(t))
sin(φ(t))

0

 , φ(t) = 2π n t , t : 0→ 1 . (7.16)

According to our general definition in Eq. (7.9), a spin in the state |−〉 acquires a Berry
phase

γ− = i

∮ 2π n

0

dφ 〈−| d
dφ
|−〉 (7.17)

= i

∮ 2π n

0

dφ
1√
2

(eiφ,−1)
d

dφ

1√
2

(
e−iφ

−1

)
(7.18)

= i

∮ 2π n

0

dφ
1

2
(eiφ,−1)

(
−i e−iφ

0

)
= nπ , (7.19)

and a similar reasoning can be made for the state |+〉. Since the Berry phase is of
topological origin, it only depends on how often the magnetic field, and consequently the
spin, is rotated, but not on further details. In particular, only situations with different
net winding numbers are topologically different. Rotating for instance the spin five times
in one direction and then two times in the opposite direction is equivalent to rotating
it three times in the initial direction as both yield a net phase of (5 − 2) π = 3 π. We
conclude in particular that rotating a spin once by an angle of 2π yields Berry phase of
π for the wave function, a fundamental result that we will encounter again later on.

7.1.3 Topological insulators

One of the goals of solid state physics is to understand the properties of different materials
and to classify them accordingly. An important example for such a characteristic is
the ability to conduct electric currents. Materials that do conduct electric currents are
referred to as metals, while the ones that do not are called insulators (for simplicity, this
section neglects the intermediate cases of semiconductors and semimetals, despite the fact
that the latter are at the heart of the following discussion). This simple classification
scheme is of of course only a very first step, since different metals or insulators show a vast
variety of entirely different behaviors in diverse (other) physical properties. In addition,
the fact that a material is metallic or insulating is influenced by a whole set of factors. A
metal can become insulating either because repulsive interactions localize the electrons,
leading to a strongly correlated Mott insulator. Alternatively, a very disordered system
may also be an insulator because, roughly speaking, the electrons are just back-scattered
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too much. This mechanism is known as Anderson localization. But one does not even
need to resort to disorder or strong correlations: the material could be also a simple band
insulator, in which a number of filled valence bands just happen to be separated by an
energy gap from the empty conduction bands.

Since different insulating states are in general very distinct, we can not hope that all
of them are smoothly connected in the topological sense. To make this point a little more
precise, we note that any insulator is in general described by a multi-band Hamiltonian.
As usual, two Hamiltonians are considered to be topologically equivalent if they can be
deformed into one another by a continuous transformation. In the context of insulators,
this means that the transformation is not allowed to close the gap, which would turn the
insulator into a (semi-)metal. We however note that a transition between topologically
distinct states is possible even without the closing of the gap if the symmetries protecting
the topological state are broken during the transformation, or if interacting systems are
considered128. The topological character of a given Hamiltonian will also be handed
on to its eigenstates. For an insulator, the latter are the crystal momentum dependent
bands |n(~k)〉. According to the last section, an electron in a topologically non-trivial
band should acquire a Berry phase when some parameter of the Hamiltonian is taken
through some adiabatic cycle. By analogy to the general discussion of Berry phase, Berry
curvature and Berry connection above, one can already guess that this parameter will be
given by the crystal momentum ~k.

Let us thus consider the evolution of a state |n(~k)〉 as the crystal momentum is changed
in an adiabatic cycle C through the Brillouin zone, the final state has to be identical to
in the initial one modulo a phase. This phase can be divided into a non-topological part
and the topological Berry phase. According to our previous discussions, the Berry phase
depends on the topological character of the encircled parameter space, since

γn =

∮
C
d~k · ~An(~k) =

∫
S(C)

d~S · ~Bn(~k) , (7.20)

where the Berry connection of the nth band

~An(~k) = i 〈n(~k)|∇~k|n(~k)〉 (7.21)

defines the corresponding Berry curvature as ~Bn(~k) = ∇~k × ~An(~k) and S(C) is the sur-
face encircled by the cycle C through the Brillouin zone. If we are considering a two-
dimensional system, it is intuitive to assume that the full topological character of the
band is only captured if the full Brillouin zone is encircled. Indeed, as has been shown by
Thouless, Kohmoto, Nightingale and den Nijs in the context of the quantum Hall effect
the topological character of a band is related to the integral of the respective Berry cur-
vature over the full Brillouin zone. The latter yields a number known as TKNN invariant
or chern number,129

γTKNN
n =

∫
BZ

dkx dky Bn,z(~k) . (7.22)

On general grounds, it can be shown that the TKNN invariant needs to be quantized
in units of 2π. The sum of all TKNN invariants over all bands,

∑
n γ

TKNN
n , is the topo-

logical invariant of the total system, and remains unchanged for any continuous defor-
mation of the Hamiltonian. This can be shown to remain true even in the presence
of band degeneracies, provided that the gap between occupied and empty bands stays
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finite and that symmetries remain intact (for non-interacting systems,128 since interac-
tions might for instance spontaneously break symmetries). In three-dimensional systems,
a (one-dimensional) path C can of course not encircle the Brillouin zone, but adequate
generalizations have been established.2,4,5,130 Whatever the dimension, every insulating
system with non-trivial global topological invariant (or adequate generalization thereof)
is called a “topological insulator”, as opposed to “non-topological” or “normal” insulators.
Since the vacuum is surely of trivial topology, we note that all topologically trivial insu-
lators are equivalent to vacuum (at least from the point of view of topology). Although
first contributions to the field have already been made in the mid-eighties by Pankratov
and collaborators,1 topological insulators have received a tremendous amount of interest
starting with their experimental detection in 2007.3 Besides the fundamental interest in
materials with topological order, fascinating ideas for applications of the edge states (see
next section) have made topological insulators one of the most active fields in condensed
matter physics. As an example, the well-defined spin orientation of the edge states in
quantum Hall samples and the related quantum spin Hall samples can hopefully be used
in spintronics. Furthermore, superconducting topological materials (see below) can un-
der certain conditions trap isolated Majorana modes at vortices, which could be useful
for quantum computation. In addition, the theoretically proposed Majorana modes in
topological superconductors are amongst the most promising candidates for the first ex-
perimental detection of a Majorana fermion. More extensive introductions to the field of
topological insulators can be found the review articles and references therein.5,130

Edge states and the quantum Hall effect

One important statement of the last section is that two topologically distinct insulating
Hamiltonians can not be connected without closing the gap (provided that the symme-
tries protecting the topological order remain unbroken and if non-interacting systems are
considered). On the other hand, we know that a real world system with an interface
between two different subsystems is described by one global Hamiltonian that (more or
less smoothly) interpolates between the two sub-Hamiltonians. Consider for instance a
piece of topological insulator in vacuum, and assume the insulator to be described by a
non-interacting theory with the relevant symmetries being unbroken. The total system,
i.e. the topological insulator in a vacuum, is described by one single Hamiltonian. Deep
in the topological insulator, this total Hamiltonian will be equal to the Hamiltonian of
the topological insulator, while it will be equal to the Hamiltonian of vacuum far outside
the topological insulator. The surface of the topological insulator, however, is described
by the interpolation between the two limiting Hamiltonians. Since this interpolation can
not happen without closing the gap, a gapless state must exist at the surface. The same
reasoning can be made for any interface between topologically nonequivalent materials.
We can thus conclude that an interface between topologically distinct materials must
have gapless states, provided that the symmetries protecting the topological order are
unbroken (and in the absence of interactions, which can e.g. break symmetries sponta-
neously). Nevertheless, we note that interfaces generically do break symmetries such as
inversion or translation symmetry, which in turn might kill the edge states.

Let us illustrate this with the example of the quantum Hall effect. As is well known, a
quantum Hall sample has a gapless state running around the edge of the two-dimensional
system. This is not surprising, since the quantum Hall effect has a non-trivial chern
number (see above) and therefore a non-trivial topological character. The edge of a
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quantum Hall sample is thus an interface between the topologically trivial vacuum and
a topological system, and therefore has to carry a gapless edge state. It is furthermore
instructive to consider the effective Hamiltonian for quantum Hall systems derived by
Ludwig and collaborators.131 They showed that a quantum Hall sample is at low energies
described by an effective Dirac Hamiltonian. The latter contains two pairs of bands, one
of which has a large gap. The bands have Hamiltonians

Hi = vF (σx kx + σy ky) +mi σz , (7.23)

where vF is the Fermi velocity, σi are Pauli matrices, ki denotes the two-dimensional
momentum and mi is the effective band mass in band i. Ludwig et al. argued that the
TKKN invariant for the full Hamiltonian (including the second pair of bands) depends on
whether the two masses have the same or opposite signs. Suppose that the first band has
a large positive mass m1 � |m2|. For m2 < 0, the system has a trivial TKKN invariant,
and is thus equivalent to vacuum. For m2 > 0, however, the TKKN invariant becomes
a unit quantum, and the system is a quantum Hall insulator. The interface between a
quantum Hall sample and vacuum can thus be modeled by a spatially depended mass
m2. If the sample has an edge at y = 0, as depicted in Fig. 7.6, we can for instance
assume that

m2(y) = −m2,0 arctan(y) . (7.24)

We immediately see that the mass vanishes at the edge, such that it can indeed host a
gapless state. To find this state, we have to identify an eigenstate of the Hamiltonian

H(x) = vF

(
σx kx − iσy

∂

∂y

)
+m2(y)σz , (7.25)

that is localized at the edge (note that we had to replace the ky → −i∂y since the system
is not translational invariant in y-direction anymore). The appropriate wavefunction
reads

Ψ(x, y) = ei kx xe
∫ y
0 dy′m2(y′)/vF

(
1
1

)
. (7.26)

As expected, Ψ(x, y) is exponentially localized at the edge around y = 0. It has an energy
E = vF kx and therefore travels with a velocity vF in positive x-direction along the edge,
as it should. From the spinor structure we find that the spin of the edge state is in the
σx = +1/2-state, and thus points into the direction of motion.

Topology and superconductivity

A special class of gapped systems are superconductors. In the BCS picture, electrons at
the Fermi surface of a metal are unstable towards the formation of a condensate of Cooper
pairs, which leads to a gap for single-particle excitations. Like any other gapped system,
superconductors can potentially have a topologically non-trivial band structure.132 In a
seminal paper, Fu and Kane considered a heterostructure of a topological insulator and
an s-wave BCS superconductor.133 This heterostructure turns out to be one example
of a topological superconductor, which basically inherits superconductivity and a topo-
logically non-trivial character from its respective constituents, while other materials are
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(a) Sketch of a quantum Hall sample. (b) Mass m2(y).

Figure 7.6: Subfigure (a) shows a quantum Hall sample with an edge at y = 0, which
supports a gapless state that runs with a velocity vF in positive x-direction along the
edge of the sample. This state (shown in red) is exponentially localized around the edge.
Subfigure (b) shows the associated mass m2(y) that has to change sign between the
topologically non-trivial quantum Hall sample and the vacuum and thus vanishes at the
edge. This explains the gaplessness of the edge state.

intrinsically both topological and superconducting. As Fu and Kane argued, the two-
dimensional surface states of the topological insulator are gapped out by the proximity
induced superconductivity, and can then be understood as a two-dimensional topological
superconductor. If a magnetic field is applied, vortices appear at the interface, which can
be thought of as closed edges of the topological superconductor. By analogy to px + ipy-
superconductors, these vortices trap zero energy Majorana modes which are known to
have non-abelian statistics and could thus be used for braiding processes in quantum
computation.134,135

7.2 Dirac, Weyl and Majorana

Before giving a detailed introduction to Weyl fermions and Weyl nodes, this section is
supposed to classify them in the larger framework of the Dirac equation, where they
historically originated from. We first give some background information on the Dirac
equation itself, before turning to two special kinds of solutions that we will be concerned
with in the following, namely Majorana fermions and Weyl fermions.

7.2.1 The Dirac equation

Quantum mechanics is founded on Schrödinger’s equation that describes the time evolu-
tion of a state |Ψ〉 in a system described by a Hamiltonian H as

i~
∂

∂t
|Ψ〉 = H |Ψ〉. (7.27)

For a free particle, the Hamiltonian is simply given by the operator corresponding to its
kinetic energy, and the Schrödinger equation reads

i~
∂

∂t
|Ψ〉 =

p2

2m
|Ψ〉 (7.28)
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(where the electron mass m has been introduced). Although quantum mechanics suc-
cessfully explains a large number of intriguing experiments, Schrödinger’s equation is
in disagreement with the second big theoretical breakthrough of the early 20th century,
namely the theory of relativity. Whereas the latter treats time and space on equal foot-
ing, or rather even as a single entity called space-time, quantum mechanics does not.
In a quantum theory, time is a mere parameter, while position is an observable. Really
dramatic, however, is the fact the Schrödinger’s equation is not Lorentz-invariant since
it treats time with a linear derivative, but space with a double derivative.

Based on the relativistic energy of a free particle,

E =
√
p2c2 +m2c4 , (7.29)

two generalizations of Schrödinger’s equation have been proposed. The first one, known
as the Klein-Gordon equation, treats both time and space with a double derivative,(

i~
∂

∂t

)2

Ψ =
(
c2p2 +m2c4

)
Ψ . (7.30)

It took however the seminal insight of Paul Dirac to realize that one could also find
a linear differential equation with first order derivatives in both time and space that
generalizes Schrödinger’s equation to a Lorentz covariant form.136 His famous “Dirac
equation” turned out to describe spin-1/2 fermions, in contrast to the Klein-Gordon
equation that describes spin-0 mesons, i.e. bosons. Starting from an equation of the
form

i~
∂

∂t
Ψ =

( ∑
k=1,2,3

~c
i
αk

∂

∂xk
+ β mc2

)
Ψ, (7.31)

where αk and β are some general (n× n)-matrices and Ψ is an n-vector, Dirac showed
that one can satisfy(

i~
∂

∂t

)2

Ψ =

( ∑
k=1,2,3

−~2c2

(
∂2

∂xk

)2

+m2c4

)
Ψ (7.32)

by choosing αk and β as anticommuting matrices that square to 1. While for n = 2, this
algebraic structure is realized by the three Pauli matrices σi (but no other matrix), n = 4
is the smallest dimension that yields 4 such matrices. The precise form of these matrices
can be altered by basis rotations, but one possible and commonly used choice is

αi =

(
0 σi

σi 0

)
, β =

(
12×2 0

0 −12×2

)
. (7.33)

A more compact writing of the Dirac equation is achieved by defining the Dirac- or
γ-matrices

γ0 = β =

(
12×2 0

0 −12×2

)
, γi = β αi =

(
0 σi

−σi 0

)
. (7.34)

Making use of these matrices and the Einstein sum convention, Dirac’s equation reads(
i γµ∂µ −

mc

~

)
Ψ = 0 . (7.35)
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7.2.2 Weyl fermions: special massless Dirac fermions

A second possible choice for the Dirac matrices is known as the chiral representation. It
basically corresponds to changing γ0 to

γ0
ch =

(
0 12×2

12×2 0

)
. (7.36)

In this representation, the Dirac equation explicitly reads(
−mc

~ i (∂0 + ~σ · ∇)
i (∂0 − ~σ · ∇) −mc

~

)
Ψch = 0 (7.37)

(where Ψch is the Dirac spinor in the chiral representation). If one is interested in massless
fermions, m → 0, the Dirac equation decomposes into two decoupled sectors. Instead
of one (4× 4)-Dirac equation, one can thus consider two independent (2× 2) equations
that are known as the Weyl equations differing only by a minus sign,

i (∂0 − ~σ · ∇) ΨL = 0 , i (∂0 + ~σ · ∇) ΨR = 0 , (7.38)

where we introduced the left- and right-handed Weyl spinors ΨL and ΨR as a decom-
position of the Dirac spinor, Ψch = (ΨL,ΨR)T . The chirality is measured by the action
of

γ5 =

(
0 12×2

12×2 0

)
or γ5

ch =

(
−12×2 0

0 12×2

)
(7.39)

on the Dirac spinors, depending on wether one works in the standard or chiral represen-
tation. Since we are dealing with massless particles, the chirality also coincides with the
helicity (the projection of the spin onto the momentum), which is probably the physically
most transparent definition. Note that from a more mathematical point of view, the chi-
rality is the handedness of the transformation behavior of a particle with respect to the
Poincaré group. Finally, using c ∂0 = ∂t, the Weyl equations can also be interpreted as
two Schrödinger equations with chiral Weyl Hamiltonians

HL = c ~σ · ~p , HR = −c ~σ · ~p . (7.40)

Summing up, Weyl fermions (i.e. the objects described by the Weyl spinors) are nothing
but particular massless Dirac fermions, namely ones of definite chirality. They do not
only satisfy the massless (4× 4)-Dirac equation, but can in addition be interpreted as
eigenstates of one of the (2× 2) Weyl Hamiltonians. In the following, “Weyl” will thus
denote (2× 2)-matrices and 2-spinors, whereas “Dirac” will refer to (4× 4)-matrices and
4-spinors.

7.2.3 Majorana fermions: particles being their own antiparticles

The solutions of the Dirac equation are fermionic particles (such as electrons) which are
in general different from their anti-particles (such as positrons or holes). In 1937, Ettore
Majorana however showed that it is possible to find solutions of the Dirac equation
that are their own antiparticles.137 This is most conveniently understood if one rewrites
the Dirac equation in the Majorana representation in which all γ-matrices are purely
imaginary,



7.2. DIRAC, WEYL AND MAJORANA 135

γ0
M =

(
0 σ2

σ2 0

)
, γ1

M = i

(
0 σ1

σ1 0

)
, γ2

M = i

(
0 12×2

12×2 0

)
, γ3

M = i

(
0 σ3

σ3 0

)
. (7.41)

In this representation, the Dirac equation(
i γµM∂µ −

mc

~

)
ΨM = 0 (7.42)

is a purely real differential equation for ΨM , the Dirac-spinor in Majorana representation
(note that the matrices γiM are purely imaginary in the Majorana representation). Com-
plex conjugation of Eq. (7.42) furthermore implies that if the spinor ΨM is a solution
of this equation, so is its complex conjugate ΨM

∗. The latter complex conjugate spinor
is however known to be the antiparticle of ΨM . A real solution ΨM

∗ = ΨM is therefore
its own antiparticle, and has been dubbed a Majorana fermion after its proposer. Since
Majorana fermions are their own anti-particles, they have to be uncharged, but do carry
a (four-)momentum and spin.

For the subsequent discussions, it is useful to also understand Majorana fermions in
terms of operators. As an example, consider some “regular” (i.e. non-Majorana) fermions
that are created by the second-quantized operators c†i . Being fermions, these operators
satisfy the anticommutator {c†i , cj} = δi,j. From every such operator, two independent
Majorana Fermions can be constructed. One possible choice is

Ψi,1 =
c†i + ci√

2
, Ψi,2 =

c†i − ci√
2 i

. (7.43)

These new operators obey the relations

Ψ†i,n = Ψi,n (7.44a)

{Ψ†i,n,Ψi,m} = δi,j δn,m , (7.44b)

and thus describe fermionic particles that are their own antiparticles, as promised. In
addition, Eqs. (7.44a) and (7.44b) imply

{Ψ†i,n,Ψ†i,m} = {Ψi,n,Ψi,m} = δi,j δn,m (7.45)

and
Ψi,nΨi,n = Ψ†i,nΨi,n = Ψi,nΨ†i,n = Ψ†i,nΨ†i,n =

1

2
. (7.46)

In conclusion, every regular fermion can be decomposed into two Majorana fermions.
Vice versa, two Majorana fermions can be combined into one regular fermion. In case
the initial fermion is charged, such as an electron, its charge must be absorbed into some
other degrees of freedom as one goes from electronic operators to Majorana operators.
Superconductors, where particle number and charge are not conserved, are thus natural
candidates for hosting Majorana fermions, as charge can simply be absorbed into the
superconducting condensate. As discussed, this applies especially for the edge states of
topological superconductors. Nevertheless, and despite the intense search of generations
of physicists, the experimental detection of Majorana fermions remained elusive for a long
time. This goes partially along with the statement that none of the elementary particle
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of the standard model is currently supposed to be a Majorana fermion. At this point,
many two possible experimental detections are under debate. Firstly , there is an ongoing
dispute about the nature of the neutrino, see for instance Ref. [138] and references therein.
In case the neutrino was a (massful) Majorana fermion, the neutrinoless double beta decay
would be possible. Experiments are currently testing this hypothesis. Secondly, solid
state experiments involving topological superconductors have very recently detected zero
bias conduction peaks as well single charge Shapiro steps,139–143 which could potentially
be due to Majorana fermions. It remains to be confirmed that these experiments have
really detected Majorana physics, but the experimental progress in this field is in any
case rapid, impressive and promising.

7.3 Weyl fermions and Weyl nodes
Following the definition of the last section, a Weyl fermion is a massless Dirac fermion of
definite chirality. The neutrino, presented in the last section as a candidate for a massful
Majorana fermion, has also been believed a long time to be be such a massless chiral
particle. These hypotheses are obviously in competition, and today’s perspective seems
to favor the Majorana character over the Weyl character. Weyl fermions can however also
emerge as effective degrees of freedom in more complex systems, one such example being
Helium-3 in its A-phase.105 In this section, we shall thus first discuss how Weyl fermions
can arise as low-energy degrees of freedoms in solids, before investigating their properties
in some more detail. In particular, we will present a no-go theorem for the minimum
number of Weyl nodes, analyze their topological character and discuss the implications
of the for us most relevant symmetries, time-reversal and inversion symmetry.

7.3.1 Weyl fermions at band touchings: Weyl nodes

At first, we shall demonstrate how and under which conditions a Weyl Hamiltonian can
arise as a low-energy theory for parts of the Brillouin zone of a solid. To that end, we
study a system that is supposed to have two (and only two) bands touching at some
momentum ~k0. All other possibly present bands are supposed to be sufficiently gapped
and can thus be neglected, such that a (2× 2)-Hamiltonian describes the relevant low
energy physics. Using the Pauli matrices σi, this general (2× 2)-Hamiltonian can be
decomposed as

H = a(~k) + ~σ ·~b(~k) . (7.47)

Close to the band touching at ~k = ~k0, the effective low energy theory reads

H(~k ≈ ~k0) ≈ E(~k0)12×2 + ~σ ·~b(~k0) + ~σ ·
(
∂bi
∂kj

)
~k=~k0

(
~k − ~k0

)
. (7.48)

This is nothing but a Weyl Hamiltonian, albeit potentially distorted, anisotropic and
with offsets in energy and momentum. In the remainder, a touching point of two bands
will therefore also be called a “Weyl node”. It seems worthwhile to stress that the Pauli
matrices ~σ in Eq. (7.48) label the pseudospin associated with the two bands. This pseu-
dospin may be the physical spin like in Sec. 7.2.2, or could alternatively denote any other
two-level degree of freedom. We note that our short analysis is in agreement with the
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(a) Avoided band crossing. (b) Touching of two bands: a Weyl node.

Figure 7.7: When two band approach each other at some point in the Brillouin-zone of
a one- or two-dimensional system without special symmetries, they generically have an
avoided crossing as sketched in subfigure (a). In a three-dimensional system, however, a
true band crossing or touching is possible, see subfigure (b). In both subfigures, E is the
energy and k parametrizes a path through the Brillouin zone containing the (potential)
Weyl node.

general fact that the energy has to vanish linearly in the momentum upon approaching a
band touching in a crystal without special symmetries. This has already been established
in 1937 by Herring.104

The presence of such a band touching may at first glance seem unlikely for a generic
Hamiltonian without special symmetries. The phenomenon of level repulsion should lead
to an avoided crossing rather than a band touching, as depicted in Fig. 7.7a. Indeed, as
has been discussed by Wigner and von Neumann in 1929, one has to adjust three real
parameters in a quantum mechanical system in order to have two levels cross.144 Since
its Hamiltonian is a hermitian (2× 2)-matrix, the band touching corresponds to

H =

(
a b
b∗ c

)
!

=

(
a 0
0 a

)
, (7.49)

which imposes the three real conditions

a = c , Re{b} = 0 , Im{b} = 0 . (7.50)

In a three-dimensional system, the satisfaction of these three conditions is however noth-
ing extraordinary, since the three components of the momentum ~k can serve as the tuning
parameters, shown in Fig. 7.7b. Therefore, a band touching can generically occur at some
point in the Brillouin zone of a three-dimensional system. The situation is different in
one and two dimensions, where less tuning parameters are available and band touchings
have a probability of measure zero. If the Hamiltonian respects some given symmetries,
the number of constraints can be reduced, such that more symmetric systems can exhibit
band touchings also in lower dimensions. One can finally also consider the case that more
than two band touch. For a touching of n bands, the low energy description is given by
an (n× n)-matrix. Because the latter has in the most general case n2 independent real
parameters, the number of constraints is dramatically increased, namely up to a maxi-
mum number of n2 − 1 for systems without symmetries. Again, symmetries can reduce
the number of constraints.
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(a) Crystal with right-handed Weyl node.

electric field
−→

(b) Weyl node with applied electric field.

Figure 7.8: In a crystal with one single Weyl node, for instance a right-handed Weyl node
as shown in subfigure (a), the application of an electric field would shift the electrons
up or down the dispersion, thus generating or annihilating electrons, see subfigure (b).
Full black dots correspond to occupied states, while empty circles are unoccupied states.
Figure adapted from Ref. [147].

7.3.2 The Nielsen-Ninomiya fermion doubling theorem

In a system of chiral fermions, a chiral symmetry is a transformation that leaves the Dirac
Lagrangian invariant and acts independently on right- and left-handed particles. One
distinguishes between vector symmetries and axial symmetries. The symmetry operation
related to the prior one acts similarly on the two sectors of the Hamiltonian describing
the two handednesses, while the ones related to axial symmetries act in opposite ways
onto left- and right-handed fermions. As an example, the transformation

Ψch →
[

1

2
(14×4 + γ5

ch) e
iθ +

1

2
(14×4 − γ5

ch) e
iθ

]
Ψch (7.51)

would imply the presence of a vector symmetry if it leaves the Hamiltonian invariant,
whereas an invariance under

Ψch →
[

1

2
(14×4 + γ5

ch) e
iθ +

1

2
(14×4 − γ5

ch) e
−iθ
]

Ψch (7.52)

would correspond to the presence of an axial symmetry. If a given chiral symmetry
is broken, the associated charge and current are not conserved, as usual for symmetry
breaking. An example of an anomalous non-conservation of a chiral current is the Adler-
Bell-Jackiw anomaly, abbreviated ABJ-anomaly, and has been known since the late 1960’s
in particle physics.145,146

In 1983, Nielsen and Ninomiya studied the ABJ-anomaly and a related no-go theorem
(also known as the fermion doubling theorem) derived in their earlier work in order to give
it an interpretation in terms of solid state systems, specifically analyzing the behavior
of Weyl fermions in a crystal.147–150 Their line of argument is most easily understood in
one dimension, where the Weyl Hamiltonians are H = ±vF k. More specifically, they
considered a system with one single right-handed Weyl node as depicted in Fig. 7.8a,

H = +vF k . (7.53)
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Figure 7.9: If a crystal has as many right-handed Weyl nodes (RH) as left-handed ones
(LH), the application of an electric field pumps electrons from one Weyl node to the
other. In the figure, full black dots correspond to occupied states, while empty circles are
unoccupied states. This increases the number of, for instance, right-handed electrons at
the expense of the left-handed ones, but does not create or annihilate physical electrons.
Figure adapted from Ref. [147].

Since there is no left-handed Weyl node, the system is obviously not symmetric in the two
chiralities. The non-conserved charge associated with this symmetry breaking turns out
to be the number of Weyl fermions. To see that, Nielsen and Ninomiya considered the
effect of an electric field on the system. The latter simply accelerates the Weyl fermions,
thus pushing them “up the dispersion” in Fig. 7.8b. This obviously enlarges the occupied
momentum range and therefore corresponds to a creation of Weyl fermions. One could
also have done a similar reasoning with left-handed Weyl fermions (or reversed the electric
field), which would have lead to an annihilation of Weyl fermions.

In a real solid state system, even if the electrons have a Weyl node somewhere in their
Brillouin zone, an electric field can obviously never create or annihilate electrons, but
only move them around. Nielsen and Ninomiya concluded that a solid state system must
therefore always have an equal number of left- and right-handed Weyl nodes. As shown in
Fig. 7.9, the application of an electric field will at lowest energies indeed seemingly destroy
electrons of the one handedness and create electrons of the other, but the paradox is
resolved once the full bandstructure is taken into account. The electric field simply pumps
electrons from one Weyl node to the other, passing through a region of the Brillouin
zone connecting the two nodes which is not described by a Weyl Hamiltonian. We can
summarize the findings of Nielsen and Ninomiya in the following version of the fermion
doubling theorem:

Weyl nodes in a crystal always come in pairs of opposite chirality.

7.3.3 Topological character of Weyl nodes

The discussion of Sec. 7.3.1 already suggests that a single Weyl node should be extremely
stable, since it seems to be allowed for a general 2 band system. Let us thus consider a
general perturbation to a Weyl Hamiltonian,

H = ±vF ~σ · ~k +Hpert , (7.54a)

Hpert = apert(~k)12×2 +~bpert(~k) · ~σ . (7.54b)
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Figure 7.10: At a right-handed Weyl node, the (pseudo-)spins align parallel to the mo-
mentum measured relative to the Weyl node. The Weyl node is thus a (pseudo-)spin
hedgehog in momentum space. The black dot depicts the Weyl node, the grey arrows
show the (pseudo-)spins.

Expanding the perturbation close to the Weyl node, we obtain

H ≈ ±vF ~σ · ~k + apert(~k)12×2 + ~σ ·~bpert(0) + ~σ ·
(
∂~bpert,i

∂kj

)
~k=0

~k . (7.55)

Here, the second term acts like a momentum-dependent chemical potential, while the
third term shifts the Weyl node to some non-zero momentum. The last term can change
the velocity associated with the Weyl node, possibly in an anisotropic way. None of the
terms can however remove the Weyl node from the system. Therefore, a single Weyl node
is perturbatively absolutely stable.

This absolute stability gives a hint that Weyl nodes can be understood in analogy to
topological defects. To see this, we first recall that Weyl fermions are characterized by
their chirality (which is identical to their helicity). Therefore, the electrons associated
with a right-handed Weyl node have their (pseudo-)spin pointing parallel to their mo-
mentum, while left-handed Weyl electrons have their (pseudo-)spin pointing antiparallel
to their momentum. A weyl node is thus a (pseudo-)spin hedgehog in momentum-space,
one of the prototypes of a topological defect, see Fig. 7.10.

Weyl nodes as sources of Berry flux

The topological character of a Weyl node is mathematically proven by showing that it is a
quantized source of Berry flux, as has first been done by Volovik in the context of 3He-A,
but in general already foreseen by Berry in his original paper on the Berry phase.105,127,151
To this end, we recall the concepts of Berry connection and Berry curvature in the case
of a Weyl semimetal (a more general discussion can be found in Sec. 7.1.2). For a Weyl
semimetal, which in general is a multi-band system out of which some levels touch in
Weyl nodes, the electrons in the nth band are described by wavefunctions

Ψn,~k(~r) = 〈~r|n(~k)〉 . (7.56)

The Berry connection of the nth band,

~An(~k) = i 〈n(~k)|∇~k|n(~k)〉 , (7.57)

is by definition related to the respective Berry curvature by

~Bn(~k) = ∇~k × ~An(~k) . (7.58)
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Since the Berry curvature is the curl of the Berry connection, it should itself be divergence
free,

∇~k · ~Bn(~k)
!

= 0 . (7.59)

This is however only true as long as all the above steps are well-defined. In particular,
Eq. (7.59) is only true as long as the n bands are non-degenerate. At a Weyl point, where
(at least) two bands are degenerate, any linear combination of the two bands is equivalent.
Consequently, the Berry connection and Berry curvature turn out to be ill-defined at a
Weyl node. For a Hamiltonian of the form

H = a(~k)12×2 +~b(~k) · ~σ , (7.60)

i.e. a Hamiltonian that topologically equivalent to a spin in a magnetic field, it is well
known125 that the general expression of the ith component of the (appropriately normal-
ized) Berry curvature is given by

Bi(~k) = − 1

8π

1

|~b(~k)|3
εijm~b(~k) · ∂

~b

∂kj
× ∂~b

∂km
. (7.61)

For right- and left-handed Weyl Hamiltonians, where ~b(~k) = ±vF ~k, the Berry curvature
thus reads

~BRH(~k) =
1

4π

~k

|~k|3
and ~BLH(~k) = − 1

4π

~k

|~k|3
. (7.62)

By analogy to Coulomb’s law, one can now easily conclude that a Weyl node is a quantized
source of Berry flux,

∇~k · ~BRH(~k) = δ(~k) and ∇~k · ~BLH(~k) = −δ(~k) . (7.63)

7.3.4 Weyl nodes with and without symmetries

In a solid, one often has symmetries constraining the form of the Hamiltonian. We will
especially be concerned with time-reversal symmetry (TRS) and inversion symmetry (IS).
Let us first consider a system that respects time-reversal symmetry and has a Weyl node
of a given handedness at ~k0,

H(~k ≈ ~k0) ≈ ±vF ~σ · (~k − ~k0) . (7.64)

As the total Hamiltonian of the system is invariant under time reversal by assumption,
it remains identical if we take ~k ↔ −~k and ~σ ↔ −~σ (note that in case ~σ does not denote
the physical spin, the notion of time-reversal symmetry is understood to be generalized
to the given pseudospin ~σ). Close to the Weyl node, we obtain

H(~k ≈ ~k0) ≈ ±vF ~σ · (~k − ~k0)
TRS←→ H(−~k ≈ ~k0) ≈ ±vF (−~σ) · (−~k − ~k0)

= ±vF ~σ · (~k + ~k0) . (7.65)

The presence of time reversal symmetry thus implies that every Weyl node at a mo-
mentum ~k0 has a partner Weyl node of the same chirality and same energy at −~k0.
Since in addition there must be an equal number of right- and left-handed Weyl nodes,



142 CHAPTER 7. INTRODUCTION TO WEYL SEMIMETALS

TRS IS Implications Min. number
× × Weyl nodes can be at any ~k and may have different energies.113 2
X × Weyl node at ~k0 ⇔ Weyl node of same chirality at −~k0. 4
× X Weyl node at ~k0 ⇔ Weyl node of opposite chirality at −~k0. 2
X X No stable, individually separated Weyl nodes possible. none

Table 7.1: The implications of presence or absence of time-reversal symmetry (TRS) and
inversion symmetry (IS) for Weyl nodes, along with the minimum number of Weyl nodes
(if they are present at all).

a time reversal symmetric Weyl system must have at least four Weyl nodes (two of each
chirality).

A similar reasoning can be made in the presence of inversion symmetry, which only
takes ~k ↔ −~k. There, the presence of a Weyl node of a given chirality at ~k0 implies a
Weyl node of opposite chirality but same energy at −~k0:

H(~k ≈ ~k0) ≈ ±vF ~σ · (~k − ~k0)
IS←→ H(−~k ≈ ~k0) ≈ ±vF ~σ · (−~k − ~k0)

= (−1) (±)vF ~σ · (~k + ~k0) . (7.66)

The minimum number of Weyl nodes for an inversion symmetric system is therefore 2
(on of each chirality). If a system respects both time reversal and inversion symmetry
(as unlikely as it may seem according to Sec. 7.3.1), each Weyl node would have to be
superimposed with a Weyl node of opposite chirality. Being topological defects of opposite
charge, the two Weyl nodes would annihilate immediately, leaving the system in a trivial
insulating state. We can thus make the statement of Sec. 7.3.1 even stronger by saying
that the presence of time-reversal and inversion symmetry forbids the existence of Weyl
nodes symmetry-wise. For systems with neither time-reversal nor inversion symmetry,
the Weyl nodes are in principle totally independent in their location and energy.113 These
results are summarized in Tab. 7.1.

7.4 Weyl semimetals as a perturbed transition between
topological and normal insulators

In Sec. 7.3, we have shown that a three-dimensional solid can in general exhibit Weyl
nodes, at least as long as either time reversal and/or inversion symmetry is broken. If
the bandstructure has an energy range where only the Weyl nodes matter, and if these
are energetically degenerate, the system is a proper semimetal: conduction and valence
band(s) touch only in a few points, namely the Weyl nodes. Consequently, such systems
have been dubbed “Weyl semimetals”.

As discussed in Sec. 7.3.3, a Weyl node carries a topological charge, which makes the
band structure of a Weyl semimetal a topological one. The general connection between
Weyl semimetals and topological insulators, the most prominent example of topological
band structures, has been established by Burkov, Hook and Balents in Ref. [114]. In
addition, Balents et al. showed in Refs. [111] and [112] how Weyl semimetal phases can
be engineered within heterostructures of topological and normal insulators. This section
shortly reviews some of their results, which are related to earlier work by Murakami who
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studied the transition between a topologically non-trivial quantum spin Hall state (QSH)
and a trivial insulator in three dimensions.106 Like Balents et al., he also concluded that
a topological semimetal could exist as an intermediate phase between the QSH state and
a trivial insulator if inversion symmetry was broken.

7.4.1 Transition between topological and normal insulators

Balents at al. started from a generic model for a topological insulator that respects
both time reversal and inversion symmetry. The corresponding effective model has been
established in Ref. [152]. The model takes into account only one pair of conduction bands
and one pair of valence bands (note that the bands are doubly Kramers degenerate due
to symmetries), and is thus a (4× 4)-Hamiltonian. In ~k ·~p expansion around the Γ-point,
the model reads

H0 =
3∑
i=1

ki γ
i +mγ0 (7.67)

in terms of the Dirac-matrices defined in Eq. (7.34). It is well-known that this model has
a transition from a topologically trivial to a topologically non-trivial state as the sign of
the Dirac-mass m changes, see Sec. 7.1.3. Since Weyl nodes can only appear if either
time reversal (TRS) or inversion symmetry (IS) are broken, Balents et al. investigated
the effect of perturbations to the Hamiltonian (7.67) that precisely break either of the
two. As an example, let us consider the perturbation

Hpert = u γ23 , γ23 = − i
2

[γ2, γ3] . (7.68)

Since the original Hamiltonian (7.67) respects both time reversal and inversion symmetry,
and since the momentum is odd under both, the Dirac-matrices γ1, γ2 and γ3 also have to
be odd under time reversal and inversion. The commutator [γ2, γ3] is therefore even under
both, such that the matrix γ23 is even under inversion symmetry, but odd under time
reversal symmetry (note that the latter corresponds to an anti-unitary operator). Hpert

thus breaks time reversal symmetry, but conserves inversion symmetry. The eigenvalues
of the perturbed Hamiltonian are simply obtained by direct diagonalization. Balents et
al. found that two Weyl nodes appear whenever

|u| > |m| . (7.69)

This extended Weyl phase is shown in the phase diagram of Fig. 7.11. As advertised, it
appears as an intermediate phase between a topological and normal insulator upon per-
turbing the system with a time reversal breaking term. As will be discussed in Sec. 7.4.2,
the Weyl semimetal inherits properties from both the normal and the topological insu-
lator, while its gaplessness can be interpreted as a heritage of the transition itself. A
similar reasoning can be made for inversion symmetry breaking terms, which (if properly
dealt with) also lead to a Weyl phase intermediate between a topological and a normal
insulator.112,114
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Figure 7.11: The phase diagram of a gapped Dirac insulator shows a transition from a
topological insulator state (TI) to a normal insulator state (NI) as a function of the Dirac
mass m. If time reversal symmetry is broken by a term ∼ u, an extended Weyl semimetal
phase appears as a function of |u| between the topological and the normal insulator. This
phase diagram is based on the results of Ref. [114].

7.4.2 Weyl semimetals in heterostructures

When trying to analyze the fundamental properties of Weyl semimetals, it is desirable to
have at hand a well-defined and fully-understood toy system that is easily tunable between
different phases. This concerns not only experiments, but also applies to theory, for ex-
ample when it comes to complicated band structures such as in the pyrochlore iridates.107
To make life particularly easy, one would further like to have the minimum number of
two Weyl nodes, as opposed to, for instance, 24 Weyl nodes suggested the pyrochlore
iridates107. Therefore, only systems with broken time reversal symmetry should be con-
sidered. On the quest for an appropriate model system, Burkov and Balents analyzed
a heterostructure of topological (TI) and normal insulators (NI), shown in Fig. 7.12a.
Both top and bottom surfaces of each topological insulator slab constitute a layer of
Dirac surface electrons. The different surfaces are tunnel coupled across the thin layers.
The tunneling amplitude between the two Dirac surfaces of the same topological insulator
is tS, the coupling between different layers is tD. This heterostructure has a quantum
phase transition between a topological and a trivial state as a function of the ratio tS/tD.
If tS � tD, the two surfaces of each of the topological insulator slabs will hybridize and
be gapped out, such that no gapless Dirac surfaces are left. The heterostructure is then
a normal insulator as shown in the upper part of Fig. 7.12b.

If on the other hand tS � tD, the top and bottom surfaces of neighboring layers
of topological insulator will hybridize and be gapped out. This is however not possible
for the top surface of the uppermost and the bottom surface of the lowermost TI layer,
since they simply do not have a neighboring layer. There will thus be two layers of Dirac
electrons on the very top and the very bottom surfaces of the heterostructure, which is
equivalent to having one big topological insulator, see the lower part of Fig. 7.12b.

In conclusion, the heterostructure can be tuned from a topologically non-trivial to a
topologically trivial insulating state as a function of tS/tD. To obtain a Weyl semimetal,
Burkov and Balents introduced magnetic impurities that are supposed to order ferromag-
netically along the stacking axis of the heterostructure, see Fig. 7.13. This leads to a
Zeeman field for the surface states, which are thus gapped, but does not induce a vector
potential. Although every individual layer of surface Dirac electrons is now gapped, the
total system becomes a gapless Weyl semimetal. As Burkov and Balents showed, the
relevant physics are described by the Hamiltonian
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(a) TI/NI heterostructure. (b) Limits tS � tD and tD � tS .

Figure 7.12: Heterostructure made from stacked layers of topological insulator (TI) and
normal insulator (NI). Subfigure (a) depicts the general structure, with tS being the
tunnel coupling between Dirac fermions at the top and bottom surface of the same TI
slab, tD denotes the coupling between neighboring Dirac layers in different TI slabs. The
layers of Dirac fermions are shown in red. Subfigure (b) depicts the limits tS � tD (upper
part) and tS � tD (lower part).

H =
∑
~k

(c†~k↑, c
†
~k↓

)
[
vF (ẑ × ~σ) · ~k +M(kz)σz

](c~k↑
c~k↓

)
, (7.70a)

M(kz) = m−
√
t2S + t2D + 2 tstD cos(kzd) (7.70b)

As we shall see in the next section, the Hamiltonian (7.70a) indeed describes a Weyl
semimetal. The derivation of Eqs. (7.70) and the physical discussion are similar to the
ones of the Weyl superconductor in Sec. 8.1.1, and the interested reader is referred to
this section and the original paper in Ref. [111] for further details.

Weyl semimetal as stacked quantum Hall layers

If there is a kz = k0 withM(k0) = 0, the Hamiltonian (7.70a) has two inversion symmetric
gapless points at ~k = (0, 0,±k0). These gapless points are of course nothing but the
expected Weyl nodes of opposite chirality. Burkov and Balents demonstrated that Weyl
nodes exist for an intermediate strength of time reversal symmetry breaking, namely for
(tS − tD)2 ≤ m2 ≤ (tS + tD)2.111 To understand this, we recall that the heterostructure
is a trivial insulator for the time reversal symmetric limit m = 0 (note that inversion
symmetry is not broken in the heterostructure), see Sec. 7.3.4. When m is increased to
|tS − tD|, a node-antinode pair is generated at ~k = (0, 0, π). Upon further increase of m,
the two nodes move in opposite directions along the kz-axis. They finally meet again at
~k = 0 for m = |tS + tD|, and annihilate.

For fixed kz, it is useful to reinterpret the Weyl semimetal Hamiltonian (7.70a) as
a gapped two-dimensional Dirac Hamiltonian of given mass M(kz). The latter is well-
known to describe an integer quantum Hall system that has a quantum Hall transition
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Figure 7.13: In a heterostructure made from layers of topological (TI) and normal in-
sulators (NI), which in addition contains magnetic impurities, a Weyl semimetal can
be realized (see text). In the figure, tS is the tunnel coupling between Dirac fermions
(shown in red) at the top and bottom surface of the same TI slab, tD denotes the cou-
pling between neighboring Dirac layers in different TI slabs. The magnetic impurities m
are supposed to order ferromagnetically along the stacking axis of the heterostructure.
Note that although each individual layer of Dirac electrons is gapped due to the magnetic
impurities, the global heterostructure is a gapless topological Weyl semimetal.

when the Dirac mass changes sign, see again Sec. 7.1.3 or Ref. [131]. A Weyl semimetal
may thus also be understood as layers of quantum Hall systems that have been stacked in
momentum space, see Fig. 7.14. Each value of kz corresponds to a different quantum Hall
layer and the sign of the corresponding effective mass M(kz) defines whether the given
layer is topologically trivial or not. Since the Weyl nodes mark the sign change of the
Dirac mass and thus a quantum Hall transition, all quantum Hall layers between the two
nodes are topologically non-trivial, while all other layers are topologically trivial. It is in
this sense that the Weyl semimetals inherit features from both topological and normal
insulators, as advertised in Sec. 7.4.1. If the Weyl nodes have annihilated upon increasing
m to m ≥ |tS + tD|, the entire Brillouin zone is left in a topologically non-trivial state,
and the system is a quantum Hall insulator.

Just like the bulk physics, the surface properties of Weyl semimetals are best under-
stood in momentum space. Each of the quantum Hall layers that are in the topologically
non-trivial range of kz contributes one quantum Hall surface state on the surfaces par-
allel to ẑ. A Weyl semimetal thus has topologically protected surface states on the 4
side surfaces. As usual for quantum Hall edge states, the surface states are chiral and
propagate unidirectionally around the sample. The direction of propagation is set by the
time reversal symmetry breaking (reversing the moments of the magnetic impurities in
the heterostructure would thus invert the propagation). The top and bottom surface,
however, are trivial insulators.

To become a little more technical, the surface Brillouin zones essentially correspond
to the projection of the bulk Brillouin zone onto the planes defining the surfaces and are
shown in Fig. 7.15. On the top and bottom surfaces, the projection of the bulk Brillouin
zone superimposes the positive and negative Weyl node, such that these two surfaces see
no topological charge at all. Consequently, they are trivially insulating state. The side
surface Brillouin zones, however, have topological edge states. These states exists for
all two-dimensional surface momenta that have a kz in the topological momentum range
(“between the Weyl nodes”, again indicated by a red line in Fig. 7.15). The surface states
are half-filled, just like the bulk states. The surface Fermi line lays on the kz-axis and
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+

-

Figure 7.14: On the left, the bulk Brillouin zone of a Weyl semimetal is shown. Two Weyl
nodes of positive and negative chirality separate the topologically non-trivial momentum
range from the topologically trivial momenta. The topologically non-trivial momentum
range is colored in red and corresponds to positive values of the effective mass function
M(kz), see right-hand side. For a fixed value of kz, the (kx, ky)-cut through the bulk
Brillouin zone can be understood as the Brillouin zone of a quantum Hall system in
either a topologically trivial or non-trivial state. The exemplary cut shown by the gray
plane on the left-hand side thus corresponds to a topologically non-trivial quantum Hall
state.

thus coincides with the red line in the lower right subfigure of Fig. 7.15. Interestingly, the
surface Fermi line is not closed but forms a so-called Fermi arc. It therefore seems like
one could go from occupied to the unoccupied states without ever crossing a Fermi line by
following the curved path indicated by the arrow. This apparent contradiction is resolved
when we recall that we are dealing with the surface of a three-dimensional system, and
that surface electrons can be delocalized into the bulk. When the momentum is changed
along the path, the states indeed initially correspond to occupied surface states. When
however the dotted line in Fig. 7.15 denoting the end of the topological surface momentum
range is crossed, the states detach from the surface into the bulk, where the transition
from occupied to unoccupied occurs. Since the transition happens in the bulk, it is not
reflected in the surface Brillouin zone. As we continue along the path, the unoccupied
bulk states finally comes back to the surface when kz reenters the topological range. In
other words, the crossing of the surface Fermi line can only be circumvented by choosing
to cross the bulk Fermi surface instead.
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Figure 7.15: Bulk Brillouin zone of a Weyl semimetal (left) along with the corresponding
surface Brillouin zones. The top right figure shows the Brillouin zone of a surface perpen-
dicular to the ẑ-axis, the lower right figure depicts a Brillouin zone of a surface parallel
to ẑ. In general, a surface Brillouin zone can be understood as the respective projection
of the bulk Brillouin zone. On surfaces parallel to ẑ, a Fermi arc forms in the topological
range of kz (both depicted by the red line, the dotted line further illustrates the limits of
the topological momentum range). The arrow depicts a special path through the surface
Brillouin zone, see the main text. Only the solid part of the arrow lives at the surface,
while the dashed part lives in the bulk. The Weyl nodes on the lower right figure are to
be understood as the projection of the bulk Weyl nodes, and have no special meaning in
the surface Brillouin zone.



Chapter 8

Weyl superconductors

8.1 Weyl superconductors in heterostructures

As we have discussed in the last sections, a Weyl semimetal is an interesting topological
system that can be understood as being in between a topological insulator and a normal
insulator. It can only exist if time reversal and/or inversion symmetry are broken, and
has an even number of gapless Weyl nodes in the band structure. The minimum number
of two Weyl nodes can only be achieved if time reversal symmetry is broken. We further
argued that superconducting systems can have topological band structures just as regular
insulators may, and that particularly interesting Majorana states can be associated with
their boundaries. It therefore seems natural to ask if also Weyl semimetals can somehow
be brought into a superconducting state, and what this state would look like. In par-
ticular, we wanted to analyze the behavior of the bulk band structure (“Does the latter
have a superconducting gap and what happens to the Weyl nodes?”) and the potentially
associated surface states (“Do they exist, and if so, what happens to the Fermi arcs of
normal Weyl semimetals?”).

8.1.1 Physical model and Hamiltonian

In the following, we want to answer these questions using a well-controlled toy model.
Since we want things to be particularly simple, we would like to have only two Weyl
nodes, but keep inversion symmetry. In generalization of the normal Weyl semimetal,111
we consider a heterostructure of layers of a topological insulator and a standard s-wave
BCS superconductor as shown in Fig. 8.1. Time reversal symmetry is broken by mag-
netic impurities within the layers of topological insulator, and superconductivity enters
the game through the proximity effect of each superconducting layer on the surface states
of the neighboring layers of topological insulator. We would like to advertise that the
breaking of time reversal symmetry will turn out to be a crucial ingredient for topo-
logically non-trivial physics, see Sec. 8.1.3 and appendix D.2, and that time reversal
symmetric Weyl superconductors are consequently topologically trivial.

For our model Hamiltonian, we focus only on the effectively relevant low-energy de-
grees of freedom and therefore only take into account the magnetically gapped surface
states of each layer of topological insulator along with their proximity induced BCS mean
field superconducting correlations. The individual layers are assumed to be thin, such that
each surface is tunnel coupled to its neighbors. The magnetic impurities are considered

149
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Figure 8.1: A weyl superconductor can be realized in a heterostructure composed of
layers of topological insulator (TI) and standard s-wave BCS superconductor (SC). The
topological insulator layers are assumed to be doped with magnetic impurities that order
ferromagnetically throughout the sample, leading to a homogenous magnetization m seen
by the (therefore gapped) surface states of the TI layers (the latter are shown in red).
Both the layers of TI and SC are assumed to be thin, such that the different surface state
layers are tunnel coupled. The coupling between the surfaces of the same TI layer is tS,
while tD denotes the coupling surface states of between neighboring layers.

to order ferromagnetically along the stacking axis of the heterostructure. We furthermore
assume that each surface layer sees the same average magnetization. Since the individual
layers are thin, we also assume superconductivity to be globally phase-coherent. We note
that the two surfaces are related by inversion symmetry, and that each surface can effec-
tively be described by a magnetically gapped two-dimensional "Dirac" Hamiltonian.153
Working in units of ~ = 1, our model Hamiltonian reads

H =
∑
~k⊥,i,j

c†~k⊥i
Hij c~k⊥j

+HSC , (8.1)

Hij = vF τ
z (ẑ × ~σ) · ~k⊥ δi,j +mσz δi,j (8.2)

+ tS τ
x δi,j +

1

2
tD τ

+ δi,j+1 +
1

2
tD τ

− δi,j−1

HSC =
∑
~k⊥,i

∆
(
ctop~k⊥↑i

†ctop
−~k⊥↓i

† + cbot.~k⊥↑i
†cbot.−~k⊥↓i

†
)

+ h.c. , (8.3)

where c~k⊥i = (ctop~k⊥↑i
, ctop~k⊥↓i

, cbot.~k⊥↑i
, cbot.~k⊥↓i

)T comprises annihilation operators for electrons of
spin up and down in the top and bottom surfaces of layer i with in-plane momentum
~k⊥. The unit vector along the perpendicular axis is ẑ. The Fermi velocity of the Dirac
nodes is vF , for simplicity considered to be the same on each surface, and Pauli matrices
~σ act on the real spin. The additional pseudo spin for the top/bottom surface degree
of freedom is denoted by the Pauli matrices ~τ . The Zeeman mass of the Dirac nodes is
given by the average magnetization m (we consider m ≥ 0 without loss of generality),
the tunneling between top and bottom surface of the same TI layer is denoted by tS, and
the tunneling between different TI layers is tD (both tunneling amplitudes are assumed
to be positive without loss of generality). The proximity induced superconductivity is
characterized by ∆ = |∆|eiϕ, with ϕ being the globally coherent superconducting phase.

The Hamiltonian can be recast into a more convenient form by a couple of lengthy
transformations which are detailed in the appendix D.1. At first, we Fourier transform
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along the ẑ-axis and diagonalize the hopping part of the Hamiltonian. This yields two
independent superconducting (2× 2)-Hamiltonians. The matrix structure is still due to
spin up and down, but the eigenstates rather correspond to electrons of definite chiral-
ity. Next, we perform a Bogoliubov transformation in order to take into account the
superconducting correlations for both sub-Hamiltonians. The resulting eigenstates (the
Bogoliubov quasiparticles) can be understood as the decomposition of electrons and holes
into particle-hole symmetric and particle-hole anti-symmetric quasiparticles. To under-
stand this, we note that the Hamiltonian (8.1) is from the beginning on invariant under
the superconducting particle hole symmetry

c
(·)
~k⊥σi
↔ c

(·)
−~k⊥σ̄i

† eiϕ , (8.4)

but that the particle-hole symmetric and anti-symmetric states of the Hamiltonian are
energetically degenerate in the non-superconducting case. It was therefore sensible to
interpret the Hamiltonian in terms of particles and holes (which are only eigenstates of
the Hamiltonian, but not the particle-hole symmetry). If however superconductivity is
turned on, particle-hole symmetric and anti-symmetric states are energetically split by
∼ 2 |∆|, and the Hamiltonian itself is only diagonal in terms of Bogoliubov quasiparticles.
In summary, the Hamiltonian is transformed as

(top & bottom surface) ⊗ (spin ↑ & ↓) + superconductivity
→ (2 hopping diagonal parts) ⊗ (spin ↑ & ↓) + superconductivity
→ (2 hopping diagonal parts) ⊗ (spin ↑ & ↓) ⊗ (2 particle-hole symmetries)
≡ (2 hopping diagonal parts) ⊗ (2 chiralities) ⊗ (2 particle-hole symmetries) .

We can thus recast (8.1) into 4 decoupled (2 × 2) blocks. Each block corresponds to
a definite particle-hole symmetry and hopping eigenstate, while the matrix structure
encodes the two chiralities. Remarkably, all of the blocks have exactly the form of a
Weyl semimetal as presented Sec. 7.4.2, although they describe Bogoliubov quasiparticles
rather than electrons. Our final Hamiltonian thus reads

H = H+ +H− (8.5)

with H± being the two hopping diagonal sectors. They are given by

Hα =
1

2

∑
~k,i=±

Φ†~k,i,αH
i∆
α (~k) Φ~k,i,α

, (8.6)

where the index i labels the particle-hole symmetry, and (with α = ±)

H±∆
α (~k) = vF (ẑ × ~σ) · ~k +M±∆

α (kz)σ
z , (8.7)

M±∆
α (kz) = (m± |∆|) + α

√
t2S + t2D + 2 tStD cos (kzd) . (8.8)

Here d is the superlattice period along ẑ and ~k denotes the three-dimensional momentum.
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The new degrees of freedom Φ~k,i,α are the appropriate Bogoliubov quasiparticles and read

Φ~k,+,α =
(
d~kα, d

†
−~kα

)T
, Φ~k,−,α =

(
f~kα, f

†
−~kα

)T
, (8.9a)

d~kα =
1√
2

(
e−iϕ/2 c~k↑α + e+iϕ/2 c†

−~k↓α

)
, (8.9b)

f~kα =
1√
2i

(
e−iϕ/2 c~k↑α − e

+iϕ/2 c†
−~k↓α

)
. (8.9c)

As usual, the Bogoliubov quasiparticle are independent, anticommuting fermionic excita-
tions. The operators c~kσα appearing in Eqs. (8.9) are the hopping diagonal quasiparticles
of Eq. 8.1 before the Bogoliubov transformation. They are related by essentially a rota-
tion in the top/bottom pseudospin to ctop~kσ and cbot.~kσ

, the Fourier transforms along ẑ of
ctop~k⊥σi

and cbot.~k⊥σi
.

8.1.2 Existence of Bogoliubov Weyl nodes

In the following, we want to discuss the behavior of the Hamiltonian in terms of the four
decoupled (2× 2) sub-Hamiltonians Hi∆

α (~k) (with α, i = ±) . Since each of them has the
form of a non-superconducting Weyl semimetal, the following discussion is similar to the
Sec. 7.4.2 and Ref. [111] (both treating the normal Weyl semimetal in a heterostructure).

For fixed kz, the HamiltoniansHi∆
α (~k) have the form of two-dimensional quantum Hall

Hamiltonians of given masses M i∆
α (kz) similar to the non-superconducting case. Since

the associated quasiparticles are however of Bogoliubov type, one should rather interpret
them as spinless px + ipy-superconductor Hamiltonians. Just as quantum Hall systems,
the latter are known to have both a topologically trivial and non-trivial phase.134 A Weyl
superconductor in a heterostructure can thus be understood as four independent sets of
two-dimensional px + ipy-superconductor layers stacked in momentum space along kz, as
illustrated in Fig. 8.2 (with at most two of the four sets of stacked layers being topolog-
ically non-trivial). Put differently, a Weyl superconductor realizes a three-dimensional
px+ipy superconductor. A sign change in one of the massesM i∆

α (kz) signals a topological
transition in the respective subsector. In addition, we know from Sec. 7.3.4 that the non-
superconducting, inversion and time-reversal symmetric limit |∆|,m→ 0 corresponds to
an entirely topologically trivial system. This allows to identify which sign of each mass
corresponds to the topologically trivial or non-trivial regime, namely

M±∆
+ :

{
M±∆

+ (kz) > 0 ≡ topologically trivial
M±∆

+ (kz) < 0 ≡ topologically non-trivial ,

and

M±∆
− :

{
M±∆
− (kz) > 0 ≡ topologically non-trivial

M±∆
− (kz) < 0 ≡ topologically trivial .

If one of the masses changes sign at some momentum kz = k0, inversion symmetry
guarantees a second sign change at kz = −k0. The two gapless points at ±k0 are the
analogs of Weyl nodes for Bogoliubov quasiparticles, and we shall therefore call them
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Figure 8.2: The Hamiltonian of a Weyl superconductor heterostructure has four inde-
pendent sectors. For fixed kz, each of the sectors can be interpreted as a two-dimensional
px + ipy-superconductor layer (denoted by px + ipy). The Weyl superconductor can thus
be viewed as four sets of px + ipy-superconductor systems stacked in momentum space.

“Bogoliubov Weyl nodes”. Since they are inversion symmetric partner, they must be of
opposite chirality.

However, Bogoliubov Weyl nodes do not always exist. Mathematically, each of the
mass functions M i∆

α (kz) in Eq. (8.8) can only have a sign change as a function of kz
within some window of m and |∆|. This can physically be understood based on the
interpretation of a Weyl superconductor as stacked px + ipy-superconductor layers. Since
the non-superconducting, inversion and time-reversal symmetric limit corresponds to a
topologically trivial gapped state, both m and |∆| can be viewed as driving the system
towards a topologically non-trivial state. If initially bothm and |∆| are small, the systems
remains in a topologically trivial state since it is still too close to the trivial limit. When
m and |∆| are increased above some threshold, parts of the system, i.e. some but
not all of the px + ipy-superconductor layers, become topologically non-trivial, while the
others still remain in the trivial phase. At the boundary values of kz separating the
topologically trivial and non-trivial px + ipy-superconductor layers, gapless states exist
as usual for an interface between topologically distinct systems. These gapless points
are of course the Bogoliubov Weyl nodes. If finally m and/or |∆| are large, all of the
px + ipy-superconductor layers may be in a topologically non-trivial state. Since there
is no boundary between px + ipy-superconductor layers of different topological character
anymore, no gapless state (i.e. no Bogoliubov Weyl node) exist.

By analyzing the roots of the mass functions M i∆
α (kz), one can quantify the presence

or absence of Bogoliubov Weyl nodes in the different subsectors. We recall that we
consider m > 0 for concreteness, but a similar analysis can be made for m < 0. Firstly,
the mass M+∆

+ is always positive. The associated sub-Hamiltonian H+∆
+ (~k) is therefore

always in a topologically trivial gapped state and can thus be neglected in the subsequent
low-energy description. Secondly, the mass M+∆

− can have Weyl nodes in the parameter
range

mc1 < m+ |∆| < mc2 , (8.10)

where we introduced
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mc1 = |tS − tD| , mc1 = tS + tD (8.11)

(note that we considered tS, tD > 0, but a similar analysis can again be made for the
other cases). In this regime, two Bogoliubov Weyl nodes of opposite chirality exist at the

momenta ~k =
(

0, 0, π/d± kWeyl
1

)T
with

kWeyl
1 =

1

d
arccos

(
1− (m+ |∆|)2 − (tS − tD)2

2 tS tD

)
. (8.12)

The topologically non-trivial momentum range corresponds to momenta “outside the
Weyl nodes”, i.e. to |kz| > π/d − k+∆

− . If m + |∆| < mc1, the entire sub-Hamiltonian
H+∆
− (~k) is in a topologically trivially gapped regime, while m + |∆| > mc2, corresponds

to an entirely topologically non-trivial (and gapped) regime.
The remaining sub-HamiltoniansH−∆

± (~k) can be treated simultaneously. Form > |∆|,
onlyH−∆

− (~k) may be topologically non-trivial, while it is the other way round form < |∆|.
In any case, the existence of Bogoliubov Weyl nodes in one of the two sectors is tied to
the condition

mc1 < |m− |∆|| < mc2 . (8.13)

If the latter is fulfilled, two Bogoliubov Weyl nodes appear in one of the sectors at the

inversion symmetric momenta ~k =
(

0, 0, π/d± kWeyl
2

)T
with

kWeyl
2 =

1

d
arccos

(
1− (m− |∆|)2 − (tS − tD)2

2 tS tD

)
. (8.14)

In conclusion, a Weyl superconductor Hamiltonian may have up to two pairs of Bogoli-
ubov Weyl nodes. The two nodes making up each pair are inversion symmetric partners
of opposite chirality. Just as for a normal Weyl semimetal, Bogoliubov Weyl nodes only
exist for intermediate values of m and |∆|. For sufficiently small values of m and |∆|, the
system is adiabatically connected to the topologically trivial limit m = |∆| = 0, while
it is in a topologically non-trivial but fully gapped state for sufficiently high values of
m and/or |∆|, and then corresponds to nontrivial px + ipy-superconductors stacked in
momentum space.

8.1.3 Time reversal and inversion symmetry

As we have seen, the (inversion symmetric) Weyl semimetal remains in general gapless
even when superconductivity is turned on. This may seem a little surprising at first
glance since one would naively expect the formation of a superconducting gap. Even
more importantly, the superconducting terms in the Hamiltonian couple Weyl nodes of
opposite chirality, which are definitely expected to annihilate under coupling. However,
the superconducting correlations more precisely couple electrons on one Weyl node to
holes on the other, instead of electrons to electrons like a more standard perturbation
would do. This effectively inverts the chirality of the second node. In appendix D.2, we
show that a Weyl semimetal indeed remains gapless in the presence of s-wave or p-wave
superconductivity as long as the latter only couples Weyl nodes of opposite chiralities. If
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the superconductivity however couples Bogoliubov Weyl nodes of the same chirality, the
system generically develops a superconducting gap.

This has important consequences for heterostructures that conserve time reversal sym-
metry but break inversion symmetry. As shown in appendix D.2, such heterostructures
are gapped by proximity induced s-wave superconductivity. In addition, the gapped
phase is topologically trivial. To understand this, imagine a heterostructure made of
layers of topological insulator and s-wave superconductor in which both the strength of
the proximity effect and the inversion symmetry breaking can be tuned. We imagine
starting from a sample with preserved time reversal and inversion symmetry, which in
addition has no superconducting proximity effect. As discussed, this system would be in
a trivially gapped phase. As a first step, inversion symmetry is slightly broken such that
four Weyl nodes develop. Next, the superconducting proximity effect is turned on, which
gaps the system. Now, inversion symmetry is restored. Throughout the restoration of
inversion symmetry, the proximity effect ensures the system to be gapped since it couples
Weyl nodes of equal chirality. Therefore, time reversal symmetric Weyl superconduc-
tors are smoothly connected to a topologically trivial state and thus topologically trivial
themselves.

If finally both time reversal and inversion symmetry are broken, the nodes of a non-
superconducting Weyl semimetal are shifted to different energies, see Ref. [113]. Instead
of Fermi points, the system now has electron and hole pockets. Topological properties are
however in general non-trivial, including the existence of surface states. If the proximity
effect is efficient at all, the topological state of the superconducting system will depend on
the chiralities of the Fermi surfaces coupled by the superconductivity. We note however
that a very unsymmetrical system may not exhibit a proximity effect at all.

8.1.4 Bogoliubov Weyl nodes vs. normal Weyl nodes

The physics of Bogoliubov Weyl nodes is most transparent if we follow the evolution
of the Hamiltonian while superconductivity is turned on. As discussed in Sec. 7.4.2, a
normal Weyl semimetal is essentially described by the electronic Hamiltonian

H∆=0 =
∑
~k

(c†~k↑, c
†
~k↓

)
[
vF (ẑ × ~σ) · ~k +M(kz)σz

](c~k↑
c~k↓

)
, (8.15a)

M(kz) = m−
√
t2S + t2D + 2 tstD cos(kzd) . (8.15b)

This Hamiltonian can have two Weyl nodes if the magnetization satisfies mc1 < m < mc2,
which we suppose to be true for the moment. When superconductivity is turned on, the
Hamiltonian decomposes into two copies of itself, acting on Bogoliubov quasiparticles
rather than electrons. This reflects the fact that superconductivity splits each electronic
state into a particle-hole symmetric and particle-hole antisymmetric state with an energy
separation ∼ 2 |∆|. Indeed, the relevant sub-sectors in this limit m > |∆| are

H− =
1

2

∑
~k,i=±

Φ†~k,i,−

[
vF (ẑ × ~σ) · ~k +M i∆

− (kz)σz

]
Φ~k,i,−

, (8.16a)

M±∆
− (kz) = (m± |∆|)−

√
t2S + t2D + 2 tStD cos (kzd) , (8.16b)
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Figure 8.3: Evolution of the massesM+∆
− (upper curve) andM−∆

− (lower curve) defined in
Eq. (8.8) upon increasing |∆|. For |∆| = 0 and mc1 < m < mc2, the system has two Weyl
nodes of chiral electrons, located at the sign changes of M±∆

− . With superconductivity,
each Weyl nodes splits into two Bogoliubov Weyl nodes of equal chirality and opposite
particle-hole symmetry. Their separation grows with increasing |∆| from subfigures (a)
to (d).

where Φ~k,i,− are the Bogoliubov quasiparticles as defined in Eq. (8.9). For small |∆|,
the latter have Bogoliubov Weyl nodes if the original semimetal had normal Weyl nodes
(note that Bogoliubov Weyl nodes exist if mc1 < m± |∆| < mc2, which for small enough
|∆| is equivalent to the condition mc1 < m < mc2 for the normal Weyl nodes). The
superconducting proximity effect thus simply splits the initial electronic system into two
Bogoliubov quasiparticle systems, and each normal Weyl node into two Bogoliubov Weyl
nodes. Because the normal and superconducting cases are adiabatically connected, both
Bogoliubov Weyl nodes inherited their (identical) chirality from the initial electronic Weyl
node, and half of the topological charge of the initial Weyl node. The adiabatic evolution
from the normal to the superconducting case is illustrated in Fig. 8.3, and the bulk and
surface Brillouin zones are shown in Fig. 8.4. A more mathematical discussion of the
bisection of Weyl nodes into Bogoliubov Weyl nodes in the presence of superconductivity
is given in appendix D.3.

8.1.5 Surface states

Since aWeyl superconductor may be understood as stacked layers of px+ipy-superconductors,
one naturally expects edge states for topologically non-trivial momenta. Being the edge
states of px + ipy-superconductor layers stacked along kz, we expect them to run around
the side surfaces (the ones which are not perpendicular to ẑ). In appendix D.4, the sur-
face physics are explicitly derived for a surface perpendicular to the ŷ-direction, but the
results can be generalized for an arbitrary surface. They are in full agreement with the
px + ipy-superconductor picture.

For each of the four subsectors of the Weyl superconductor Hamiltonian, we find that
surface states exist whenever the projection of the three-dimensional bulk Brillouin zone
on the surface has a non-trivial momentum range, see Fig. 8.4. They can only be defined
for the respective topological range of kz, and do therefore not exist in the entire surface
Brillouin zone if the bulk has Bogoliubov Weyl nodes. In the picture of stacked layers of
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px + ipy-superconductors, this would mean that only some of the layers are topologically
non-trivial. The surface states are Majorana fermions in real space,

Ψsurf(~r) = Ψsurf(~r)
† . (8.17)

For a derivation, see appendix D.4. Again, this is similar to the edge state of px + ipy-
superconductors.134 For a surface of normal vector n̂, they disperse as

E =
vF
2

(n̂× ẑ) · ~k (8.18)

and therefore move into the direction n̂ × ẑ (we recall that time reversal symmetry is
broken by a magnetization along ẑ). The spin points into the direction of motion, such
that the surface states are chiral. This is of course to be expected for a Weyl system, and
is also in agreement with px + ipy-superconductors. It also agrees with the general idea
that superconductivity “splits everything into two halves”, since half a surface electron
corresponds to a surface Majorana. As shown in appendix D.4, the superconducting phase
then picks “which of the two halves” is used to realize the surface state. For concreteness,
we quote the results for surface states of the H+∆

− . In terms of the two fundamental
Majoranas

γ
(1)
~σ‖~v,−(~r) =

c~σ‖~v,−(~r) + c†~σ‖~v,−(~r)
√

2
, γ

(2)
~σ‖~v,−(~r) =

c~σ‖~v,−(~r)− c†~σ‖~v,−(~r)
√

2−
(8.19)

that can be constructed from the electron mode c~σ‖~v,− at the surface, the surface state of
the sector H+∆

− corresponds to

Ψsurf(~r) ∼ cos
(ϕ

2

)
γ

(1)
~σ‖~v,−(~r) + sin

(ϕ
2

)
γ

(2)
~σ‖~v,−(~r) , (8.20)

where ϕ is the superconducting phase.

Majorana Fermi arcs

Just as for normal Weyl semimetals, the side surfaces of a Weyl superconductor can
have non-closed Fermi lines which we call “Majorana Fermi arcs”. They exist if the
bulk has Bogoliubov Weyl nodes, such that the surface states are not defined within the
entire surface Brillouin zone. The Majorana Fermi arcs span the projection of topological
momentum range and terminate in the projection of the bulk Bogoliubov Weyl nodes.
As explained in Sec. 7.4.2, Majorana Fermi arcs are possible because the surface states
can unbind into the bulk when the endpoint of the Majorana Fermi arc is encircled.
Since there are up to two topologically non-trivial subsectors, a Weyl superconductor
can have up to two Majorana Fermi arcs on a given surface. In an inversion symmetric
situation, the Majorana Fermi arcs are superimposed because the Bogoliubov Weyl nodes
are pinned to the kz-axis. This situation is depicted in the lower right picture of Fig. 8.4.

8.1.6 Accessible phases of a Weyl superconductor heterostruc-
ture

In a Weyl superconductor heterostructure as we discuss it here, and as it is depicted in
Fig. 8.1, the physics entirely depend on five real parameter, namely the average mag-
netization m, the proximity induced superconducting correlations ∆ = |∆|eiϕ and the
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Figure 8.4: Bulk Brillouin zone of a Weyl superconductor (left) along with the corre-
sponding surface Brillouin zones. As compared to the Weyl semimetal (see Fig. 7.15),
each Weyl node is split into two Bogoliubov Weyl nodes. The Bogoliubov Weyl nodes
inherit the chirality and half of the topological charge of the corresponding normal Weyl
node. Every Bogoliubov Weyl node has an inversion symmetric partner of opposite chiral-
ity. The inversion symmetric pairs of Bogoliubov Weyl nodes correspond to independent
sectors of the Hamiltonian. Although the Hamiltonian contains four subsectors, only two
of them may have Weyl nodes at the same time. For a given sector containing Bogoliubov
Weyl nodes, the states “outside” the nodes are topologically nontrivial. In the situation
depicted here, the system contains the maximum number of two Bogoliubov Weyl nodes,
shown as the small circles, the sign indicates their chirality. The respective non-trivial
momentum ranges are shown in red and orange. The top right figure shows the Brillouin
zone of a surface perpendicular to the ẑ-axis, the lower right figure depicts a Brillouin
zone of a surface parallel to ẑ. In general, a surface Brillouin zones can be understood as
the respective projection of the bulk Brillouin zone. Surfaces parallel to ẑ contain one set
of Majorana surface modes for each topological subsector of the bulk Hamiltonian, which
exist for the projection of topological bulk momenta kz. This leads to the formation of
Majorana Fermi arcs (see text), here shown in red and orange, respectively. The Bogoli-
ubov Weyl nodes on the lower right figure are to be understood as the projection of the
bulk Bogoliubov Weyl nodes and have no special meaning in the surface Brillouin zone.
The dashed lines delimit the momenta for which Majorana surface states exist: the low-
est and uppermost lines denote the limit for one of the topologically non-trivial sectors,
while the two inner lines denote the limit for the potentially present second non-trivial
subsector. In the specific situation depicted here, there are thus two sets of Bogoliubov
modes in the uppermost and lowermost “strips”, one set of modes on the middle “strips”,
and no modes in the center of the Brillouin zone.
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(a) m+ |∆| = 0. (b) 0 < m+ |∆| < mc1.

+-

(c) m+ |∆| = mc1.

+-

(d) mc1 < m+ |∆| < mc2.

-
+

(e) m+ |∆| = mc2. (f) mc2 < m+ |∆|.

Figure 8.5: Evolution of one of the subsectors (corresponding toM+∆
− ) from topologically

trivial to topologically non-trivial as m+ |∆| is increased from subfigure (a) to (f). The
other subsectors (corresponding to M−∆

− ) are kept in the trivial state.

hopping parameters tS and tD (we note again that ts, tD > 0 without loss of generality).
Since we are interested in the phase diagram of an isolated Weyl superconductor, the
superconducting phase ϕ is physically irrelevant. As we have seen, we can tune at most
two of the four sub-sectors of the Weyl superconductor Hamiltonian into a topologically
non-trivial phase by varying m and ∆, or more precisely |m + |∆|| for one sector and
|m − |∆|| for the other sector. Since these two combinations are independent, we can
control each of the (potentially non-trivial) sectors of the Hamiltonian individually. The
topological character is then determined by comparing the respective tuning parameter
|m± |∆|| to mc1 = |tS − tD| and mc2 = tS + tD.

In order to illustrate the tunability of Weyl superconductors, we follow the evolution of
the system upon increasingm+|∆| for fixedm−|∆| = 0, shown in Fig. 8.5. Consider first
the case that both m and |∆| vanish, such that system is in a topologically trivial phase.
When m+ |∆| is increased to m+ |∆| = mc1, a pair of Bogoliubov Weyl nodes of opposite
chiralities appears at the momentum (0, 0, π/d)T = (0, 0,−π/d)T , see Eq. (8.12). Upon
further increasing m+ |∆|, the two Bogoliubov Weyl nodes shift symmetrically along the
kz-axis, and a topologically nontrivial momentum range develops “between the nodes” for
large kz. At m+ |∆| = mc2, the Bogoliubov Weyl nodes meet again at the origin, where
they annihilate. The entire Brillouin zone is then left in a gapped, but topologically
non-trivial state, which can be understood as layers of topologically non-trivial px + ipy
superconductors stacked in momentum space along kz.

It is thus possible to access a number of phases as a function of m and |∆|. These
phases are characterized by the number of pairs of bulk Bogoliubov Weyl nodes (0, 1 or
2) and the number of two-dimensional surface modes (again either 0, 1 or 2). Obviously,
the presence of a Weyl nodes implies the existence of a two-dimensional surface mode for
the respective subsector, but not the other way round (i.e. a given subsector can be in
a topologically nontrivial but entirely bulk gapped phase with surface states). Using the
criteria established in Sec. 8.1.2, the phase diagram shown in Fig. 8.6 can be constructed.
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Figure 8.6: Phase diagram of a Weyl superconductor in a TI/SC heterostructure as a
function of Zeeman gap m and proximity induced superconducting order parameter |∆|.
The values of mc1 and mc2 are set by the tunneling amplitudes between the surface Dirac
layers of the heterostructure depicted in Fig. 8.1. Each phase is characterized by nb, the
number of pairs of bulk Bogoliubov Weyl nodes, and ns, the number of two-dimensional
Majorana surface modes. The phases are labeled as (nb, ns). The black dots locate the
different subfigures of Fig. 8.3, the light grey arrow indicates the evolution the system
shown in Fig. 8.5. The phase diagram is mirror symmetric for negative m.

8.2 Vortices in Weyl superconductors

One of the most exciting characteristics of px + ipy-superconductors are their Majorana
edge modes.134 They are especially interesting because they appear not only at an in-
terface of a px + ipy superconductor with topologically distinct materials, but also at
magnetic vortices. This is in itself not surprising, since superconductivity is suppressed
in the core of a vortex, making the latter topologically equivalent to vacuum. Putting
a vortex into a px + ipy superconductor is thus equivalent to punching a hole into the
sample and threading a magnetic flux through the hole. This flux induces a winding of
the superconducting order parameter phase, which is essential for the existence of zero
energy Majorana modes. Since the vortex has a short circumference, Majorana modes
running around the vortex core have quantized wave vectors and energies. If the vortex
traps an odd number of superconducting magnetic flux quanta Φ0 = π/e, one of the
Majorana modes has zero energy and must be stable against local perturbations.134,135
This mode is thus especially robust, and rather easily addressable both because it is well-
localized and because it is energetically separated from other modes. Since in addition
the trapped Majorana modes at different vortices have non-abelian exchange statistics,
they are particularly interesting for quantum computation applications.135

Because time reversal symmetry broken Weyl superconductors can be understood as
stacked layers of px + ipy superconductors, it is natural to investigate if vortices in Weyl
superconductors can also trap Majorana zero modes. This shall now be done for our
toy model of an inversion symmetric heterostructure. We must of course expect different
physics for vortices along different directions, but we will be able to relate the physics
of a vortex along an arbitrary direction to the two limiting cases of vortices along and
perpendicular to the intrinsic direction of time reversal symmetry breaking, namely the
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ẑ-axis. We finally close this section with a discussion of vortices in initially time reversal
symmetric Weyl superconductors.

8.2.1 Model of a vortex

Before plunging into the details of vortex physics, let us shortly define how we want to
model the latter. In general, a vortex in some ordered material corresponds to a twist
in the respective order parameter phase by a multiple of 2π around the vortex core,
just as for the magnetic vortices in the classical XY spin model (see Fig. 7.3). In a
Weyl superconductor, it is the superconducting phase ϕ that winds around the vortex.
Since the phase can thus not be well-defined in the vortex center, the order parameter
∆ = |∆| eiϕ must be suppressed within the vortex core. In superconductors, where
vortices are created by magnetic flux lines penetrating the sample, this is anyways the
only possibility allowed by the Meissner effect. As shown in appendix D.5, a magnetic
vortex indeed leads to a twist in the order parameter phase. This twist is proportional to
the flux inside the vortex. Since the superconducting order parameter must be uniquely
defined under rotations by 2π, the magnetic flux must be quantized in units of Φ0 = π/e.

In a real system, the vortex would have a characteristic size set by the coherence
length ξ of the superconductor. Within this length scale, the superconducting order
parameter is suppressed, but recovers outside. The magnetic field is damped outside the
vortex core by the Meissner effect, but can penetrate into the Weyl superconductor on
the scale of the magnetic penetration length λ. In order to identify the most important
physics associated with vortices in Weyl superconductors, we use an idealized vortex
model where the flux is confined to this cylinder. This basically amounts to replacing
the exponentially decreasing flux by a step function of radius R ≈ λ. We do however
allow for a general spatial variation of the absolute value of the superconducting order
parameter. In addition, the magnetic field might affect the average magnetization close
to the vortex. From a topological point of view, this model is perfectly appropriate, since
the presence or absence of topological bound states is not affected by the details of the
vortex core.

For modest field strengths, only few vortices are present, and interactions between
vortices can be neglected. We can thus consider the effective problem of a single vortex.
The system is naturally described in cylindrical coordinates if the vortex is located at
the origin. The suppression of superconductivity inside the vortex puts its core in either
the (0, 2), (2, 2) or (0, 0)-phase, see Fig. 8.6. For simplicity, we focus on the case that the
vortex core is in the trivial (0, 0)-phase. This can always be realized for an appropriate
choice of m and |∆|. The bulk Weyl superconductor is for simplicity assumed to be in
either a (1, 1) or (1, 0)-phase, such that only one of the subsectors of the full Hamiltonian
is topologically non-trivial. This situation is sketched in Fig. 8.7.

8.2.2 Vortex along the superlattice axis

By assumption, the vortex core is in a topologically trivial insulating state. The boundary
of the vortex is thus equivalent to an interface between a Weyl superconductor and
vacuum and has one Majorana edge mode. If the Weyl superconductor is in the (1, 1)-
phase, this mode has a restricted range of momenta kz (it lives “between the Bogoliubov
Weyl nodes”). A Weyl superconductor in the (0, 1)-phase has interface modes for any
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(a) Vortex in a Weyl superconductor. (b) Effective masses.

Figure 8.7: Effective description of a vortex. The surrounding Weyl superconductor is
supposed assumed to be in a (1, 1) or (0, 1)-phase, such that the suppression of supercon-
ductivity puts the vortex core in the trivial (0, 0)-phase (see also the phase diagram in
Fig. 8.6). Subfigure (b) depicts the corresponding mass functionsM±∆

− , see text. The red
momentum range is topologically nontrivial, the dots mark the Bogoliubov Weyl nodes
of opposite chiralities.

momentum kz. We restrict the discussion to |∆| < m far away from the vortex when
all relevant physics happens in H−, but the results can easily be generalized. A more
detailed version of the following calculation can be found in appendix D.7.

Exploiting the cylindrical symmetry with respect to the vortex axis, we model the
latter by a radially dependent magnetization m and superconducting order parameter
|∆|. The radius of the vortex is considered to be R, and m(r) and |∆(r)| are smooth
functions interpolating between fixed values m and |∆| for r > R, and |m| < mc1, |∆| = 0

inside the core of the vortex. The magnetic field is ~B = B ẑ inside the vortex and vanishes
everywhere else. This gives rise to a vector potential

~A(~r) = A(r) êφ , (8.21)

A(r) =
Br

2
Θ(R− r) +

BR2

2r
Θ(r −R)

in êφ direction, that is taken into account by minimal coupling ~k → ~k− e ~A in the Hamil-
tonian (8.1). The Zeeman effect, i.e. the change in the magnetic mass m due to the
magnetic field inside the vortex is taken into account via a radius-dependent m(r) (and
consequently the r-dependent M−(kz, r)). The flux threading the vortex is quantized in
units of Φ0 = π/e, as usual for superconductors, and the phase of the superconduct-
ing order parameter winds once around the vortex per trapped flux quantum. After a
canonical transformation σx → −σy, σy → σx, the relevant Hamiltonian H− in Eq. (8.6)
becomes
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H− =
∑
kz

∫
d2r ψ†kz(~r)H− ψkz(~r) , (8.22a)

H− =

(
HA |∆(r)| eiϕ(φ) σz

|∆(r)| e−iϕ(φ) σz H−A

)
, (8.22b)

HA = M−(kz, r)σ
z + vF

(
0 −i e−iφ
−i eiφ 0

)
∂

∂r
+ vF

(
0 − e−iφ
eiφ 0

)(
1

r

∂

∂φ
+ ieA(r)

)
.

(8.22c)

where ϕ̃(φ) = ϕ−(Φ/Φ0)φ is the twisted phase of the superconducting order parameter.
For any given kz, this Hamiltonian may be interpreted as two copies of a spinless px +
ipy superconductor, or alternatively as a topological insulator surface in contact with a
superconductor.133 By analogy, the vortex binds one Majorana zero mode per topological
value of kz and per topological subsector if it traps an odd number of flux quanta, and no
zero mode for an even number of trapped flux quanta.133,134,154 Assuming that there is
only a single topologically non-trivial subsector, one can thus define a unique zero energy
Majorana mode bound to the vortex. This is explicitly demonstrated for the momentum
k0
z with M−(k0

z , r) = 0 in appendix D.7 where the algebra is simplest, but holds of course
true as long as the system stays in the same extended topological phase and topological
momentum range.

Physically, the Majorana bound state can be understood in terms of an Aharonov-
Bohm like phase, a Berry phase and a geometrical phase for the Majorana surface states.
Consider the topologically equivalent situation of a Weyl superconductor with a tube-
like hole along the ẑ axis. Without a magnetic field inside the hole, we know that chiral
Majorana surface states exist when kz is chosen in the range where the 2d superconductor
is in the topological phase. Since the spin is locked to the momentum, the surface states
pick up a Berry phase of π upon encircling the hole once. This shifts the zero momentum
mode away from zero energy and can be interpreted as effectively antiperiodic boundary
condition on the geometrical phase in order to counterbalance the Berry phase. If now a
unit flux is threaded through the tube-like hole, the surface states pick up an additional
phase of π. The latter derives from the winding of the order parameter phase, and is
similar to an Aharonov-Bohm effect. It compensates the Berry phase and thus allows for
zero energy bound states. Similar effects have also been discussed for confined magnetic
flux tubes imposed in 3-dimensional strong topological insulators.154,155 For momenta kz
which are in the topologically trivial range, of course, no bound states exist both with
and without magnetic flux. Because the magnetic field vanishes outside the vortex, the
topological character and especially the existence of surface states is unchanged there.
We thus conclude that a vortex with an odd number of flux quanta traps a Majorana
zero mode for every topologically non-trivial value of kz.

8.2.3 Stability of the Majorana zero modes

In a more realistic model, the Majorana bound states will not form totally flat bands
as a function of kz. We will now discuss under which conditions the presence of a zero
energy Majorana mode for odd-integer fluxes is at least partially robust. This discussion
will follow along the line of a qualitative argument. A quantitative calculation can in
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principle be done and would follow the lines of the argument, but will not be given
here. As an effective model at lowest energies, we first consider the zero energy band of
Majorana modes (thus fixing kφ) as a function of kz, first for the case that the bulk is in
the (0, 1)-phase. A zero energy Majorana mode then exists for all kz. After transforming
to Wannier orbitals, we obtain a set of Majorana bound states at different heights z, as
depicted in Fig. 8.8(a). This Hamiltonian can be interpreted as a one-dimensional chain
of decoupled sites. Next, we introduce a small hopping of amplitude t along the chain,
thus allowing the Majoranas to move up and down the vortex tube. In dimensionless
units, their dispersion is given by

E = −t cos(kz) . (8.23)

Applying for instance hard wall boundary conditions, one finds exactly one zero energy
Majorana mode if the system has an odd number of superlattice layers, and no zero
energy Majorana modes for an even number of layers.

Next, consider the case that the bulk is in a (1, 1)-phase, such that surface Majorana
modes exist only for a limited range of momenta kz (“between the Weyl nodes”). This
situation can be mimicked by putting a huge potential V (kz) to the forbidden range of
kz which gaps these states to infinite energy. Physically, the fact that only some of the
states in momentum space are used means that the allowed real space wave functions are
highly non-local. This does however not affect the possibility of the real-space states to
hop up and down the chain. Rather, the well-defined momentum-space potential V (kz)
even translates to additional non-local hopping terms. If we now add the small hopping
along the chain as in the previous case, we will end up with the same cosine dispersion
on top of the potential V (kz). We can therefore conclude that one single zero energy
Majorana bound states exist if

1. a Majorana bound state can be defined for ±π/(2d), i.e. M±∆
− (±π/(2d)) > 0, and

if

2. the system has an odd number of superlattice layers,

and no zero energy Majorana mode otherwise (note that we have restored the physical
units for the momentum in the above conditions). If the single zero energy Majorana
mode exists, it is separated by a finite energy gap from all other Majorana modes. This
gap is proportional t/N , where t is the hopping along the Majorana chain in real space
and N the number of superlattice layers. Since the system is at lowest energies equivalent
to a vortex in a px + ipy-superconductor, the zero energy Majorana modes trapped in
a vortex in Weyl superconductors also have non-abelian statistics and could thus be
used for braiding processes in quantum computation.134,135 The non-abelian statistics are
possible in this three-dimensional case because the vortex is (infinitely) extended along
ẑ. The motion of vortices is thus effectively two-dimensional.

8.2.4 Vortex perpendicular to the superlattice axis

According to the phase diagram in Fig. 8.6, also a vortex perpendicular to the ẑ-axis
should host Majorana surface modes on the side surfaces of the vortex, see Fig. 8.9. For
our model, they would run between the front and back surfaces of the heterostructure on
the side walls of the vortex. The surface states on right wall are however different particles
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Figure 8.8: The two classes of vortices in Weyl superconductors. Subfigure (a) sketches
a vortex along the superlattice axis ẑ, with bound states along a tube through the whole
sample. Subfigure (b) depicts a vortex perpendicular to ẑ. Whereas there are no states
bound to the vortex, the surface states can be used for Majorana interferometry (thick
line).

Figure 8.9: Vortices perpendicular to the ẑ-axis host two different kinds of gapless Majo-
rana modes ΨL and ΨR on the right and left side surfaces, respectively. Being two distinct
and degenerate particles, any small coupling across the vortex will gap these Majoranas.

than the ones on the left wall, rather than a single delocalized state as for vortices along
ẑ. For a thin vortex, already a small coupling across the flux line is sufficient to gap
out these degenerate states of opposite spin and opposite momentum, and the result of
Ref. [156] is recovered.

The vortex can thus be viewed as a hole with enclosed magnetic flux drilled through
the Weyl superconductor, and introduces a new edge on the side surface. The nearby
surface states will rearrange in order to host the vortex and locally run along this new
edge, as depicted in Fig. 8.8(b). While there are no states bound to the vortex, a special
class of surface state paths allows for Majorana interferometry, depicted by thick lines
in Fig. 8.8(b). Consider the creation of a pair of surface Majorana states at the right
hand side of the vortex. When taking the Majoranas to the left, one of them will follow a
path above of the vortex, whereas the other one moves below the vortex. The Majoranas
are finally annihilated on the left hand side. In the spirit of Ref. [157], the creation
and annihilation of these Majorana particles may be due to the injection and extraction
of an electron into the surface. Because the two Majoranas encircle the vortex once,
they acquire a phase difference of π per flux quantum, similar to a vortex along ẑ. This
realizes a Majorana interferometer. In contrast, no Berry phase occurs because the spins
experience no net rotation. The momentum along the path is not quantized either because
no particle returns to its origin, and the geometrical phases for the lower and upper path
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Figure 8.10: Vortices along a general direction bind Majorana modes in the projection of
the topologically non-trivial bulk momentum range onto the vortex. The latter is aligned
along the direction of the magnetic field ~B. The topologically non-trivial momentum
ranges in the bulk and on the vortex are shown in red, the dashed lines are a guide to
the eye for the projection.

cancel out. The non-quantization of the momentum implies continuous energies for such
interferometer paths.

8.2.5 Vortex along some general direction and vortices in time
reversal and inversion symmetry broken Weyl supercon-
ductors

The existence of bound states at vortices in Weyl superconductors can in general be
understood similarly to the existence of (other) surface modes in terms of the projection
of the bulk Bogoliubov Weyl nodes onto the surface defining the vortex, see Sec. 8.1.5.
If the topological momentum range “between the Bogoliubov Weyl nodes” has a non-
vanishing projection onto the vortex line, the corresponding momentum range supports
Majorana (vortex-)surface modes, see Fig. 8.10. This principle has already been applied
to vortices in 3He-A by Volovik in Ref. [156]. By the same reasoning as in Sec. 8.2.3,
vortices along some general direction can thus bind a single zero energy Majorana mode if
the heterostructure has an odd number of superlattice layers and if the projection of the
topological momentum range includes the momentum π/(2d). This provides a second,
more handwaivy yet maybe more intuitive explanation of why vortices perpendicular to
the ẑ-axis do not bind Majorana modes.

A similar reasoning should also apply if both time reversal and inversion symmetry are
broken. As discussed in Sec. 8.1.3, a Weyl semimetal may be turned into a topologically
non-trivial Weyl superconductor even if both of these symmetries are broken. This will
in general depend on the chirality of the Fermi surfaces coupled by the superconductivity.
If the bulk is topologically non-trivial, the projection of the non-trivial bulk momentum
range could then also define a range of existence for Majorana modes at vortices.
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8.2.6 Vortices in time reversal symmetric Weyl superconductors

A time-reversal symmetric Weyl superconductor is generally in a topologically trivial
phase, see Sec. 8.1.3. Being a superconductor, one can still place a vortex into the sys-
tem. The magnetic field will now break time reversal symmetry in the vortex core. The
latter can thus generally be a non-superconducting Weyl semimetal with both broken
inversion and time reversal symmetry. If the inversion symmetry breaking is weak, we
expect that the phase diagram of the vortex core looks similar to Fig. 8.6. The vortex
boundary is thus an interface between a trivial phase (outside the vortex) and a poten-
tially topologically non-trivial phase inside the vortex. If the vortex core is either a Weyl
semimetal (corresponding to the (2, 2)-phase in Fig. 8.6) or a Quantum Hall insulator
(corresponding to the (0, 2)-phase in Fig. 8.6), the vortex boundary will have bound
states. The latter are however not Majorana particles, but chiral electrons. A time re-
versal symmetric Weyl superconductor can thus never bind Majorana modes, including
in particular zero energy Majorana bound states.

8.3 Experimental realization and signatures

The construction of a Weyl superconductor heterostructure is experimentally clearly not
impossible, but very challenging. It has recently been demonstrated that thin films of
topological insulators such as Bi2Se3 can be grown using molecular beam epitaxy,158–160
while thin films of superconducting materials such as Aluminum or Tin have by now even
become a fairly well-controlled tool in nanophysics. The growth of topological insulator
(TI)/superconductor (SC) heterostructures with a well-established superconducting prox-
imity effect is however a highly non-trivial experimental task. To date, only a few SC/TI
heterostructure devices have been realized, and first signatures of Majorana physics have
been claimed to be detected.161–167 Nevertheless, further experiments seem to be needed
to fully characterize the physics at even a single TI/SC interface. Consequently, the
current experiments are far from a three-dimensional, quantum coherent heterostructure
device. In addition, at least the zero energy Majorana physics at vortices can much easier
be realized with a single TI/SC interface than with a three-dimensional heterostructure.

The experimental relevance of Weyl superconductors is thus mostly founded on mate-
rials which naturally are in a Weyl superconducting state (similarly to naturally existing
normal Weyl semimetals, e.g. in pyrochlore iridates, Bi2Se3 or HgCr2Se4

107–110). A first
example for such a material is 3He-A, which however is difficult to conduct experiments
with.105 New hope for comparably easily controllable and solid materials stems from fer-
romagnetic spin-triplet superconductors. The latter have theoretically been predicted to
be in a Weyl superconductor state.118 They are described by a Hamiltonian similar to
the one of our toy system heterostructures, see Sec. 8.1.1 and appendix D.1. The main
difference is the inversion of the roles of the physical spin ~σ and Nambu-pseudospin ~κ,
since it is now the superconductivity that couples to the physical spin rather than the
orbital motion. Spin-triplet superconductivity is believed to appear in certain Uranium-
based Ising ferromagnetic superconductors, such as UGe2, URhGe, and UCoGe.168–170
Time reversal symmetry broken non-centrosymmetric superconductors such as Li2Pt3B
or Y2C3 have also been argued to exhibit Weyl superconductor phases.119–121 Another
potential spin-triplet superconductor is the layered material Sr2RuO4, but its physics
may not be tree-dimensional enough for our purposes.171
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Once a Weyl superconductor device is at hand, whether it is a natural material or a
heterostructure, one would long for a smoking-gun experiment that allows to detect, e.g.,
the Majorana surface states or the bulk Bogoliubov Weyl nodes. Of course, many exper-
iments that have been proposed for px + ipy-superconductors or single TI/SC-interfaces,
such as Majorana interferometry,157 can be transposed to Weyl superconductors, see
Sec. 8.2.4. It would nevertheless be most desirable to have an experiment where Weyl
superconductors are in some sense “superior” to px + ipy-superconductors or TI/SC-
interfaces. An obvious difference to Weyl superconductor surfaces is that the latter two
are gapped, except for a single edge mode running around the two-dimensional sample.
In Weyl superconductors, on the other hand, Majorana physics could possibly be probed
by surface sensitive techniques, leading to the idea of angle-resolved photoemission spec-
troscopy (ARPES) for Majorana Fermi arcs put forward in Ref. [118]. In addition, Weyl
superconductors generally have a large number of Majorana surface modes, which makes
surface transport measurements much easier than for the one single edge mode. In the
next sections, we present two possible transport experiments that could be conducted
with Weyl superconductor surfaces, namely the anomalous thermal Hall effect and unidi-
rectional electronic transport. We assume that these surface transport measurements are
performed when the bulk is in a gapped (0, 1)-phase. Although by analogy to topological
insulators one may not expect a perfectly insulating bulk, the surface transport should
be more prominent than for instance in a (1, 1)-phase. In addition, the bulk and surface
contributions to the thermal transport for the anomalous thermal Hall effect should flow
along different directions, which may allow for the identification of the surface contribu-
tion.

8.3.1 Anomalous thermal Hall effet

Because Majorana particles do not carry electric charge, a natural way to measure surface
Majorana states is to detect their thermal transport. The latter should be discernible
from bulk het transport which will not lead to a thermal Hall effect but rather to a
standard thermal transport along the thermal gradient, and can thus be disregarded
here. As discussed, we focus on a Weyl superconductor in the (0, 1)-phase in order to
have only one single Majorana surface mode, and no (or at least few) bulk transport.
Nevertheless, also a Weyl superconductor in a (1, 1)-phase should in principle have an
anomalous thermal Hall signal, since its bulk transport is perpendicular to the surface
transport, see below. This should allow the disentanglement of the two contributions.
Since the single Majorana surface mode can be understood as half a regular surface
electron mode, we expect only half of the thermal transport of a normal Weyl semimetal
in the corresponding regime. For concreteness, we investigate a surface perpendicular
to ŷ. Thermodynamics can be calculated from the effective Majorana surface partition
function. The latter is derived similarly to the bulk Bogoliubov quasiparticle Hamiltonian
in appendix D.3, starting from the dispersion relation E = vF kx established in appendix
D.4. According to Eq. (8.17), the creation operator at +kx is also the annihilation
operator at −kx. We can therefore construct a well-defined path integral for the partition
function by restraining the operators to half of the kx values, which yields
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Figure 8.11: Sketch of the anomalous thermal Hall effect in Weyl superconductors. The
sample is shown from above. In an experiment, one can envision applying a thermal
current from side A (which is at a temperature T>) to the side B (at temperature T<).
The Majoranas on the upper surface originating from side A are thus at the temperature
T>, while the ones on the lower surface are at the temperature T<. Therefore, a thermal
gradient can be measured between top and bottom of the sample. Importantly, this
thermal gradient is perpendicular to the applied thermal current between A and B.

Z =

∫
D
(
Ψωn,kx,kz ,Ψωn,kx,kz

)
kx>0

e−S , (8.24)

S =
∑
ωn,kz

∑
kx>0

Ψωn,kx,kz (−i ωn + vF kx) Ψωn,kx,kz , (8.25)

where the operators Ψ†ωn,kx,kz = Ψωn,−kx,kz create excitations above the Bogoliubov vac-
uum |Ω〉. The latter simply corresponds to occupying all negative energy states,

|Ω〉 =
∏
kx<0

Ψ†ωn,kx,kz |0〉 =
∏
kx>0

Ψωn,kx,kz
|0〉 , (8.26)

where |0〉 is the electronic vacuum, i.e. the state that is annihilated by all annihilation
operators c~kσα.

If a thermal gradient ∇T is applied across the Weyl semimetal, the modes on each
surface transport heat only along the respective direction of propagation. Therefore,
the thermal gradient leads to a net heat transport perpendicular to ∇T , as depicted in
Fig. 8.11. Potential bulk contributions to the thermal transport should be parallel to the
gradient and can therefore be separated from the surface contribution. This phenomenon
is known as the thermal Hall effect because the heat transport is perpendicular to the
temperature gradient. It has been proposed as an experimental signature of various other
chiral edge states, for example in the spin Hall effect, the fractional quantum Hall effect
or topological superconductors.134,172–174

For small temperature gradients, the net heat current JQ is in linear response to the
perpendicular temperature gradient ∇T ,

JQ = κxy |∇T | , (8.27)

where κxy is the thermal Hall conductivity. The latter is defined as κxy = ∂JQ/∂T , and
evaluates to
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κxy =
∑
kz

∫ ∞
0

dkx
2π

v2
Fkx

∂ nF (vFkx)

∂T
=
∑
kz

1

2

k2
Bπ

2T

3h
(8.28)

with kz being summed over all topologically non-trivial values for the given phase of the
Weyl superconductor ((0, 1) or (1, 1)-phase) and nF denoting the Fermi-Dirac distribu-
tion at the temperature T . For concreteness, we have restored physical unities such as
Boltzmann’s constant kB and Planck’s constant h. As expected, the surface of a Weyl
superconductor has half of the thermal Hall conductance of a quantum Hall edge state
per allowed momentum kz, which is given by k2

Bπ
2T/(3h).134 This is not surprising be-

cause the thermal Hall coefficient is proportional to the central charge c of the surface
modes, κxy = c π2k2

BT/(3h), similar to the heat capacity.134,175,176

Coming back to the Weyl superconductor in the (0, 1) or (1, 1)-phase, the thermal
Hall effect has an anomalous coefficient proportional to the distance 2kWeyl between the
Weyl nodes defined in Eqs. (8.14) or (8.14), depending on the specific phase the system
is in. Concretely, the thermal Hall coefficient per unit length in ẑ direction is given by

κxy =
1

2

k2
Bπ

2T

3h

kWeyl

π
. (8.29)

In the (0, 1)-phase, where kWeyl = π/d, each topological insulator layer contributes the full
Majorana quantum (1/2) π2k2

BT/(3h) to the thermal Hall coefficient. Although thermal
surface transport measurements are experimentally demanding, the higher dimensionality
of the surface states in a Weyl superconductor as compared to fractional or spin quantum
Hall edge states hopefully tends to result in more realistic experiments, since the measured
signals are larger by a factor of O(N), the number of superlattice layers.

8.3.2 Unidirectional electrical transport

As discussed in Sec. 8.1.2, the surface physics of a Weyl superconductor can be understood
as layers of spinless px + ipy superconductors stacked in momentum space along kz.
For each value of kz, there are up to two topologically non-trivial copies of a spinless
px + ipy superconductor with associated edge states. If we specialize once more to the
(0, 1)-phase, the surface of the Weyl superconductor is equivalent to just one spinless
px + ipy superconductor per value of kz, while the bulk is gapped. In this setup, electric
transport experiments that have been proposed for px + ipy superconductors can simply
be transferred to Weyl superconductors.

For spinless px + ipy-superconductors, the general idea is to bring two topologically
non-trivial samples into contact. Since the interface then has two Majorana modes run-
ning into the same direction, electrons can tunnel into the interface by decomposition
into the two Majorana particles. These two Majorana particles can then be transported
in parallel, giving rise to a one-directional electronic transport channel along the inter-
face.177 This experiment can relatively easily be transferred to Weyl superconductors.
Imagine bringing two Weyl superconductor samples of opposite magnetization into con-
tact. For each value of kz, there will be one pair of Majorana modes running along the
interface, see Fig. 8.12. One can then tunnel electrons of given kz into the interface,
thereby splitting them up into the two states making up the respective Majorana pair.
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Figure 8.12: Sketch of an experiment for unidirectional electrical transport along the
interface of two Weyl superconductors with opposite magnetization m. The samples are
shown in grey from above, the black arrows indicate the Majorana surface states. Both
Weyl superconductors are supposed to be in the same bulk-gapped 1, 0-phase. Electrical
transport through the interface can be achieved by tunneling an electron (here shown by
the red circles) from a contact into the interface. The electron then splits up into two
Majoranas (the red semicircles), which can be recombined and extracted at the other
side of the interface. This gives rise to unidirectional electrical transport.177

At the other side of the interface, the electron can again be extracted from the inter-
face, giving rise to an electrical current. Since the propagation of the Majorana surface
states is unidirectional, the electrical current will be only transported into the direction
of propagation of the Majorana modes. Note that one might also envision to conduct
this experiment with a single Weyl superconductor sample, at the expense of splitting up
the electron into two Majorana modes of different kz.

As an alternative idea, one can also split up several electrons into pairs of Majoranas
and recombine them in a different way. For px + ipy-superconductors, this leads to dis-
tinct signatures in conductance and noise.178 The latter experiments are however less
appropriate for Weyl superconductors where each surface has a large number of generi-
cally coupled Majorana modes at different values of kz, which might hinder the controlled
recombination of specific Majorana particles.

8.4 Conclusions

In the last chapter, we have derived a toy model for inversion symmetric but time reversal
symmetry broken Weyl superconductors. While the latter generally have interesting topo-
logical phases, we found that time reversal symmetric, but inversion symmetry broken
Weyl superconductors are topologically trivial and thus less interesting. Time reversal
symmetry broken Weyl superconductors might be realized in ferromagnetic spin triplet
superconductors, such as certain Uranium-based Ising ferromagnetic superconductors.
We studied their physics using a well-controlled toy system, namely a heterostructure
built from alternating layers of topological insulator and s-wave superconductor. Time
reversal symmetry is broken by virtue of magnetic impurities in the topological insulator
layers.
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We found that Weyl superconductors can be interpreted as layers of px + ipy super-
conductors stacked in momentum space, similar to a normal Weyl semimetal that can be
interpreted as stacked Quantum Hall layers. Just like the latter, a Weyl superconductor
generally has gapless points in the bulk Brillouin zone. These points have been named
Bogoliubov Weyl nodes, and can be interpreted as half a regular Weyl node. Indeed,
when superconductivity is switched on in a regular Weyl semimetal, each normal Weyl
node splits up into two Bogoliubov Weyl nodes. They carry half the topological charge
of a initial Weyl node each, and are characterized by their chirality and behavior under
superconducting particle-hole symmetry.

Depending on the strength of the superconducting order parameter and the magneti-
zation resulting from the impurities in the topological insulator layers, Weyl superconduc-
tors can be in a number of different phases. Each phase is characterized by the number of
bulk Bogoliubov Weyl nodes and surface Majorana modes. The Bogoliubov Weyl nodes
always come in pairs of opposite chirality. In our simple toy model, the system could
have up to two pairs of nodes present at the same time. Similarly, up to two sets of
two-dimensional surface Majorana modes can be present. They live on the side surfaces
(parallel to the stacking axis of the heterostructure). In general, the surface modes only
exist in parts of the surface Brillouin zone, which gives rise to Majorana Fermi arcs in
the surface Brillouin zone.

Inspired by the analogy to spinless px + ipy superconductors, which trap Majorana
zero modes at vortices, we studied the physics of vortices in (inversion symmetric) Weyl
superconductors. We found that vortices along the stacking axis of the heterostructure
can trap zero energy Majorana modes under certain conditions, while vortices perpen-
dicular to the stacking axis do not trap Majorana modes at all. Vortices in general
directions can be understood as intermediate between the two latter cases, and can thus
in general also trap Majorana zero modes. Just as in px + ipy-superconductors, vortices
with Majorana zero modes have non-abelian exchange statistics and could thus be used
for quantum computation. Vortices perpendicular to the stacking axis may on the other
hand be useful for Majorana interferometry.

We finally concluded by proposing surface transport experiments that could unveil
Majorana physics. In complement to existing ideas of ARPES surface measurements,
we suggested both thermal and electrical transport measurements, which should best be
conducted in a phase with a gapped bulk in order to maximize the surface transport signal.
Thermal surface transport yields an anomalous thermal Hall effect that is proportional
to the central charge of the Majorana surface modes (which is half the charge of a regular
electron). Electrical transport at interfaces of different Weyl superconductor samples, on
the other hand, is proposed to be unidirectional.

While our results shed a first light on the physics of Weyl superconductors, a number
open questions remain which are certainly worth studying. Amongst the most pressing
issues are the effects of disorder and electronic correlations. Both of them might in princi-
ple couple the bulk Bogoliubov Weyl nodes and drive the system to a topologically trivial
phase. Similar analysis for normal Weyl semimetals however suggest that Weyl supercon-
ductors might be stable against modest interaction and disorder strengths.107,108,115–117
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Appendix A

Introduction to the standard
renormalization group

The renormalization group is one of the most groundbreaking developments in the toolbox
of theoretical physics in the 20th century. It has most influentially been developed by
Kenneth G. Wilson, who in 1982 also received the Nobel price for his work.8 Early
contribution have already been made in the 1950’s by Stueckelberg and Petermann, and
subsequently by Gell-Man and Low in the field of quantum electrodynamics.179,180 They
considered renormalizations of propagator due to interactions, basically describing the
physically observed coupling constants as “dressed” or renormalized values, which are
then effectively visible at the physically relevant scales.

From a modern solid state theoretical perspective, the basic idea of the renormaliza-
tion group approach can be related to the universality and self-similarity of physics close
to a phase transition. Close to a second order phase transition, physical observables follow
simple scaling laws depending only on a few global parameters, such as temperature and
(quantum) tuning parameters, e.g. pressure, and a small set of scaling exponents. They
are however largely independent of microscopic parameters such as lattice constants. This
can be explained by the fact that the physically relevant degrees of freedom fluctuate on
macroscopic scales when a phase transition is approached, which washes out microscopic
information. Consequently, one should be allowed to somehow get rid of the microscopic
details, and obtain the universal physics in a controlled way. This is precisely what is
done by the renormalization group.

A.1 Introduction: Kadanoff spin block renormaliza-
tion group

The probably most pedagogical picture of the renormalization group (RG) is the spin
block RG introduced by Kadanoff in 1966.181 It can be classified as a real-space RG, as
opposed to momentum-space RGs, see next section. Consider a two-dimensional square
lattice of classical Ising spins coupled by a nearest neighbor interaction J , and with linear
lattice spacing a. At a temperature T , the system is described by the HamiltonianH(J, a)
and has a partition function

175
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(a) Initial spin lattice. (b) Regrouping
spins.

(c) Superspin lattice.

Figure A.1: Idea of the Kadanoff spin block renormalization group. Spins on a square
lattice are regrouped into superspins.

Z =
∑
{σij}

e−βH(J,a) , (A.1a)

H(J, a) = J
∑
i,j

(σij σi+1,j + σij σi,j+1) . (A.1b)

One may now proceeded by grouping the spins in square blocks of four, which together
form a superspin. This superspin points up if the majority of the four original spins was
up, while it takes the value down if the majority of the initial spins pointed down. If the
initial spins have a vanishing average, the superspin is arbitrarily chosen to be either up or
down. This procedure is illustrated in Fig. A.1. The superspins form a two-dimensional
square lattice of Ising spins of lattice spacing 2a, and the initial interaction between the
original spins gives rise to an effective interaction between the superspins. The system
can thus again be described by the same Hamiltonian as before, where σ now represents
the superspins and the initial exchange coupling J needs to be replaced by an effective
interaction J ′. Since this effective Hamiltonian should describe the same system, the
resulting partition functions (and thus total free energy) need to be matched, which can
be achieved by appropriately modifying the temperature. The Kadanoff spin block RG
thus expresses physics on different scales a and 2a by a self-similar Hamiltonian with
renormalized parameters,

a→ 2a , J → J ′ , T → T ′ (A.2a)

Z =
∑
{σij}

e−βH(J,a) =
∑
{σij}

e−β
′H(J ′,2a) . (A.2b)

Technically, the physics at the new scale follow from tracing out the short scale physics.
This procedure can be iterated until the physically relevant scale is reached. The renor-
malization of the coupling J and the temperature T can generally be expressed as scale
dependent functions,

J → J(x) with J(a) = J, J(2a) = J ′, . . . (A.3a)
T → T (x) with T (a) = T, T (2a) = T ′, . . . (A.3b)
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As a corollary, we note that there may exist points where the step from scale a to 2a does
not alter the values of the parameters, J(a) = J(2a) and T (a) = T (2a). These points
are called fixed points of the theory, and will be discussed shortly.

A.2 Renormalization group equations
As an alternative to subsequently integrating out short distance physics, as Kadanoff
did in his spin block RG, one can subsequently get rid of large momenta. This class
of approaches is known as momentum space RGs. Consider a quantum field theory
depending on some degrees of freedom living in d dimensions. In Fourier space and using
real frequencies, these degrees of freedom correspond to fields Ψ(~k, ω), and might be
either bosonic or fermionic. For concreteness, we assume that they are described by the
action

S =

∫
ddk

∫
dω Ψ̄(~k, ω) g(~k, ω)−1 Ψ(~k, ω) (A.4)

+
u

βV

∫
{ddk}

∫
{dω} Ψ̄(~k1, ω1)Ψ̄(~k2, ω2)Ψ(~k3, ω3)Ψ(~k4, ω4) δ~k1+~k2,~k3+~k4

δω1+ω2,ω3+ω4 ,

where the quadratic part of the action has already been diagonalized, and where addi-
tional quantum numbers such as spin have been dropped for simplicity. The interaction
between the modes is u, β denotes the inverse temperature and V the d-dimensional
volume of the system. The fields Ψ̄ are the complex or Grassman conjugate fields of Ψ,
and g−1 is the inverse propagator. This theory is valid up to some high energy cutoff
Λ, i.e. has the restriction |~k| . Λ and |ω| . Λz, where z is the dynamical exponent of
the system. The latter is set by the dispersion ω ∼ kz. The action S can generally be
divided into a quadratic part S0 and the interaction Sint.

The basic idea of the renormalization group approach is to divide the fields Ψ into high
energy/momentum part Ψh and a low energy/momentum part Ψl, which will subsequently
allow to integrate out the high energy/momentum modes. The division can be imple-
mented in various fashions, for instance in a “circular” scheme. The latter treats momen-
tum and frequency as components of an effectively d+z-dimensional vector K = (~kT , ω),
and the theory is defined for |K|z =

√
~k2z + ω2 < Λz. The division into high and low

energy modes can then be implemented as

Ψ(~k, ω) =

Ψh if
√
~k2z + |ω|2 ∈ [(Λ/b)z,Λz]

Ψl if
√
~k2z + |ω|2 < (Λ/b)z

, (A.5)

with b > 1. The precise implementation of the cutoff, and deriving from there the division
into high- and low energy/momentum modes is also referred to as the “cutoff scheme”.
Different high-energy cutoff schemes should however naturally yield the same universal
low energy physics, such that one is free to choose the most convenient parametrization.
With this division, the theory can be written as

Z =

∫
DΨ e−S0[Ψl]−Sint[Ψl,Ψl] e−S0[Ψh]−Sint[Ψh,Ψh] e−Sint[Ψl,Ψh] . (A.6)
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One can now integrate out the high energy modes Ψh. The coupling between high energy
modes and low energy modes can be evaluated perturbatively to the desired order, which
yields new terms depending only on the low energy fields Ψl. These corrections are
proportional to the momentum range that has been integrated over, i.e. proportional to
b− 1. The new terms can finally be re-exponentiated and yield corrections to the initial
interaction and propagator of the low energy modes. We note that this step may also
generate new terms in the Hamiltonian, such as additional interactions. If this is not
the case, the theory is named “renormalizable”. A commonly used tick to make a theory
renormalizable if additional terms are generated is to formally include these terms from
the beginning, but to give them an initially vanishing coupling constant. As a last step,
one can rescale the remaining low momenta and frequencies as

~k → b~k and ω → bz ω , (A.7)

which yields an effective theory that has the same cutoff as before. Additionally, the
values of the coupling constants need to be adjusted in order to obtain a theory of the
same form than the initial action. This reproduces the self-similarity already encountered
in the Kadanoff spin block RG, again with renormalized parameters. As an example, the
interaction has the final value

u∗ = (u+ δu) bx , (A.8)

where δu is the correction stemming from integrating out high energy modes and bx is due
to the rescaling step. The scaling dimension x is also called the engineering dimension
of the respective parameter. This procedure can now be iterated up to a physical scale
of interest. The change of the parameters during the repeated renormalization steps
can most conveniently be calculated if infinitesimal renormalization steps are considered,
i.e. b = eε ≈ 1 + ε with ε� 1. In this case, the renormalized parameters of Eq. (A.8) can
be expanded as

u(b = 1 + ε) ≈ u(b = 1) + ε x u(b = 1) + δu , (A.9)

where we have used that δu ∼ (b − 1) ∼ ε. In the limit ε → 0, one can then define the
RG equation

∂u(b)

∂ ln(b)

∣∣∣∣
b=1

= lim
ε→0

u(1 + ε)− u(1)

ε
= xu(b = 1) +

δu

ε
. (A.10)

Since the theory has by assumption a self-similar form on all scales, also the RG equation
will not change its form during the flow, and the condition b = 1 in the above equation can
be relaxed. At the end of the day, one ends up with a set of RG equations ∂ln(b)gi = β({g}),
one per parameter gi (where we have introduced the so-called β-function, which simply
corresponds to the right-hand side of the RG equation).

A.3 RG fixed points

Especially important in a renormalization group analysis are points where the flow of all
parameters gi(b) stops,
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∂gi
∂ ln(b)

= βi({g}) = 0 ∀i . (A.11)

The set of values {g∗} for which this happens is called a “fixed point” in the parameters
space {g}. A fixed point corresponds to a situation where the physics has an identical
description on all scales. Pictorially, one can zoom out and obtains the exact same image
on all zoom scales. On the other hand, every physical system has an intrinsic length scale
ξ corresponding to the characteristic length of the low energy fluctuations. These two
statements can only agree if ξ either vanishes or becomes infinite. An RG fixed point
therefore naturally describes an entirely disordered phase (corresponding to ξ = 0), an
entirely ordered phase (ξ → ∞), or phase transition of second order (also ξ → ∞). If
the system is close, but not exactly at a fixed point, each of the couplings gi can have
three types of behaviors. If a given coupling approaches its fixed point value under RG,
gi(b)− g∗i → 0, the coupling is said to be irrelevant under RG with respect to the given
fixed point. Relevant couplings are the ones that are driven away from their fixed point
value, and |gi(b)− g∗i | grows. Finally, if to leading order in the interactions the coupling
does not change close to a fixed point, gi(b) − g∗i = const., it is called marginal. The
subleading orders then decide whether the coupling is marginally irrelevant or marginally
relevant with respect to the given fixed point.

The character of the fixed point itself can be deduced from the character of the cou-
plings gi with respect to this fixed point. If all couplings are (marginally) irrelevant
with respect to a given fixed point, the system flows to this fixed point if it is only close
enough. Such fixed point are called attractive or stable fixed points, and correspond to
stable phases of matter. If at least one coupling is (marginally) relevant, any displace-
ment in the relevant coupling off the fixed point value will push the system away from
the latter, and the fixed point is dubbed unstable. Phase transitions are thus described
by unstable fixed points. The boundary between two extended phases, i.e. a phase tran-
sition line (or surface), corresponds to an unstable fixed point that has at least one (or
two) irrelevant operator(s), and the extension of the line (or surface) corresponds to the
irrelevant operator(s). The concept of fixed points is illustrated in Fig. A.2.

To conclude, we note that the framework of stable fixed points also explains the uni-
versality of long range physics. Consider the entire world as an enormous parameter space
with a bunch of stable and unstable fixed points. Different physical systems correspond
to different specific values in this huge parameter space. If two systems are both close to
the same, stable fixed point, their lowest energy physics is given by the same parameter
values {g∗} corresponding to the fixed point values. They can thus be described by the
same universal low-energy theory, which naturally gives rise to the concept of universal-
ity and universality classes (i.e. the class of all systems that are asymptotically described
by the same fixed point). As an exception to the rule, we note that there exist as well
so-called “dangerously irrelevant operators”. These correspond to operators which are ir-
relevant under RG but do affect the low energy physics of a system. Consequently, if one
of the two parameters g1 and g2 in Fig. A.2 was dangerously irrelevant, the two systems
indicated by the red crosses would in general not exhibit the same low-energy physics.
Finally, we note that the name “renormalization group” is actually a little misleading,
since the RG is a semigroup in the mathematical sense. During an RG step, information
about high energy degrees of freedom is continuously lost (as only the physics relevant for
low energies is retained). There is thus no inverse transformation that allows to re-obtain
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Figure A.2: Generic RG flow diagram for a world with two parameters g1 and g2 and
five fixed points (black dots). The fixed points (a) and (c) are stable, the fixed points
(b) and (d) are unstable. The flow diagram thus describes a world with two stable
phases of matter, corresponding to (a) and (c). The fixed point g1 = g2 = 0 is also an
unstable fixed point, but has both relevant and irrelevant perturbations. It describes
the transition between the two stable phases (a) and (c). Since the fixed point is non-
interacting, g1 = g2 = 0, it is described by a quadratic, or gaussian, action. This fixed
is thus called the “gaussian fixed point”. The red crosses denote two different physical
systems that could exist in the world given by the parameter space {g1, g2}. Although
they seem very different (one has only the coupling g1, which in addition is small, while
the other one has only the coupling g2, which is large), they correspond to the same
universal low energy physics described by the fixed point (a).

the full initial Hamiltonian from a given low energy Hamiltonian (in agreement with the
concept of universality), and the RG is thus a semigroup. For more detailed introductions
to the formalism of renormalization group, the reader is referred to textbooks, see for
instance Ref. [125].



Appendix B

Quantum phase transitions in quantum
wires

B.1 Derivation of the Wigner crystal action

In this appendix, we want to explicitly derive the action for the Wigner crystal. We start
from the Hamiltonian in Eq. (2.1) describing the harmonically confined two-dimensional
electron gas,

H2DEG = T + Vint + Vconf , (B.1)

where, as before,

T =
∑
i

~p2
i

2m
, (B.2a)

Vint =
1

2

∑
i 6=j

U(|~ri − ~rj|) , (B.2b)

Vconf =
1

2
mΩ2

∑
i

~y2
i . (B.2c)

Note that we treat this Hamiltonian as a classical Hamilton function for now and perform
the canonical quantization at the very end. The interaction energy Vint describes the
screened Coulomb interaction,

U(|~r|) =
e2

εr

[
1

|~r| −
1√

~r2 + (2d)2

]
. (B.3)

The screening is due to mirror charges in the nearby gates, which are positioned at a
distance d, and decays as a dipole at large distances, U(r)

r�d∼ d2/r3. Although one can
straight-forwardly take the finite-range interactions into account, we want to approximate
the screened Coulomb interactions by an interaction between neighboring sites of the
Wigner crystal in order to simplify the discussion (we recall that we expand the action
for small displacements around the Wigner crystal sites). The full finite range interaction
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corresponds to logarithmic corrections to the subsequent formulas.16 We will thus work
with the effective interaction

V eff
int =

e2

εr

∑
i

[
1

|~ri+1 − ~ri|
− 1√

(~ri+1 − ~ri)2 + (2d)2

]
. (B.4)

The positions of the electrons are defined by their (dimensionless) displacements ~u with
respect to the equilibrium positions,

~xi =

(
i a+ aux,i
auy,i

)
, (B.5)

where a = n−1 is the inverse density. We thus start from the Hamiltonian

Heff = T + V eff
int + Vconf (B.6)

=
∑
i

~p2
i

2m
+

1

2
mΩ2 a2

∑
i

u2
y,i

+
e2

εra

∑
i

[
1√

(1 + ux,i+1 − ux,i)2 + (uy,i+1 − uy,i)2

]

− e2

εra

∑
i

[
1√

(1 + ux,i+1 − ux,i)2 + (uy,i+1 − uy,i)2 + (2d/a)2

]
.

As a next step, we expand this Hamiltonian in the small displacements up to fourth order.
We furthermore do this in the limit d−1 � n � a−1

B , which implies d/a � 1. For even
smaller densities, the screening will eventually lead to a melting of the Wigner crystal,
which is not considered here. Using δux,i = ux,i+1−ux,i, δux,i = uy,i+1−uy,i,x0 = 1/

√
mΩ,

aB = ε/(e2m) and a = n−1 yields,

Heff ≈
∑
i

p2
x,i

2m
+

e2

εra

∑
i

[
−δux,i + δu2

x,i − δu3
x,i + δu4

x,i

]
+
∑
i

p2
y,i

2m
+

e2

εra

∑
i

[
aB
x4

0n
3
u2
y,i −

1

2
δu2

y,i +
3

8
δu4

y,i

]
(B.7)

+
e2

εra

∑
i

[
3

2
δux,iδu

2
y,i − 3 δu2

x,i δu
2
y,i

]
+

e2

εra

∑
i

1 .

Next, we use that
∑

i δux,i =
∑

i(ux,i+1 − ux,i) = 0, and retain only the leading order
terms. For the first line in Eq. (B.7), the leading contribution is thus of order δu2

x,i.
For the second line, we have to keep all terms, since the interplay between the confining
energy ∼ u2

y,i and the second order interaction term ∼ δu2
x,i drives a phase transition. In

the ordered phase, the second order term only would thus describe an unstable system.
In addition, we drop the last term, since it can be absorbed into a shift of the energy
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measure. This yields

Heff ≈
∑
i

p2
x,i

2m
+

e2

εra

∑
i

δu2
x,i

+
∑
i

p2
y,i

2m
+

e2

εra

∑
i

[
aB
x4

0n
3
u2
y,i −

1

2
δu2

y,i +
3

8
δu4

y,i

]
(B.8)

+
e2

εra

∑
i

[
3

2
δux,iδu

2
y,i − 3 δu2

x,i δu
2
y,i

]
.

Next, we go to Fourier space in order to identify the energies the most relevant Fourier
modes, namely the in and out-of phase modes parallel and perpendicular to the wire. We
use the convention

u(·)(k) =
1√
N

N∑
n=1

e−i k (na) u(·),n and u(·),n =
1√
N

N∑
n=1

ei k (na) u(·)(k) , (B.9)

which yields for the quadratic terms

Heff ≈
∑
i

p2
x,i

2m
+

e2

εraN

∑
k

ux(k)ux(−k)
[
2− 2ei k a

]
+
∑
i

p2
y,i

2m
+

e2

εraN

∑
k

uy(k)uy(−k)

[
aB
x4

0n
3
− 1

2

[
2− 2ei k a

]]
(B.10)

+
∑
i

[
3

8
δu4

y,i

]
+

e2

εra

∑
i

[
3

2
δux,iδu

2
y,i − 3 δu2

x,i δu
2
y,i

]
.

For the relevant modes we use the notation

u
‖
0(q) = ux(0 + q) , thus corresponding to k ≈ 0 , (B.11a)

u‖π(q) = ux(π/a+ q) , thus corresponding to k ≈ π/a , (B.11b)
u⊥0 (q) = uy(0 + q) , thus corresponding to k ≈ 0 , (B.11c)
u⊥π (q) = uy(π/a+ q) , thus corresponding to k ≈ π/a , (B.11d)

where q � π/a is the momentum of the respective modes. Also splitting the momenta,
and only retaining the necessary leading orders in the small displacements and wave
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vectors q, we find

Heff ≈
∑
i

p
‖
0,i

2

2m
+

e2

εraN

∑
q

u
‖
0(q) (q a)2 u

‖
0(−q)

+
∑
i

p
‖
π,i

2

2m
+

e2

εraN

∑
q

4u‖π(q)u‖π(−q)

+
∑
i

p⊥0,i
2

2m
+

e2

εraN

∑
q

u⊥0 (q)u⊥0 (−q) aB
x4

0n
3

(B.12)

+
∑
i

p⊥π,i
2

2m
+

e2

εraN

∑
k

u⊥π (q)u⊥π (−q)
[
aB
x4

0n
3
− 2 +

(q a)2

2

]
+

∑
q1,q2,q3,q4

3u⊥π (q1)u⊥π (q2)u⊥π (q3)u⊥π (q4) δq1+q2+q3+q4,0

+
e2

εra

∑
i

[
3

2
δux,iδu

2
y,i − 3 δu2

x,i δu
2
y,i

]
.

We thus find that the mode u‖0, i.e. the uniform displacement of all electrons in the Wigner
crystal along the axis of the wire, is always gapless. This is not surprising since it is the
Goldstone mode related to the spontaneous breaking of translation symmetry. The mode
u⊥π , which is responsible for the zigzag transition, becomes gapless if aB/(x4

0n
3) = 2. The

mode u‖π is always gapped, and has a gap of the order of the average Coulomb interaction,
while the mode u⊥0 has a gap set by the confining potential. At the zigzag transition,
these two gaps are obviously of the same order. We thus only have to take into account
the interaction between the modes u‖0 and u⊥π , who’s most relevant term is a cubic one.
In addition, we keep the quartic term for the u⊥π -mode in order to stabilize the theory in
the ordered phase. Going back to real space, we find the low energy Hamiltonian

Heff ≈
∑
i

p
‖
0,i

2

2m
+
e2a

εr

∑
i

(
∂xiu

‖
0(xi)

)2

+
∑
i

p⊥π,i
2

2m
+

e2

εra

∑
i

([
aB
x4

0n
3
− 2

]
u⊥π (xi)

2 +
a2

2

(
∂xiu

⊥
π (xi)

)2
+ 3u⊥π (xi)

4

)
+
e2

εra

∑
i

6a
(
∂xiu

‖
0(xi)

)
u⊥π (xi)

2 .

In order to quantize this Hamiltonian, we first perform the canonical transformation to the
classical Lagrangians, followed the canonical quantization. Taking finally the continuum
limit

∑
i →

∫
dx/a, we find the action

S =

∫
dτ

∫
dx
(
L‖0 + L⊥π + Lint

)
(B.13)
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where the Lagrangian densities read

L‖0 =
m

2n

[
(∂τu

‖
0)

2
+ v2

‖0

(
∂xu

‖
0

)2
]
, (B.14a)

L⊥π =
m

2n

[
(∂τu

⊥
π )

2
+ v2

⊥π
(
∂xu

⊥
π

)2
+ r (u⊥π )2 + s (u⊥π )4

]
, (B.14b)

Lint = λ
(
∂xu

‖
0

)
u⊥π

2 , (B.14c)

where τ is the imaginary time and where the longitudinal velocity v‖0 evaluates to v2
‖0 =

2n/(m2aB), the transversal velocity is v2
⊥π = n/(m2aB), the control parameter is r =

(2/m)
(
x−4

0 − x−4
0c

)
with x0c = (aB/(2n

3))1/4, and s = 6n3/(m2aB). The interaction
between the modes finally evaluates to λ = 6n/(aBm). If we had used the full expression
of the interaction, and not just nearest neighbor repulsions, we would get essentially
the same expressions up to logarithmic corrections. In the limit d−1 � n � a−1

B , one
finds v2

‖0 = 2n/(m2aB) ln(8nd), x0c = (2aB/(7ζ(3)n3))1/4, v2
⊥π = n/(m2aB) ln(2), s =

93ζ(5)n3/(8m2aB), and λ = 21ζ(3)n/(4aBm).13,16

B.2 Two-particle Green’s function in the second band
and its ladder resumption

The bare retarded two-particle Green’s function in the second band is defined as

D0
2(x− x′, t− t′) = −iθ(t− t′)〈[c2↑(x, t)c2↓(x, t), c

†
2↓(x

′, t′)c†2↑(x
′, t′)]〉0 , (B.15)

where the expectation value is taken with respect to the non-interacting Hamiltonian in
the second band. It is most conveniently calculated in imaginary time,

D0
2(x− x′, τ − τ ′) = −〈Tτc2↑(x, τ)c2↓(x, τ), c†2↓(x

′, τ ′)c†2↑(x
′, τ ′)〉0, (B.16)

where τ and τ ′ are imaginary times and Tτ is the imaginary time ordering operator. Its
Fourier transform is given by the Matsubara frequency and momentum dependent form

D0
2(q, ωn) = β L

∫ ∞
−∞

dx

∫ β

0

dτ ei(ωn(τ−τ ′)−q(x−x′))D0
2(x− x′, τ − τ ′) (B.17)

We note that ωn is here a bosonic Matsubara frequency since D0
2(q, ωn) is a two-particle

Green’s function. Next, we Fourier transform this expression using the conventions

cσ(x, τ) =
1√
β L

∑
ωn,q

e−i(ωnτ−qx) cσ(q, ωn) , (B.18a)

cσ(q, ωn) =
1√
β L

∫ ∞
−∞

dx

∫ β

0

dτ ei(ωnτ−qx) cσ(x, τ) (B.18b)

and perform the average, which yields



186 APPENDIX B. QUANTUM PHASE TRANSITIONS IN QUANTUM WIRES

D0
2(q, ωn) = − 1

β L

∑
ωn1,k1

G0
↑(ωn1,k1)G0

↓(ωn − ωn1, q − k1) , (B.19)

where the bare single particle Green’s function is independent of the spin and given by

G0
σ(ωn, q) =

1

iωn − ε(k)
, (B.20)

with the dispersion is given by ε(k) = k2/(2m)−µ2, and where the Matsubara frequencies
of the single particle Green’s functions are of course fermionic. This yields

D0
2(q, ωn) = − 1

β L

∑
ωn1,k1

1

(iωn1 − ε(k1)) (iωn − iωn1 − ε(q − k1))
. (B.21)

We can now perform the standard trick of rewriting the sum over Matsubara frequencies
as a contour integral around the poles of the Fermi function nF and deform the integral
at infinity, which then yields (by virtue of the residue theorem)

D0
2(q, ωn) = − 1

L

∑
k1

nF (ε(k1))− nF (iωn − ε(q − k1))

iωn − ε(k1)− ε(q − k1)
, (B.22)

Next, we exploit that for bosonic frequencies ωn, the Fermi function obeys

nF (ε± iωn) = nF (ε) , (B.23)

and take the continuum limit in real space. This yields

D0
2(q, ωn) = −

∫ ∞
−∞

dk1

2π

nF (ε(k1))− nF (−ε(q − k1))

iωn − ε(k1)− ε(q − k1)
, (B.24)

We note that this expression coincides with the generic formula for a particle-particle
bubble, see Eq. (3.31). For the case µ2 < 0 under consideration here, this integral
simplifies to

D0
2(q, ωn) =

∫ ∞
−∞

dk1

2π

1

iωn − ε(k1)− ε(q − k1)
(B.25)

= −
∫ ∞
−∞

dk1

2π
m

1

(k1 −K) (k1 +K)
,

where we introduced K =
√
iωnm+ 2mµ2 − q2/4. This integrals has poles at complex

values k1 = ±K. By closing the integral at complex infinity and then using the residue
theorem, we obtain

D0
2(q, ωn) =

m

2π

(
−2πi

2K

)
= −i

√
m√

iωn − q2

4m
+ 2µ2

. (B.26)
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The retarded two-particle Green’s function is then given by the analytical continuation
iωn → ω + i0+,

D0
2(q, ω) = −i

√
m√

ω − q2

4m
+ 2µ2 + i0+

. (B.27)

B.2.1 Resummation of the interacting two-particle Green’s func-
tion

If interactions are taken into account, two particle Green’s function gets promoted to its
interacting version,

D2(x− x′, t− t′) = −iθ(t− t′)〈[c2↑(x, t)c2↓(x, t), c
†
2↓(x

′, t′)c†2↑(x
′, t′)]〉 , (B.28)

where now the expectation value is taken with respect to the interacting Hamiltonian,

H2 =

∫
dx
[∑

σ

c†2σ(x)

(
− ∂2

x

2m
− µ2

)
c2σ(x) + V c†2↑(x)c†2↓(x)c2↓(x)c2↑(x)

]
. (B.29)

The perturbative analysis is most conveniently done in a quantum field theoretical ap-
proach. There, the full two particle Green’s function can readily be expressed in imaginary
time as

D2(x− x′, τ − τ ′) = −〈Tτ c2↑(x, τ)c2↓(x, τ)c†2↓(x
′, τ ′)c†2↑(x

′, τ ′)〉S , (B.30)

where S = S0 + Sint is the action corresponding to the interacting Hamiltonian H2. In
nth order perturbation theory, the interaction terms yields the contribution

− (−1)n

n!

∫
dx1 . . .

∫
dxn

∫
dτ1 . . .

∫
dτn

〈Tτ c2↑(x, τ)c2↓(x, τ)× c2↑(x1, τ1)c2↓(x1, τ1)c†2↓(x1, τ1)c†x1↑(x
′, τ1)× (B.31)

. . .× c2↑(xn, τn)c2↓(xn, τn)c†2↓(xn, τn)c†xn↑(x
′, τn)× c†2↓(x′, τ ′)c†2↑(x′, t′)〉S0 .

Since in the case µ2 < 0, no hole-like diagrams are allowed, the only way to perform the
above average is to combine it into n+ 1 particle-particle bubbles. One is then left with
a geometrical series of particle-particle bubbles, which can readily be summed up as

D2 = D0
2

∞∑
n=0

(−1)n V n
n

=
D0

2

1− V
. (B.32)

Since the particle hole bubble exactly corresponds to the bare Green’s function (times
the interaction vertex), see last section, we find

D2 = D0
2

∞∑
n=0

(−V D0
2)n =

D0
2

1− V D0
2

, (B.33)
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which of course can also be understood as the solution to Dyson’s equation for the two
particle Green’s function,

D−1
2 (k, ω) = D(0)−1

2 (k, ω)− V . (B.34)

B.3 Particle-particle and particle-hole bubble involv-
ing the first subband

In order to calculate the perturbative corrections due to diagrams living at least partially
in the first band, we have to evaluate the corresponding particle-particle and particle hole
bubbles. The particle-particle bubble requires the evaluation of

Ia,bpp (ωn, k) =
1

L

∑
q

nF (−εb(k − q))− nF (εa(q))

εa(q) + εb(k − q)− ω
,

see Eq. (3.31), where ωn is the small incoming energy and k the small incoming momen-
tum. The particle-hole bubble, on the other hand, is given by

Ia,bph (ωn, k) =
1

L

∑
q

nF (εa(q))− nF (εb(k + q))

εa(q)− εb(k + q)− ωn
,

If at least one of the particles lives in the first subband, here without loss of generality
taken to be the particle b, we have εb(−k + q) = −εb(k − q), which implies that

Ia,bpp (ωn, k) = −Ia,bph (ωn,−k) .

It is thus sufficient to only evaluate the particle-particle diagrams. In addition, various
particle-particle and particle-hole diagrams will cancel.

B.3.1 Bubbles involving both bands, µ2 < 0

The particle-particle bubble involving particles from bands is particularly simple if we
choose the particle in the second band to be particle a. We then find

Re
{
I2,L/R
pp (ω + i0+, k)

}
=

1

L
P
∑
q

nF (−εL/R(k − q))− nF (ε2(q))

ε2(q) + εL/R(k − q)− ω

=
1

L
P
∑
q

nF (−εL/R(k − q))
ε2(q) + εL/R(k − q)− ω (B.35)

= P 1

2π

∫ ∞
−∞

nF (−εL/R(k − q))
ε2(q) + εL/R(k − q)− ω .

As a next step, we introduce a high-energy cut-off µ2 � E0 � EF1 and shift the integra-
tion variable. For right-movers, we then find
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Re
{
I2,R
pp (ω + i0+, k)

}
= P 1

2π

∫ E0/vF1

−E0/vF1

nF (−vF1(−q))
(q+k)2

2m
− µ2 + vF1(−q)− ω

= P 1

2π

∫ 0

−E0/vF1

1
(q+k)2

2m
− µ2 − vF1q − ω

(B.36)

= P 1

2π

∫ E0/vF1

0

1
(q−k)2

2m
− µ2 + vF1q − ω

.

Similarly, we find that I2,R
pp (ω, k) = I2,L

pp (ω,−k), and thus only proceed with the right-
movers. For these, we can rewrite the integral as

Re
{
I2,R
pp

}
= P 1

2π

∫ E0/vF1

0

2m

(q − (k −mvF1))2 + k2 − (k −mvF1)2 − 2mµ2 − 2mω

(B.37)

= P 1

2π

∫ E0/vF1−(k−mvF1)

−(k−mvF1)

2m

q2 −Q2
(B.38)

with Q =
√

(k −mvF1)2 + 2mµ2 + 2mω − k2 ≈ mvF1. This can easily be integrated and
yields

Re
{
I2,R
pp

}
=

m

π2Q

[
ln

(∣∣∣∣E0/vF1 − (k −mvF1)−Q
E0/vF1 − (k −mvF1) +Q

∣∣∣∣)− ln

(∣∣∣∣−(k −mvF1)−Q
−(k −mvF1) +Q

∣∣∣∣)]
(B.39)

≈ 1

2πvF1

ln

(∣∣∣∣ E0/vF1

−k +mvF1 −Q

∣∣∣∣) ,

where we used that mω, k2 � m2v2
F1. Finally, we expand Q as

Q ≈ mvF1 +
µ2 + ω − vF1k

vF1

(B.40)

and obtain
Re
{
I2,R
pp (ω + i0+, k)

}
≈ 1

2πvF1

ln

(
E0

|µ2 + ω|

)
. (B.41)

B.3.2 Both particles in the first subband

If both particles are in the first subband, only diagrams involving one right- and one left-
mover are logarithmically divergent. To demonstrate this, we consider a particle-particle
bubble involving only right-movers, which is given by

Re
{
IR,Rpp (ω + i0+, k)

}
=

1

L
P
∑
q

nF (−εR(k − q))− nF (εR(q))

εR(q) + εR(k − q)− ω

=
1

L
P
∑
q

nF (−εR(k − q))− nF (εR(q))

vF1q + vF1(k − q)− ω (B.42)

=
1

L
P
∑
q

nF (−εR(k − q))− nF (εR(q))

vF1k − ω
,
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which is simply the integral of a constant and thus not singular. We therefore only need
to consider diagrams involving one right- and one left-mover,

Re
{
IR,Lpp (ω + i0+, k)

}
=

1

L
P
∑
q

nF (−εL(k − q))− nF (εR(q))

εR(q) + εL(k − q)− ω (B.43)

=
1

L
P
∑
q

nF (−εL(k − q))− nF (εR(q))

vF1q − vF1(k − q)− ω .

Using that nF (−εL) = nF (εR), taking the continuum limit and denoting ε = vF1q, we
obtain

Re
{
IR,Lpp (ω + i0+, k)

}
= P

∫ ∞
−∞

dε

2πvF1

nF (vF1k − ε)− nF (ε)

2ε− vF1k − ω
. (B.44)

Next, we introduce the high energy cutoff E0 � EF1 and obtain

Re
{
IR,Lpp (ω + i0+, k)

}
= P

∫ E0

vF1k

dε

2πvF1

1

2ε− vF1k − ω

− P
∫ 0

−E0

dε

2πvF1

1

2ε− vF1k − ω
. (B.45)

This can simply be integrated and yields

Re
{
IR,Lpp

}
=

1

4πvF1

[
ln

(∣∣∣∣ 2E0 − vF1k − ω
2vF1k − vF1k − ω

∣∣∣∣)− ln

(∣∣∣∣ −vF1k − ω
−2E0 − vF1k − ω

∣∣∣∣)]
≈ 1

2πvF1

ln

(
2E0√

|ω2 − v2
F1k

2|

)
, (B.46)

which is the usual logarithmic divergence of perturbative processes in a Luttinger liquid.

B.4 Solution of the RG equations in the limit of large
negative µ2

In the limit of large negative µ2, scattering processes in the first, Luttinger liquid type
band, yield logarithmically divergent diagrams. These divergencies can be summed up
by a conventional perturbative RG, and the resulting RG equations have been found in
Sec. 3.4 as

∂g1s

∂ ln b
=− g2

1s

2πvF1

, (B.47a)

∂V

∂ ln b
=− u2

t

πvF1

, (B.47b)

∂ut
∂ ln b

=− (g1c + 3g1s/4)ut
2πvF1

. (B.47c)

We will now integrate these equations. Firstly, spin the interaction within the first band,
g1s, integrates to
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g1s(b) =
g0

1s

1 + g0
1s/(2πvF1) ln (b)

, (B.48)

where g0
1s is the initial value of g1s. This interaction thus goes logarithmically to weak

coupling. It contributes initially to the flow of the pair tunneling, ut, the scaling dimension
of which however asymptotically approaches (g1c/(2πvF1). The pair tunneling thus goes
to zero as a power law with logarithmic corrections,

ut(b) = u0
t b
−g1c/(2πvF1)

[
1 +

g0
1s

2πvF1

ln (b)

]3/4

m, (B.49)

where again u0
s is the initial value. This can now be plugged into the RG equation for

the interaction in the second subband, V . Since ut goes rapidly to zero, the flow of V
is rather short. We find that it asymptotically only gets a finite renormalization, which
reads

Veff = V − (u0
t )

2

g1c

φ
(g0

1s

g1c

)
, (B.50)

where the function φ is asymptotically given by

φ(x) =
4

x
+ 4 e2/x x−3/2

√
2π
(

Erf
(√

2/x
)
− 1
)

(B.51)

and has the limits φ(0) = 1 and φ(x) ≈ 4/x for x → ∞. We finally note that we have
dropped the superscripts X0 → X for the coupling X in the main text for improved
readability.

B.5 RG at µ2 = 0

At criticality, i.e. for µ2 = 0, Balents and Fisher have derived the RG equations

∂g1c

∂ ln b
= − u2

t

4πv
, (B.52a)

∂g1s

∂ ln b
= − g2

1s

2πvF1

− u2
t

πv
, (B.52b)

∂V

∂ ln b
= εV − V 2

2πv
− u2

t

πvF1

, (B.52c)

∂uc
∂ ln b

=
u2
t

2π(vF1 + v)
, (B.52d)

∂us
∂ ln b

= − u2
s

2π(vF1 + v)
, (B.52e)

∂ut
∂ ln b

=

(
ε

2
− V

2πv
+

2uc
π(vF1 + v)

− g1c + 3
4
g1s

2πvF1

)
ut. (B.52f)

using an ε-expansion in the dispersion of the second subband, which they approximated
by ε(k) = |k|1+εv1−ε/(2m)ε. The details of this calculation and the derivation of the
RG equations can be found in Ref. [33]. The flow of Eqs. (B.52) can be divided into
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several stages. To this end, it is useful to recall that ε → 1 in the physical system, such
that terms linear in ε are to be considered as much larger than terms linear in the initial
values of the coupling constants. The very initial RG flow is thus driven by the two terms
linear in ε, which initially make the couplings V and ut grow very rapidly. The initially
important terms of the RG flow are thus given by

∂g1c

∂ ln b
= − u2

t

4πv
, (B.53a)

∂g1s

∂ ln b
= − u

2
t

πv
, (B.53b)

∂V

∂ ln b
= εV − V 2

2πv
− u2

t

πvF1

, (B.53c)

∂uc
∂ ln b

=
u2
t

2π(vF1 + v)
, (B.53d)

∂ut
∂ ln b

=

(
ε

2
− V

2πv

)
ut. (B.53e)

These equations have a non-trivial fixed point at V/(2πv) = ε, ut = 0. We can thus
conclude that after a first rapid rise, the pair tunneling coupling ut is suppressed again
and flows to weak coupling. This fixed point naturally corresponds to the impenetrable
electron gas fixed point: the interaction in the second subband is strong, while the pair
tunneling is suppressed. The initial flow thus corresponds to summing up all square-root
divergences in the perturbation theory, which indeed are the most divergent terms. Only
once the system has reached the impenetrable electron gas fixed point, the additional
terms of Eqs. (B.52) become important and yield the same secondary flow as obtained
in Sec. 3.5.

B.5.1 Intermediate stationary point

On the flow towards this fixed point, V grows more or less continuously with a scaling
dimension that is of order ε. The pair tunneling ut, on the other hand, first increases,
but then slows down rapidly, until it reaches an approximate fixed point when V is close
to V/(2πv) ≈ ε/2. Since this intermediate stationary point corresponds to the maximal
value of ut, and since it is a stationary point, we expect that the biggest part of all
renormalization due to ut stem from this intermediate RG stage b = bmax. Since at this
scale the coupling V is already much bigger than the pair tunneling, V (bmax)� ut(bmax),
we can analyze the intermediate stationary point by approximating the flow of V by

∂V

∂ ln b

∣∣∣∣
b≈bmax

= εV − V 2

2πv
, (B.54)

V (bmax) =
ε

2
, (B.55)

which yields

V (b ≈ bmax) ≈ 2πv

[
ε

2
+
ε2

4
ln(b/bmax)

]
. (B.56)
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Plugging this into the equation for the pair tunneling, we find

ut(b ≈ bmax) ≈ ut(bmax) e−ε
2/8 ln2(b/bmax) (B.57)

The maximal value of the pair-tunneling, utmax, is obtained from the approximate RG
invariant of the initial flow. Considering the coupled equations (B.52c) and (B.52f), and
keeping only the dominant first two terms in Eq. (B.52f), one finds the approximate RG
invariant I = (εV −V 2/(2πv))πvF1/u

2
t +2 lnut with ∂I/∂ ln b = 0. With V (bm)/(2πv) =

ε/2, the maximal pair tunneling is then given by the implicit formula

(
εV 0 − (V 0)2

2πv

)
πvF1

(u0
t )

2
+ 2 ln

(
u0
t

)
=

(
εV (bmax)− V (bmax)2

2πv

)
πvF1

ut(bmax)2
+ 2 ln (ut(bmax)) ,

(B.58)

where the superscript 0 indicates the initial values of the respective coupling constants.
Dropping the logarithms (which are slowly varying functions) and neglecting the V 2-term
with respect to εV � V 2, one finds

utmax ≈ u0
t

√
πvε/(2V 0) (B.59)

i.e., the pair-tunneling close to bmax is enhanced by the large factor
√
πvε/(2V 0) with

respect to its initial value.

B.5.2 Contribution of the stationary point to the total flow

The contribution of the stationary point to the initial flow can be estimated by plugging

ut(b) ≈ u0
t

√
πvε/(2V 0) e−ε

2/8 ln2(b/bmax) (B.60a)

into the approximate RG equations of g1c and g1s close to this approximate fixed point,
which read

∂g1x

∂ ln b
= −Cx

(u0
t )

2

2πv
, (B.61)

where Cc = 1/2 and Cs = 2 like in Eq. (3.52). Integrating these equations yields the
asymptotic value

geff
1x = g0

1x − Cx
√
π

4

(u0
t )

2

V 0
, (B.62)

where again g0
1x denotes the initial value of g1x. The stationary point of the RG flow

thus accounts already for a reduction of the coupling constant with a prefactor
√
π/4 as

compared to the full reduction obtained in section 3.5.

B.5.3 Full initial flow

We can also try to find an approximate solution for the full initial of the RG flow. To do
this, we realize that ut is generally much smaller than V , except for the very initial RG
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flow, which however is governed by ε. The full first stage of the RG is thus described by
the equations

∂g1x

∂ ln b
= −Cx

u2
t

2πv
, (B.63a)

∂V

∂ ln b
= εV − V 2

2πv
, (B.63b)

∂ut
∂ ln b

=

(
ε

2
− V

2πv

)
ut, (B.63c)

again using Cc = 1/2 and Cs = 2. These equations can simply be integrated. At the end
of the first stage, we exactly recover the expressions of Sec. 3.5 for the couplings in the
first band, namely

geff
1x = g0

1x − Cx
(u0

t )
2

V 0
. (B.64)

We finally note that we have dropped the superscripts X0 → X for the coupling X in
the main text for improved readability.

B.6 Analytical evaluation of the coupling strengths
The magnitude of the coupling constants follows from the microscopic model (2.1) as
the matrix elements of the interaction, calculated for the wavefunctions of the first and
second subband. The corresponding oscillator eigenfunctions are

φ1(y) =

(
mΩ

π

)1/4

e−
1
2
mΩy2

, (B.65a)

φ2(y) =
√

2mΩ

(
mΩ

π

)1/4

y e−
1
2
mΩy2

. (B.65b)

These wave functions yield

Γ1111(qy) = e−q
2
y/(2mΩ) , (B.66)

Γ2222(qy) = e−q
2
y/(2mΩ)

(
2mΩ− q2

y

2mΩ

)2

, (B.67)

Γ1221(qy) = e−q
2
y/(2mΩ)

2mΩ− q2
y

2mΩ
, (B.68)

Γ1122(qy) = e−q
2
y/(2mΩ)

q2
y

2mΩ
= Γ1212(qy) . (B.69)

While the integrals resulting from Eq. (3.5) are rather complicated, one can calculate them
analytically using some simplifications. As a first step, the exponentials in Γn1n2n3n4 may
be approximated by Heaviside step functions,

e−q
2
y/(2mΩ) = e−q

2
yx

2
0/2 ≈ θ(qyx0 + 1)− θ(qyx0 − 1) . (B.70)
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All transverse momenta thus have to be compared with the inverse oscillator length x−1
0 ,

which is of course the natural momentum scale for the transverse confinement. In the
case of a quantum wire close to the activation of the second subband, where x0 n ∼ 1
and n > 1/d, one can furthermore take the limit x0 � d. The integral then decomposes
in two parts. The very long range part, corresponding to small momenta qx < d−1, is
screened. At larger momenta, the interaction is only weakly screened, and one can set
exp

(
−2d

√
q2
x + q2

y

)
→ 0. With these approximations and to leading order, the relevant

interaction matrix elements have the form

U1111(0) =
2e2

ε
ln

(
d

x0

)
, (B.71)

U1111(2kF1) =
2e2

ε
ln

(
1 +

√
1 + (2kF1x0)2

2kF1x0

)
, (B.72)

U2222(0) =
2e2

ε
ln

(
d

x0

)
, (B.73)

U1221(0) =
2e2

ε
ln

(
d

x0

)
, (B.74)

U1221(kF1) =
2e2

ε

(
1

4
ln

(
1 +

√
1 + k2

F1x
2
0

kF1x0

) (
4 + k2

F1x
2
0

)
− 1

4

√
1 + k2

F1x
2
0

)
, (B.75)

U1122(kF1) =
2e2

ε

1

4

(√
1 + k2

F1x
2
0 + k2

F1x
2
0 ln

(
kF1x0

1 +
√

1 + k2
F1x

2
0

))
, (B.76)

where kF1 =
√

2mµ1 ∼ n. Note that, when the Wigner crystal regime is approached,
naB → 1, the dimensionless couplings ν1 Un1n2n3n4 become of order one (apart from
the logarithmic enhancement59), as expected. In the multiband quantum wire regime,
however, the interactions are small and can be treated perturbatively. Using the density
of states in the filled lower subband, ν1 = (2/π)

√
m/(2µ1), and exploiting kF1x0 ∼ 1

close to the transition, the effective interactions in the multiband quantum wire model
are

g1s, us, ut ∼
1

ν1naB
, (B.77a)

g1c, V, uc ∼
1

ν1naB
ln

d

x0

, (B.77b)

such that in particular the pair tunneling is logarithmically smaller than the intraband
interactions V and g1c.

B.7 Canonical transformation to polarons
Our starting point is the following Hamiltonian, that already describes the first band in
terms of a Luttinger liquid, but leaving the second band in a generic fermionic description.
It reads

H = H1 +H2 +H12,marg +H′12 (B.78)



196 APPENDIX B. QUANTUM PHASE TRANSITIONS IN QUANTUM WIRES

with

H1 =
1

2π

∫
dx

(
u(1)
ρ K(1)

ρ (∂xθ
(1)
ρ (x))2 +

u
(1)
ρ

K
(1)
ρ

(∂xφ
(1)
ρ (x))2

)

+
1

2π

∫
dx

(
u(1)
σ K(1)

σ (∂xθ
(1)
σ (x))2 +

u
(1)
σ

K
(1)
σ

(∂xφ
(1)
σ (x))2

)
(B.79)

+
g1⊥(1)

(2πα1)2

∫
dx
(
F †1L↑F

†
1R↓F1L↓F1R↑e

−i
√

8φ
(1)
σ + h.c.

)
,

H2 =
∑
s=↑,↓

∫
dxΨ†2s(x)

(
− 1

2m2

∂2
x −

kF2

2m2

)
Ψ2s(x) (B.80)

+
∑

s1,s2,s3,s4

1

2

∫
dx

∫
dx′ Vs1,s2,s3,s4(x− x′)Ψ†2s1(x)Ψ†2s2(x′)Ψ2s3(x′)Ψ2s4(x) ,

H12,marg = uc

∫
dx (−

√
2

π
)
(
∂xφ

(1)
ρ

)
(ρ2↑ + ρ2↓)−

us
2

∫
dx (−

√
2

π
)
(
∂xφ

(1)
σ

)
(ρ2↑ − ρ2↓)

(B.81)

and

H′12 = −us
2

∫
dx
((
F †R1↑FR1↓e

i
√

2(φ
(1)
σ −θ

(1)
σ ) + F †L1↑FL1↓e

−i
√

2(φ
(1)
σ +θ

(1)
σ )
)

Ψ†2↓Ψ2↑ + h.c.
)

(B.82)
+H12t .

In these equations, H12,marg are the RG marginal interactions responsible for the unphys-
ical divergence in a straightforward bosonization (i.e. without transforming to polaronic
degrees of freedom), while H12t still describes pair tunneling between the two bands. The
commutation relations for the bosonic fields are taken to be[

φ(1)
µ (x), θ(1)

ν (x′)
]

= iπ δµν θ(x
′ − x) , (B.83)

with µ,ν ∈ {σ, ρ}. As this implies[
φ(1)
µ (∞), θ(1)

ν (x′)
]

= 0 , (B.84)

we will furthermore assign the value

φ(1)
µ (∞) = 0 (B.85)

to the φ-fields at +∞. As a technical side remark, note that one may also specify the
equal point commutator a bit more. Using the commutation relation between the original
chiral fermionic operators in the first band,

{ΨL1s(x),ΨR1s(x)} = 0 with s =↑, ↓ , (B.86)

one can show that also the bosonic equal point commutator reads[
φ(1)
µ (x), θ(1)

ν (x)
]

= iπ δµνm with m ∈ Z . (B.87)
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We will now get rid of the marginal interactions by transforming the fields to polaronic
excitations. In order to do so, we rewrite

H = (H1 +H12,marg) +H2 +H′12

=
1

2π

∫
dx

u(1)
ρ K(1)

ρ (∂xθ
(1)
ρ (x))2 +

u
(1)
ρ

K
(1)
ρ

[
∂xφ

(1)
ρ (x) +

K
(1)
ρ

u
(1)
ρ

(−
√

2)uc(ρ2↑ + ρ2↓)

]2


+
1

2π

∫
dx

u(1)
σ K(1)

σ (∂xθ
(1)
σ (x))2 +

u
(1)
σ

K
(1)
σ

[
∂xφ

(1)
σ (x)− K

(1)
σ

u
(1)
σ

(−
√

2)
us
4

(ρ2↑ − ρ2↓)

]2


+
g1⊥(1)

(2πα1)2

∫
dx
(
F †1L↑F

†
1R↓F1L↓F1R↑e

−i
√

8φ
(1)
σ + h.c.

)
(B.88)

− 1

2π

∫
dx

Kρ(1)

uρ(1)

2uc
2 (ρ2↑ + ρ2↓)

2 +
1

2π

∫
dx

Kσ(1)

uσ(1)

2
(us

4

)2

(ρ2↑ − ρ2↓)
2

+H2 +H′12

The transformation for the fields in the first band is now rather obvious and reads:

φ(1)
ρ

′
(x) = φ(1)

ρ +
√

2
K

(1)
ρ )

u
(1)
ρ

uc

∫ ∞
x

dx′ (ρ2↑(x
′) + ρ2↓(x

′)) , (B.89)

θ(1)
ρ

′
(x) = θ(1)

ρ (x) , (B.90)

φ(1)
σ

′
(x) = φ(1)

σ (x)−
√

2
K

(1)
σ )

u
(1)
σ

us
4

∫ ∞
x

dx′ (ρ2↑(x
′)− ρ2↓(x

′)) , (B.91)

θ(1)
σ

′
(x) = θ(1)

σ (x) . (B.92)

In order to conserve also the commutation relations with the operators in the second
band, these have to transform according to

c′2↑(x) = ei
1
π

(γρθρ(x)+γσθσ(x))c2↑(x) , (B.93)

c′2↓(x) = ei
1
π

(γρθρ(x)−γσθσ(x))c2↓(x) , (B.94)

with

γρ = −
√

2
K

(1)
ρ

u
(1)
ρ

uc and γσ =
√

2
K

(1)
σ

u
(1)
σ

us
4

. (B.95)

Plugging these transformations into the Hamiltonian removes the RG marginal interac-
tions and generates a residual interaction (see Eq. (B.100)). This interaction contains
quadratic terms, which can be diagonalized by a simple rotation, and higher order terms,
which are irrelevant in the RG sense.

B.8 Second bosonization and final form of the Hamil-
tonian

After having switched to the physically relevant degrees of freedom, we may now proceed
to the bosonization of the second subband, now containing polarons. This is done in
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complete analogy to the first band’s bosonization, leading to e.g. the same commutation
relations. For the sake of readability, we drop all primes on the transformed fields.
Focusing on the most important interaction terms coupling right- and left-movers (and
dropping for instance terms that couple left-movers to left-movers), the Hamiltonian
reads:

H = H0 +Hint,1 +Hint,2 + H̃int,res +Hint,12 (B.96)

with

H0 =
1

2π

∫
dx

(
u(1)
ρ K(1)

ρ (∂xθ
(1)
ρ (x))2 +

u
(1)
ρ

K
(1)
ρ

(∂xφ
(1)
ρ (x))2

)

+
1

2π

∫
dx

(
u(1)
σ K(1)

σ (∂xθ
(1)
σ (x))2 +

u
(1)
σ

K
(1)
σ

(∂xφ
(1)
σ (x))2

)
(B.97)

+
1

2π

∫
dx

(
u(2)
ρ K(2)

ρ (∂xθ
(2)
ρ (x))2 +

u
(2)
ρ

K
(2)
ρ

(∂xφ
(2)
ρ (x))2

)

+
1

2π

∫
dx

(
u(2)
σ K(2)

σ (∂xθ
(2)
σ (x))2 +

u
(2)
σ

K
(2)
σ

(∂xφ
(2)
σ (x))2

)
,

Hint,1 =
g1⊥(1)

(2πα1)2

∫
dx

(
F †1L↑F

†
1R↓F1L↓F1R↑e

−i
√

8(φ
(1)
σ −

K
(1)
σ

u
(1)
σ

2J
4π
φ

(2)
σ )

+ h.c.

)
, (B.98)

Hint,2 =
g2⊥(1)

(2πα2)2

∫
dx
(
F †2L↑F

†
2R↓F2L↓F2R↑e

−i
√

8φ
(2)
σ + h.c.

)
, (B.99)

H̃int,res =
1

2π

∫
dx

(
−
√

2

m2

[(γρ
π
∂xθ

(1)
ρ

)2

+
(γσ
π
∂xθ

(1)
σ

)2
] (
∂xφ

(2)
ρ

)
−
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2
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2
(γρ
π
∂xθ

(1)
ρ

)(γσ
π
∂xθ

(1)
σ

) (
∂xφ
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σ

))

+
1

2π

∫
dx

(
−2

√
2

π
γρ u

(2)
ρ K(2)

ρ

(
∂xθ

(1)
ρ

) (
∂xθ

(2)
ρ

)
− 2

√
2

π
γσ u

(2)
σ K(2)

σ

(
∂xθ

(1)
σ

) (
∂xθ

(2)
σ

))
,

(B.100)
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where m2 is the mass in the second band, and finally

Hint,12 =
gt‖

(2π)2α1α2

∫ {
dxF †1R↑F

†
1L↑F2L↑F2R↑ e

−i
√

2
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(1)
ρ
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ρ
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]
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ρ +
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]
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†
1L↓F2L↓F2R↓ e

−i
√

2
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ρ

2U12
π

]
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]
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)

+ h.c.

}
(B.101)

+
gt⊥(2)

(2π)2α1α2

∫ {
dxF †1R↑F

†
1L↓F2L↓F2R↑ e

i
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[
1+
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√
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}

+
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}
.

Thereby, gt‖ is the coupling constant for pair tunneling of electrons with parallel spin,
gt⊥(2) describes pair tunneling of electrons with opposite spin without spin flip (i.e. for-
ward scattering tunneling), and gt⊥(1) describes pair tunneling with spin flip (backward
scattering tunneling). In the limit of EF2 → 0, these coupling constants can be expressed
in terms of the pair tunneling ut used in chapter as

gt‖ → 0 , (B.102)
gt⊥(1), gt⊥(2) → ut . (B.103)

We recall that there, the tunneling of a pair of equal spin was suppressed by powers of
kF2, a consequence of the Pauli principle forbidding a truly local pair tunneling since a
distinction between right- and left-movers was impossible in the upper band for kF2 → 0.
This of course different for finite µ2. In addition, spin rotation invariance implies that
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gt‖ = gt⊥(2) − gt⊥(2) , (B.104)

similarly to Eq. (4.20). Finally, we find that the pair tunneling terms break spin-charge
separation because they transfer both the charge and the spin of an electron from one of
the subbands to the other subband. Furthermore, the interband spin-flip coupling, us has
been renamed into u⊥s for later convenience. Indeed, the coupling us shows up not only as
the prefactor of a cosine-term in Eq. (B.101), but also in the Luttinger parameters. When
we will derive the renormalization group equations, the coupling u⊥s will flow explicitly.
The coupling us, on the contrary, has no explicit flow. It is rather the entire Luttinger
parameter that flows, and the flow of the latter contains all flows of all couplings constants
included into the Luttinger parameter. It is thus necessary to distinguish between u⊥s
and us. The Luttinger parameters and velocities are defined as

K(1)
ρ =

√√√√πvF1 − g1‖+g1⊥(2)

2

πvF1 +
g1‖+g1⊥(2)

2

, K(1)
σ =

√√√√πvF1 − g1‖−g1⊥(2)

2

πvF1 +
g1‖−g1⊥(2)

2

, (B.105)

K(2)
ρ =

√√√√√πvF2 −
geff
2‖ +geff

2⊥(2)

2

πvF2 +
geff
2‖ +geff

2⊥(2)

2

, K(2)
σ =

√√√√√πvF2 −
geff
2‖ −g

eff
2⊥(2)

2

πvF2 +
geff
2‖ −g

eff
2⊥(2)

2

, (B.106)

u(1)
ρ = vF1

√
1− (

g1‖ + g1⊥(2)

2πvF1

)2 , u(1)
σ = vF1

√
1− (

g1‖ − g1⊥(2)

2πvF1

)2 , (B.107)

u(2)
ρ = vF2

√
1− (

geff2‖ + geff2⊥(2)

2πvF2

)2 , u(2)
σ = vF2

√
1− (

geff2‖ − g
eff
2⊥(2)

2πvF2

)2 , (B.108)

with

geff2‖ = g2‖ − 4

(
K

(1)
ρ

uρ(1)

uc
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K
(1)
σ

uσ(1)

(us
4

)2
)

, (B.109)

geff2⊥(2) = g2‖ − 4

(
K

(1)
ρ

uρ(1)

uc
2 − K

(1)
σ

uσ(1)

(us
4

)2
)

. (B.110)

B.8.1 Diagonalization of the remaining quadratic Hamiltonian

We now diagonalize the quadratic part of the Hamiltonian by a rotation and thereby
absorb the quadratic terms in H̃int,res into the velocities and Luttinger parameters. To
this end, we introduce new fields defined by
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φ+
µ =

√
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µ
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µ
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 , (B.111)
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 , (B.112)
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 , (B.113)
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 , (B.114)

with µ = ρ, σ. The rotations are parametrized by
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√
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(B.117)

the new velocities are given by

u±ρ =
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, (B.119)

and the new Luttinger parameters are taken to have a bare value of 1,

K+
ρ = K−ρ = K+

σ = K−σ = 1 . (B.120)

The Hamiltonian now reads
H = H0 +Hint (B.121)
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with

H0 =
1
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(B.122)

+
1

2π

∫
dx
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u−ρK

−
ρ (∂xθ

−
ρ (x))2 +

u−ρ
K−ρ

(∂xφ
−
ρ (x))2

)
+

1
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∫
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(
u−σK

−
σ (∂xθ

−
σ (x))2 +

u−σ
K−σ

(∂xφ
−
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)
,

while the interaction is given by

Hint = Hres +Hint,1 +Hint,2 +Hint,12 , (B.123)

where Hres is the cubic part of H̃int,res in equation (B.100), and the other interactions
are defined like in equations (B.98), (B.99) and (B.101). For the sake of readability, we
don’t give the explicit expressions of the interactions in terms of the new fields here.

B.8.2 Comment on the singularity encountered without pola-
ronic degrees of freedom

Before proceeding to the diagonalization of the of the Hamiltonian, we note that the
canonical transformation yielded a quadratic current-current interaction and a term cubic
in the fields. Still, we’ve managed to qualitatively improve the situation. The quadratic
interaction is now smaller by a factor u(2)

ρ (u(2)
σ ) than the initial one. Especially, one

can show that this avoids the unphysical singularity we encountered before. Without the
transformation to polaronic degrees of freedom, the singularity could not be avoided upon
approaching the Lifshitz transition from above as the spin and charge velocities have to
be smaller than some critical values eventually, see Sec. 4.2.3. After the transformation
to polaronic degrees of freedom and diagonalization of the Hamiltonian, the singularity
would be encountered for new critical velocities given by

ucσ,2
′ =

u3
σ,1

Kσ,1Kσ,2 (us/(2π))2 (B.124)

ucρ,2
′ =

u3
ρ,1

Kρ,1Kρ,2 (2uc/π)2 . (B.125)

As these velocities are much larger than uρ,1, uσ,1, the singularity is avoided as advertised.
It is interesting to note that this singularity is reminiscent of the so-called Wentzel-

Bardeen singularity encountered in one-dimensional electronic systems coupled to low
momentum phonons, see for instance Refs. [182–184]). It has initially been investigated
by Wentzel and Bardeen when they studied conventional superconductivity. There, the
singularity marked a superconducting instability of the electronic degrees of freedom. It
occurred when the coupling between the electrons and phonons exceeded a critical value
essentially equivalent to Eqs. (4.44).



B.9. DERIVATION OF THE RG EQUATIONS 203

B.9 Derivation of the RG equations
The renormalization group (RG) equations for the coupling constants are derived follow-
ing Ref. [22] by analyzing the renormalization of the free energy upon integrating out
high energy shells. To this end, we divide the action into the quadratic part S0 and the
interactions,

S = S0 + Sint . (B.126)

The free energy is defined as

F = −T ln (Z) with Z =

∫
dΦdθe−S , (B.127)

where T is the temperature of the system. The partition function is expanded perturba-
tively as

Z =

∫
dΦ dθ e−S (B.128)

≈
∫
dΦ dθ e−S0 (1− Sint +

1

2
S2
int) . (B.129)

The easiest way to derive the leading RG equations for the coupling constants is now to
integrate out high energy shells and to identify the renormalizations of the action. The
leading renormalization of the coupling constants can be found from the linear term in
the perturbative expansion. Denoting the bare partition function by Z0 =

∫
dΦ dθ e−S0

and introducing

〈 (·) 〉0 =

∫
dΦ dθ e−S0 (·) , (B.130)

we have

Z

Z0

≈ 1− 1

Z0

∫ ∫
dΦ dθ e−S0〈Sint〉0 . (B.131)

The averages of the interaction terms can easily be calculated. For a general term, one
finds

〈exp
(
i
∑
j

[Ajφj(x) +Bθj(x)]

)
〉0 = (B.132)

exp

− 1

2βL

∑
~q

∑
j

(Bj(−~q), Aj(−~q))Mj(~q) (Bj(~q), Aj(~q))
T


with β = T−1 and L being the length of the system and j comprises (+,−) and (σ, ρ),
and ~q = (q, ωn). The propagator matrix is defined via its inverse

M−1
j (~q) =

(
q2ujKj

π
ikωn
π

iqωn
π

k2uj
Kjπ

.

)
(B.133)
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The next step is to introduce a circular high energy cutoff in momentum-frequency space
and to integrate out high energy shells. Being linear in momentum and frequency, the off-
diagonal terms in the above matrices vanish, and only diagonal terms are left. The latter
only depend on the radius in the momentum-frequency plane, and the integrals over some
small high energy shell can easily be evaluated. One is then left with a theory defined on
smaller momentum scales. The final step is a rescaling of energy and momentum in order
to obtain a theory with the initial form and cut-offs. As momentum and energy are the
Fourier transforms of space and time, the rescaling has to be performed simultaneously
for inverse and real space (a peculiarity of this calculation where real space and Fourier
space appear at the same time). This yields a new effective coupling constant which
depends on the reduction of the momentum cutoff, and its logarithmic derivative finally
yields the RG equations.

B.10 Complete 1st order RG equations

The first order RG equations can now readily be calculated. We do not present interme-
diate steps of the calculation here which are far too lengthy to be of great use here, but
the results follow straight-forwardly from the recipe in appendix B.9.

dg1⊥(1)

d ln b
= g1⊥(1)

2− 2
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(B.134a)

+

√u−σK
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d ln b
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(B.134b)
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dgt‖
d ln b

= gt‖
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du⊥s
d ln b

= u⊥s
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B.11 Limiting cases
We now compare the full RG equations given in appendix B.10 to the corresponding equa-
tions of the fermionic analysis in Ref. [30]. Since these do not treat the density-density
interactions exactly and do not work with polaronic degrees of freedom, the fermionic RG
equations are much simpler, and in particular only contain terms up to second order in
the interactions. We thus expand our RG equations (including the Luttinger parameters
and effective velocities) up to second order in the coupling strengths. However, we note
that our RG equations can not fully reproduce the results of Ref. [30], simply because we
did not do a full second order calculation. For a given coupling gi, we can thus only find
terms of the form

dgi
dl
∼ gi gj, (B.135)

where gj denotes any coupling. Terms of the form

dgi
dl
∼ gj gk , j, k 6= i (B.136)

however result from higher orders in perturbation theory when the Hamiltonian is bosonized,
and are thus not obtained here. As a final remark, we introduce the parameter

β =
vF2

vF1

� 1 (B.137)

which will be used to extract the most relevant terms of the RG equations.

B.11.1 Pair tunneling of parallel spins: gt‖
The RG equation for gt‖ yields, upon expanding,

dgt‖
d ln b

≈ − 1

2πvF1

(
g1‖ +

1

β
g2‖

)
gt‖ +

2/(πvF1)

1 + β
(uc −

1

4
us)gt‖ . (B.138)

Varma and Zawadowksi’s calculation30 lead to
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dgt‖
d ln b

= − 1

2πvF1
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4
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1

1 + β
u⊥s gt⊥(1) .

(B.139)
Up to the last terms, which are not proportional to gt‖, we exactly reproduce the result
of Varma and Zawadowski.

B.11.2 Pair tunneling of opposite spins without spin flip: gt⊥(2)

The RG equation for gt⊥(2) yields

dgt⊥(2)

d ln b
≈ − 1

2πvF1

(
g1⊥(2) +

1

β
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)
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1

4
us)gt⊥(2) . (B.140)

Varma and Zawadowksi’s calculation yields

dgt⊥(2)

d ln b
= − 1

2πvF1

(
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1

β
g2⊥(2)

)
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)
gt⊥(1) (B.141)

+
2/(πvF1)

1 + β
(uc +

1

4
us)gt⊥(2) .

Again, we reproduce the result as far as we can expect.

B.11.3 Pair tunneling of opposite spins without spin flip: gt⊥(1)

Expanding our RG equations, we find

dgt⊥(1)

d ln b
≈ − 1
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(
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Varma and Zawadowksi’s result was
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. (B.143)

Hence, we have again consistent results.

B.11.4 The spin exchange interaction with spin flip: u⊥s
We find that u⊥s flows according to

du⊥s
d ln b

≈ −1/(πvF1)

1 + β
u⊥s

2 . (B.144)

This is once more in agreement with Varma and Zawadowksi’s result, that reads:

du⊥s
d ln b

= −1/(πvF1)

1 + β
u⊥s

2 . (B.145)
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B.11.5 Intraband coupling with spin flip in the first band: g1⊥(1)

Here, the RG equations simplifies to

dg1⊥(1)

d ln b
≈ − 1

πvF1

g1⊥(1)

(
g1⊥(2) − g1‖

)
, (B.146)

again in agreement with the Varma/Zawadowksi result given by

dg1⊥(1)

d ln b
= − 1

πvF1

g1⊥(1)

(
g1⊥(2) − g1‖

)
− 1

πvF1

1

β
gt⊥(2)gt⊥(1) . (B.147)

B.11.6 Intraband coupling with spin flip in the second band:
g2⊥(1)

We can obviously play the same game in the second band and find:

dg2⊥(1)

d ln b
≈ − 1

πvF1

1

β
g2⊥(1)

(
g2⊥(2) − g2‖

)
. (B.148)

This agrees again with Varma/Zawadowksi, who found

dg2⊥(1)

d ln b
= − 1

πvF1

1

β
g2⊥(1)

(
g2⊥(2) − g2‖

)
− 1

πvF1

gt⊥(2)gt⊥(1) . (B.149)

B.12 Solution of the leading order RG equations

Our results for the full RG equations to first order perturbation, see appendix B.10, are
in perfect agreement with the results of Varma and Zawadowksi, see Ref. [30]. In order
to make contact to our calculations in chapter 2, we want to analyze the leading terms
in the RG equations small fillings in the second subband, vF2 � vF1 . In this limit, the
leading terms in the RG analysis are enhanced by a factor of vF1/vF2 with respect to all
other terms. Using the identifications (see Eq. (4.18))

gn⊥(1) = gns/2 , (B.150)
gn⊥(2) = gnc + gns/4 , (B.151)

and the fact that spin-rotation invariance implies gt‖ = gt⊥(2) − gt⊥(2) (which also
remains true under RG), see Eq. (B.104), we can extract the leading order RG terms from
appendix B.11. We stress that we use the equations derived by Varma and Zawadowski
in Ref. [30] rather than the bosonized equations, since the latter has to miss some terms
of the full second order perturbation theory in fermionic language, see appendix B.11. In
the limit vF2 � vF1 , we find
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dg1s

d ln b
= − 2

πvF2

gt⊥(2) gt⊥(1) , (B.152a)

dg2s

d ln b
= − 1

2πvF2

g2
2s , (B.152b)

dgt⊥(1)

d ln b
= − 1

2πvF2

(g2c +
1

4
g2s)gt⊥(1) −

1

4πvF2

g2sgt⊥(2) , (B.152c)

dgt⊥(2)

d ln b
= − 1

2πvF2

(g2c +
1

4
g2s)gt⊥(2) −

1

4πvF2

g2sgt⊥(1) . (B.152d)

The perturbative treatment is controlled as long as all the terms on the right hand
side of Eqs. (B.152) are smaller than the coupling constants they renormalize. For the
parameters of our model, Eqs. (3.30), the largest term is ∼ g2

2s/vF2 in Eq. (B.152b). Thus,
we obtain the condition g2s/vF2 � 1 or, equivalently, µ2 � Ep with the strong-coupling
energy scale Ep = mV 2 of Eq. (3.22), which precisely coincides with the definition of the
regime we are analyzing. We thus proceed to the solution of the RG equations (B.152).
Since these are very similar to the equations in appendix B.4, the solution is also very
similar. It turns is convenient to first define new tunneling couplings

gt+ =
gt⊥(1) + gt⊥(2)

2
and gt− =

gt⊥(1) − gt⊥(2)

2
, (B.153)

which obey the RG equations

dgt+
d ln b

= − 1

2πvF2

(g2c +
3

4
g2s)gt+ , (B.154a)

dgt−
d ln b

= − 1

2πvF2

(g2c −
1

4
g2s)gt− . (B.154b)

These RG equations can now simply be integrated. The flow if g2s is totally decoupled,
and yields

g2s(b) =
g0

2s

1 + g0
2s/(2πvF2) ln(b)

, (B.155)

where g0
2s is the initial value of the coupling g2s, such that the spin coupling in the

second subband flows to weak coupling. Consequently, the flow of the tunnel couplings
is essentially governed by the constant g2c, and thus goes to weak coupling as a power
law (with logarithmic corrections),

gt+(b) = b−g2c/(2πvF2
) g0

t+

[
1 + g0

2s/(2πvF2) ln(b)
]−3/4 , (B.156)

gt−(b) = b−g2c/(2πvF2
) g0

t−
[
1 + g0

2s/(2πvF2) ln(b)
]1/4 . (B.157)

We note that close to the limit µ2 → 0, where gt⊥(1) = gt⊥(2) = ut we have g0
t+ ≈ ut, while

g0
t− ≈ 0. The flow of g1s, governed by the equation

dg1s

d ln b
= − 2

πvF2

(
g2
t+ − g2

t−
)

(B.158)



210 APPENDIX B. QUANTUM PHASE TRANSITIONS IN QUANTUM WIRES

is thus short and only renormalizes the starting value of the coupling. For µ2 > Ep, where
g0

2c = V/2 and g0
2s = 2V , we can for simplicity drop the logarithmic corrections due to

g2s in the flow of g1s. Going back top the original notation of the tunnel couplings, we
obtain

g1s(b) ≈ g0
1s − 2

g0
t⊥(1)g

0
t⊥(2)

g2c

[
1− b−g2c/(πvF2

)
]
, (B.159)

which asymptotically leads to

geff
1s ≈ g0

1s − 2
g0
t⊥(1)g

0
t⊥(2)

g2c

. (B.160)

We finally again note that we have dropped the superscripts X0 → X for the coupling
X in the main text for improved readability.



Appendix C

Quantum phase transitions with
multiple dynamics

C.1 Evaluation of the one-loop diagrams

In this appendix, we want to give the general results for the one-loop corrections to the
mass an interaction. Starting point is the following action

S =

∫
ddx

∫
dτ Ψ(~x, τ)

g−1

2
Ψ(~x, τ)+u

∫
ddx

∫
dτ Ψ(~x, τ)Ψ(~x, τ)Ψ(~x, τ)Ψ(~x, τ) , (C.1)

where the bare propagator reads, as a function of momentum k and imaginary time ωn,

g(ωn, ~k)−1 = r + k1/ν0 +
|ωn|y
kyz−1/ν0

. (C.2)

This general action defines a bosonic mode Ψ characterized by a dynamical exponent z
and a bare correlation length exponent ν0. It lives in d spatial dimensions and is assumed
to be rotationally symmetric (it thus only depends on k = |~k|). The exponent y is for
now left undefined. The one-loop corrections to the mass and interaction are depicted in
Fig. C.1, and we shall now calculate the corresponding diagrams at finite temperature T .

(a) Correction to
the mass r.

(b) Correction to the in-
teraction u.

Figure C.1: One-loop corrections to the mass r and the interaction u.

211



212APPENDIX C. QUANTUM PHASE TRANSITIONS WITH MULTIPLE DYNAMICS

C.1.1 Mass correction

The one-loop mass correction is depicted in Fig. C.1a. It is most conveniently calculated
in the imaginary time formalism, where the action (C.1) reads

S =
∑
~k,ωn

Ψ(−~k,−ωn)
g(~k, ωn)−1

2
Ψ(~k, ωn) (C.3)

+
u

βV

∑
{ωni}

∑
{~ki}

Ψ(~k1, ωn1)Ψ(~k2, ωn2)Ψ(~k3, ωn3)Ψ(~k4, ωn4) δωn1+ωn2+ωn3+ωn4,0 δ~k1+~k2+~k3+~k4,0
,

(C.4)

where the inverse propagator is given in Eq. (C.2). β = 1/T denotes the inverse temper-
ature, and V is the d-dimensional volume. The correction to the mass term can now be
found by a standard perturbative expansion of the action. Collecting all combinatorial
factors, we find

δr = 2

(
4
2

)
u

βV

∑
ωn,~k

〈Ψ(−~k,−ωn)Ψ(~k, ωn)〉 (C.5)

= 12
u

βV

∑
ωn,~k

1

r + k1/ν0 + |ωn|y
kyz−1/ν0

.

C.1.2 Analysis at zero temperature

At zero temperature, the spacing of the Matsubara modes goes to zero, and we can
exchange the sums for integrations. This yields

δr = 12
u

(2π)d+1

∫ ∞
0

dk kd−1

∫
dΩd

∫ ∞
−∞

dω
1

r + k1/ν0 + |ω|y
kyz−1/ν0

,

where dΩd is the differential of the d-dimensional solid angle Ωd. We thus find

δr =
24 Ωd

(2π)d+1
u

∫ ∞
0

dk

∫ ∞
0

dω
kd−1

r + k1/ν0 + ωy

kyz−1/ν0

,

Next, we introduce some high energy cutoffs Λ for the momenta and Γ for the frequencies,
which relate as Γ ∼ Λz. This regularizes the integral in Eq. (C.6) at high energies. Since
we are furthermore interested in the physics close to the quantum critical point, where
r → 0, we can furthermore expand the above integral to first order in r. This yields

δr ≈ δr(0) + δr(1) , (C.6)

δr(0) =
24 Ωd

(2π)d+1
u

∫ Λ

0

dk

∫ Γ

0

dω
kd−1

k1/ν0 + ωy

kyz−1/ν0

(C.7)

δr(1) =
24 Ωd

(2π)d+1
u

∫ Λ

0

dk

∫ Γ

0

dω
(−r) kd−1(

k1/ν0 + ωy

kyz−1/ν0

)2 .
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The term δr(0) scales as kd+z−1/ν0 . Assuming that

d+ z − 1

ν0

> 0 , (C.8)

which is surely a realistic assumption for the models we are dealing with, this term
leads to a non-divergent correction that can be absorbed into a redefinition of the initial
r → reff = r + δr(0). Alternatively, one could also retain the term δr(0) along with δr(1)

in an RG analysis. Since the latter however grows as r, while the prior does not, δr(0) is
indeed only important in the very first RG stages. In conclusion, the quantum critical
point corresponds to reff = r + δr(0) = 0, such that the correction δr(1) is small but
non-zero, and definitely much larger that reff .

Term δr(0): non-singular high-energy correction

To be explicit, we find that δr(0) can be evaluated as follows:

δr(0) =
24 Ωd

(2π)d+1
u

∫ Λ

0

dk

∫ Γ

0

dω
kd−1

k1/ν0 + ωy

kyz−1/ν0

(C.9)

=
24 Ωd

(2π)d+1
u

∫ Λ

0

dk

∫ Γ

0

dω
kd+yz−1/ν0−1

kyz + ωy
. (C.10)

Now performing the redefinition

k → q1 and ω → q2
z , (C.11)

we can write this integral as

δr(0) =
24 Ωd

(2π)d+1
u

∫ Λ

0

dq1

∫ Λ

0

dq2
q
d+yz−1/ν0−1
1 qz−1

2

q2
zy + q2

zy
. (C.12)

We can now go to spherical coordinates by replacing q1 → q cos(φ) and q2 → q sin(φ) and
obtain

δr(0) =
24 Ωd

(2π)d+1
u

∫ Λ

0

dq

∫ π/2

0

dφ
qd+yz−1/ν0 cosd+yz−1/ν0−1(φ) qz−1 sinz−1(φ)

qyz (cosyz(φ) + sinyz(φ))
(C.13)

(note that we replace the rectangular integration boundaries by a quarter circle, which
does however not affect the low energy physics). This yields

δr(0) =
24 Ωd

(2π)d+1
Au

∫ Λ

0

dq qd+z−1/ν0−1 , (C.14)

where the integration over the angular part yields some constant number of order one,

A =

∫ π/2

0

dφ
cosd+yz−1/ν0−1(φ) sinz−1(φ)

cosy(φ) + siny(φ)
(C.15)

Note that cosyz(φ) + sinyz(φ) can never vanish. In addition, the exponent of the cosine
fulfills d+ yz− 1/ν0− 1 > (y− 1)z− 1 > −1 (since d+ z− 1/ν0 > 0 by assumption, and
y ≥ 1 for the models that we will consider), such that it is non-singular. We furthermore
assume z > 1, which also renders the sine-term well-defined. In conclusion, the correction
δr(0) yields some non-divergent correction, as promised. It does thus only affect the high-
energy behavior, but not the universal low-energy physics (compare also Sec. 5.1.1).
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Term δr(1): leading low energy divergence

The term δr(1) scales as kd+z−2/ν0 . Importantly, this scaling dimension d+z−2/ν0 is also
the engineering dimension of the interaction u (as follows from a simple power counting
for the action (C.1)), and therefore corresponds to the upper critical dimension of the
system. If the system is above its upper critical dimension, fluctuations are anyways not
important, while they are for systems below the upper critical dimension. The term δr(1)

therefore constitutes the leading divergence. It is given by

δr(1) =
24 Ωd

(2π)d+1
u

∫ Λ

0

dk

∫ Γ

0

dω
(−r) kd−1(

k1/ν0 + ωy

kyz−1/ν0

)2 , (C.16)

and best analyzed by a renormalization group (RG) approach. The RG step corresponds
to integrating out a high-energy, high-momentum shell, and renormalizing momenta as
k → b k and frequencies as ω → bz ω. We choose a rectangular cutoff scheme, which
yields the high-energy, high-momentum shell as

∆ δr(1) =
24 Ωd

(2π)d+1
u

[∫ Λ

Λ/b

dk

∫ Γ

0

dω
(−r) kd−1(

k1/ν0 + ωy

kyz−1/ν0

)2 +

∫ Λ

0

dk

∫ Γ

Γ/bz
dω

(−r) kd−1(
k1/ν0 + ωy

kyz−1/ν0

)2

]
.

(C.17)

The interaction contribution of the RG equation for the flowing r(b) is now obtained by
differentiation of (C.17) with respect to ln(b) at b = 1, and reads

∂r(b)

∂ ln(b)
=
∂∆ δr(1)

∂ ln(b)

∣∣∣∣
b=1

(C.18)

=
24 Ωd

(2π)d+1
u

[
Λ

∫ Γ

0

dω
(−r) Λd−1(

Λ1/ν0 + ωy

Λyz−1/ν0

)2 + z Γ

∫ Λ

0

dk
(−r) kd−1(

k1/ν0 + Γy

kyz−1/ν0

)2

]
(C.19)

=
24 Ωd

(2π)d+1
u

[∫ Γ

0

dω
(−r) Λd+2yz−2/ν0

(Λyz + ωy)2 + z Γ

∫ Λ

0

dk
(−r) kd+2yz−2/ν0−1

(kyz + Γy)2

]
. (C.20)

Note that this term is not the full RG equation, since the effect of thermal fluctuations
as well as the engineering dimensions have to be added in the end. This equation can
be brought to a more convenient form by defining ω = kz in the second term, and using
Γ = Λz, which yields

∂r(b)

∂ ln(b)
=

24 Ωd

(2π)d+1
u

[∫ Γ

0

dω
(−r) Γ(d+2yz−2/ν0)/z

(Γy + ωy)2 + Γ

∫ Γ

0

dω
(−r)ω(d+2yz−2/ν0−z)/z

(ωy + Γy)2

]
.

(C.21)

Next, it is useful to go to dimensionless variables ω̃ = ω/Γ, which leads to

∂r(b)

∂ ln(b)
=

24 Ωd

(2π)d+1
u (−r) Γ(d+z−2/ν0)/z

∫ 1

0

dω̃
1 + ω̃(d+2yz−2/ν0−z)/z

(1 + ω̃y)2
. (C.22)
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We can thus write the final RG equation as

∂r(b)

∂ ln(b)
= −Kd,z,y,ν0 Λd+z−2/ν0 u(b) r(b) , (C.23)

where

Kd,z,y,ν0 =
24 Ωd

(2π)d+1

∫ 1

0

dω̃
1 + ω̃(d+2yz−2/ν0−z)/z

(1 + ω̃y)2
(C.24)

is some constant number (with Ωd being the d-dimensional solid angle). We finally note
that for our purposes, the combination (d+ 2z − 2ν0 − z)/z > −1, see below.

C.1.3 Analysis at finite temperature, case y = 1

At finite temperature, thermal fluctuations will contribute an additional renormalization
of the mass r. We specialize to the case y = 1, which turns out to be the relevant one
for our discussion. This additional contribution can be obtained by writing the full finite
temperature renormalization as the zero temperature one plus “something”, where the
“something” then naturally corresponds to the effects of finite temperature,

δr|T = δr|T=0 + [δr|T − δr|T=0] . (C.25)

We can thus represent the effect of thermal fluctuations as an additional contribution to
the RG equations, and obtain it as

δr|T−δr|T=0 = 12
u

βV

∑
ωn,~k

1

r + k1/ν0 + |ωn|
kyz−1/ν0


T

−

∑
ωn,~k

1

r + k1/ν0 + |ωn|
kyz−1/ν0


T→0

 .

(C.26)
This expression can now be evaluated by first separating the sum into the Matsubara zero
mode and all other modes, and then rewriting the remaining sum over (bosonic) Mat-
subara frequencies as a contour integral enclosing the poles of the hyperbolic cotangent,
since

1

β

∑
ωn

1

r + k1/ν0 + |ωn|
kyz−1/ν0

=
1

β

1

r + k1/ν0
+

2

β

∑
ωn>0

1

r + k1/ν0 + ωn
kz−1/ν0

(C.27)

=
1

β

1

r + k1/ν0
+

1

2πi

∫
C>
dz coth

(
βz

2

)
1

r + k1/ν0 + −iz
kz−1/ν0

.

(C.28)

This can now be used to evaluate, very generally, the difference of two thermal terms,

1

β

[∑
ωn

1

r + k1/ν0 + |ωn|
kz−1/ν0

]
T1

−
[∑
ωn

1

r + k1/ν0 + |ωn|
kz−1/ν0

]
T2

 (C.29)

=
1

β1

1

r + k1/ν0
− 1

β1

1

r + k1/ν0
(C.30)

+
1

2πi

∫
C>
dz

(
coth

(
β1z

2

)
− coth

(
β2z

2

))
1

r + k1/ν0 + −iz
kz−1/ν0

. (C.31)
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(a) Initial contour C. (b) Deformed contour.

Figure C.2: Deformation of the contour C, see main text. The contour C encloses the
bosonic Matsubara frequencies, which can be interpreted as poles of the hyperbolic cotan-
gent. They are indicated by the crosses. The deformation can be done since there is no
pole encountered in the upper hemisphere or on the real axis, except for the pole cor-
responding to ωn = 0. This pole needs to be encircled on a semicircle of radius ε. The
deformed contour in subfigure (b) can be evaluated as a line integral, which vanishes on
the big semicircle at |z| → ∞. One is thus left with two integrals in the positive and
negative parts of the real axis, plus the semicircle around the origin.

The difference of the two hyperbolic cotangents is exponentially suppressed at large |z|,

(
coth

(
β1z

2

)
− coth

(
β2z

2

))
|z|→∞−→ 2

(
e−β1z − e−β2z

)
→ 0 , (C.32)

It is thus permissible to deform the contour integral as depicted in Fig. C.2: firstly, the
integrand vanishes faster than 1/|z| on the semicircle |z| → ∞, and secondly the pole of

1

r + k1/ν0 + −iz
kz−1/ν0

(C.33)

is on the imaginary axis in the lower hemisphere and thus not enclosed by the integration
contour. After changing the integration contour, the semicircle at infinity can be dropped
(since the corresponding contour integral vanishes due to the exponential suppression),
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and one obtains

1

β

[∑
ωn

1

r + k1/ν0 + |ωn|
kyz−1/ν0

]
T1

−
[∑
ωn

1

r + k1/ν0 + |ωn|
kyz−1/ν0

]
T2

 (C.34)

=
1

β1

1

r + k1/ν0
− 1

β2

1

r + k1/ν0

+
1

2πi

∫ −ε
−∞

dE
(

coth

(
β1E
2

)
− coth

(
β2E
2

))
1

r + k1/ν0 + −iE
kz−1/ν0

(C.35)

+
1

2πi

∫ ∞
ε

dE
(

coth

(
β1E
2

)
− coth

(
β2E
2

))
1

r + k1/ν0 + −iE
kz−1/ν0

+
1

2πi

∫ 0

π

dφ i ε eiφ
(

coth

(
β1εe

iφ

2

)
− coth

(
β2εe

iφ

2

))
1

r + k1/ν0 + −i ε eiφ
kyz−1/ν0

=
1

β1

1

r + k1/ν0
− 1

β2

1

r + k1/ν0
(C.36)

+
1

2πi

∫ ∞
ε

dE
(

coth

(
β1E
2

)
− coth

(
β2E
2

)) (
1

r + k1/ν0 + −iE
kz−1/ν0

− 1

r + k1/ν0 + iE
kz−1/ν0

)

+
1

2πi

∫ π

0

dφ i ε eiφ
(

coth

(
β1εe

iφ

2

)
− coth

(
β2εe

iφ

2

))
1

r + k1/ν0 + −i ε eiφ
kz−1/ν0

≈ 1

β1

1

r + k1/ν0
− 1

β2

1

r + k1/ν0
(C.37)

+
1

2πi

∫ ∞
ε

dE
(

coth

(
β1E
2

)
− coth

(
β2E
2

)) (
1

r + k1/ν0 + −iE
kz−1/ν0

− 1

r + k1/ν0 + iE
kz−1/ν0

)

+
1

2πi

∫ 0

π

dφ i ε eiφ
(

2

β1 ε eiφ
− 2

β2 ε eiφ

)
1

r + k1/ν0
,

where in the last step we have used ε → 0 and coth(x) → 1/x for x → 0 at the small
semicircle close to the origin. Performing the angular integral in the last line finally
cancels the contribution of the Matsubara zero modes, and we are left with

1

β

[∑
ωn

1

r + k1/ν0 + |ωn|
kz−1/ν0

]
T1

−
[∑
ωn

1

r + k1/ν0 + |ωn|
kz−1/ν0

]
T2

 (C.38)

≈ 1

2πi

∫ ∞
ε

dE
(

coth

(
β1E
2

)
− coth

(
β2E
2

)) (
1

r + k1/ν0 + −iE
kz−1/ν0

− 1

r + k1/ν0 + iE
kz−1/ν0

)
.

(C.39)
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Finally, we can now take the limit ε→ 0, which is not singular in the above expression,
and plug this result back into the thermal correction to the mass term. We find

δr|T − δr|T=0 = 12
u

V

∑
~k

1

2πi

∫ ∞
0

dE
(

coth

(
βE
2

)
− 1

) (
1

r + k1/ν0 + −iE
kz−1/ν0

− 1

r + k1/ν0 + iE
kz−1/ν0

)
(C.40)

= 12
u

V

∑
~k

1

2πi

∫ ∞
0

dE
(

coth

(
βE
2

)
− 1

) iE
kz−1/ν0

− −iE
kz−1/ν0

(r + k1/ν0)2 +
( E
kz−1/ν0

)2 .

(C.41)

Next, we approximate the hyperbolic cotangent as

coth(x) ≈
{

1
x

, x� 1

1 , x� 1
, (C.42)

and obtain

δr|T − δr|T=0 = 24
uT

V

∑
~k

1

2πi

∫ 2T

0

dE 1

E
iE

kz−1/ν0
− −iE

kz−1/ν0

(r + k1/ν0)2 +
( E
kz−1/ν0

)2 . (C.43)

Now taking the continuum limit in real space and introducing the high-momentum cutoff
Λ, we find

δr|T − δr|T=0 = 24uT

∫ Λ

0

dk

(2π)d
kd−1

∫
dΩd

1

2πi

∫ 2T

0

dE 1

E
iE

kz−1/ν0
− −iE

kz−1/ν0

(r + k1/ν0)2 +
( E
kz−1/ν0

)2

(C.44)

=
24 Ωd

(2π)(d+1)
uT

∫ Λ

0

dkkd−1 1

i

∫ 2T

0

dE 1

E
iE

kz−1/ν0
− −iE

kz−1/ν0

(r + k1/ν0)2 +
( E
kyz−1/ν0

)2 (C.45)

=
24 Ωd

(2π)(d+1)
uT

∫ Λ

0

dk

∫ 2T

0

dE kd−1+z−1/ν0
1− (−1)

(kz−1/ν0(r + k1/ν0))2 + E2
.

(C.46)

The RG equation is then defined in the last section as the logarithmic derivative of the
high-momentum shell, which yields

∂r

∂ ln(b)

∣∣∣∣
T−T=0

=
24 Ωd

(2π)(d+1)
u(b)T (b) Λ

∫ 2T (b)

0

dE Λd−1+z−1/ν0
2

(Λz−1/ν0(r + Λ1/ν0))2 + E2
.

(C.47)

Close to the quantum critical point, where Λ1/ν0 � r, we thus obtain

∂r

∂ ln(b)

∣∣∣∣
T−T=0

=
24 Ωd

(2π)(d+1)
u(b)T (b) Λ

∫ 2T (b)

0

dE Λd−1+z−1/ν0
2

Λ2z + E2
. (C.48)
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In dimensionless variables ε = E/Λz, we finally obtain

∂r

∂ ln(b)

∣∣∣∣
T−T=0

=
24 Ωd

(2π)(d+1)
u(b)T (b) Λd−1/ν0

∫ 2T (b)/Λz

0

dε
2

1 + ε2
(C.49)

=
24 Ωd

(2π)(d+1)
uT Λd−1/ν0 2 arctan

(
2T (b)

Λz

)
. (C.50)

This term is very small compared to the zero temperature term, unless the inverse tangent
has an argument of order O(1) or larger (which might happen at some point during the
RG flow). We can thus approximate

∂r

∂ ln(b)

∣∣∣∣
T−T=0

≈ 24 Ωd

(2π)(d+1)
π u(b)T (b) Λd−1/ν0 Θ

(
T (b)

Λz
− 1

)
, (C.51)

where Θ(x) denotes the Heaviside step function.

Full RG equation for the mass for y = 1

We can now put all pieces together and obtain the RG equation for the mass by adding
the engineering dimension of r to the zero temperature and finite temperature RG con-
tributions. The engineering dimension can be found to be 1/ν0 by power counting of the
action (C.1), and we obtain the full RG equation

∂r

∂ ln(b)
=

1

ν0

r(b)−Kd,z,y=1,ν0 Λd+z−2/ν0 u(b) r(b) +
24 Ωd

(2π)(d+1)
π u(b)T (b) Λd−1/ν0 Θ

(
T (b)

Λz
− 1

)
,

(C.52)

Kd,z,y,ν0 =
24 Ωd

(2π)d+1

∫ 1

0

dω̃
1 + ω̃(d+2yz−2/ν0−z)/z

(1 + ω̃y)2
, (C.53)

where again Ωd is the d-dimensional solid angle.

C.1.4 Correction to the interaction

To one-loop order, the interaction is renormalized by the bubble shown in Fig. C.1b.
Again expanding the action and collecting all combinatorial factors, we obtain

δu = −1

2

4 · 3 · 4 · 3
2

u2

βV

∑
ωn,~k

〈Ψ(−~k,−ωn)Ψ(~k, ωn)〉 〈Ψ(−~k,−ωn)Ψ(~k, ωn)〉 (C.54)

= −36
u2

βV

∑
ωn,~k

(
1

r + k1/ν0 + |ωn|y
kyz−1/ν0

)2

.

Different to the mass, already the zero order term in r is low energy divergent and in fact
exactly coincides with (three times) the correction δr(1) discussed in the last section. By
analogy, the RG equation for the interaction reads
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∂u

∂ ln(b)
=

(
2

ν0

− d− z
)
u(b)− 3Kd,z,y,ν0 Λd+z−2/ν0 u2(b) , (C.55)

where the engineering dimension again follows from power counting of the action (C.1),
and with the same constant Kd,z,y,ν0 as in Eq. (C.53). Note that we only considered
the zero temperature correction, since all other terms will turn out to be irrelevant (the
interaction either flows to a Wilson-Fisher fixed point if the theory is at the upper crit-
ical dimension, or to a Gaussian fixed point if the theory is above the upper critical
dimension). If the system reaches the Wilson-Fisher fixed point (which will happen due
to quantum fluctuations only well before thermal fluctuations become important), the
interaction is already large. The effective, renormalized interaction

ueff = u+ Au2 +B u2 T ≈ u+ Au2 , (C.56)

can thus be approximated by the zero temperature corrections only (A and B are the
appropriate constants and left undefined for this qualitative discussion). This is quali-
tatively different for the mass, where at the quantum critical point r → 0 the effective
mass is given by

reff = r + A′ u r +B′ uT ≈ B′ uT , (C.57)

such that the finite temperature correction is crucial.

C.2 RG equations for single dynamics above the ther-
mal scale

For a system with single dynamics, governed by the action (5.31), the zero temperature
RG equations read

∂r

∂ ln(b)
=

1

ν0

r(b)−Kd,z,1,ν0 Λd+z−2/ν0 u(b) r(b) , (C.58a)

∂u

∂ ln(b)
=

(
2

ν0

− d− z
)
u(b)− 3Kd,z,1,ν0 Λd+z−2/ν0 u2(b) , (C.58b)

∂T

∂ ln(b)
= z T (b) . (C.58c)

The RG equations express how the mass r and temperature T are renormalized at low
energies, both by the mere effect of “zooming into smaller energies”, which gives rise to the
engineering dimensions, and the additional corrections due to interactions, also known
as “anomalous scaling dimension”. The engineering dimensions follow from simple power
counting of the action (5.31), while the anomalous dimensions have been discussed in
appendix C.1 (see for instance Eq. (C.53) for the constant Kd,z,1,ν0). The starting values
of the RG flow, r(b = 1), u(b = 1) and T (b = 1) are set by the physical values of r, u
and T . We relabel them as r(b = 1) = r = r0, u(b = 1) = u = u0 and T (b = 1) = T = T0

for better distinction with the running values. These initial values are often referred to
as “bare” values.
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Above the quantum critical point, r = r0 = 0, the RG equations can trivially be
integrated as

r(b) = 0 , (C.59a)

u(b) = u0 b
2
ν0
−d−z

2
ν0
− d− z

2
ν0
− d− z + 3Kd,z,y,ν0 Λd+z−2/ν0 u0 (1− b

2
ν0
−d−z

)
, (C.59b)

T (b) = T0 b
z . (C.59c)

While the mass is not renormalized at all above the quantum critical point, the fate of the
interaction depends on the dimensionality of the system. If the system is above its upper
critical dimension, d+ z > D+

c = 2/ν0, the interaction rapidly flows to zero, u(b)→ 0. If
the system is below its upper critical value, the interaction goes to a finite value,

u(b) = uWF
1

1 + (bWF/b)2ν0−d−z
(C.60a)

uWF =
2
ν0
− d− z

3Kd,z,1,ν0 Λd+z−2/ν0
(C.60b)

bWF =

(
uWF

u0

− 1

)1/(2ν0)−d−z

. (C.60c)

This Wilson-Fisher fixed point value is reached at the scale b ≈ bWF, which happens long
before the thermal scale where the flowing temperature equals the cutoff,

T (bT ) = Λ ⇒ bT =
Λ

ξ−1
T

=
Λ

T 1/z
(C.61)

for low enough temperatures.

C.3 Integrating out the non-zero Matsubara modes
After having reached the thermal scale, the non-zero Matsubara modes can be integrated
out perturbatively if they are sufficiently gapped. The integration over the non-zero
Matsubara modes then yields an effective mass for the Matsubara zero mode. This
mass should be much smaller than the temperature, which sets the gap for the non-zero
Matsubara modes. We thus start with the action

Seff =
∑
k≤ξ−1

T

∑
ωn

Ψ(−~k,−ωn)
1

2

[
r∗ + k1/ν0 +

|ωn|y
kyz−1/ν0

]
Ψ(~k, ωn) (C.62)

+ u∗
∫
ddx

∫
dτ Ψ(~x, τ)Ψ(~x, τ)Ψ(~x, τ)Ψ(~x, τ) .

The effective mass r∗ and effective interaction u∗ are obtained as the result of the high-
energy RG up to the thermal scale bT = Λ/T 1/z. One can now adopt two perspectives.
Either, we use the RG-renormalized values u(bT ), T (bT ) = Λ and r(bT ) = 0 as starting
values for a theory of cutoff Λ, or we rescale everything with the inverse engineering
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dimension to obtain a theory of cutoff |~k| ≤ T
1/z
0 , which is physically more transparent,

and the scheme discussed in Secs. 5.2.2 and 5.3. We then obtain

r∗ = r(bT )

(
T 1/z

Λ

)1/ν0

= 0 , (C.63a)

u∗ = u(bT )

(
T 1/z

Λ

)2/ν0−d−z

, (C.63b)

T = T (bT )

(
T 1/z

Λ

)z
= T . (C.63c)

If the system is below its upper critical dimension and thus governed by a Wilson-Fisher
fixed point, the effective interaction thus reads

u∗ = uWF

(
T 1/z

Λ

)2/ν0−d−z

, (C.64)

where uWF is given in Eq. (C.60a). For a system above its upper critical dimension we find
from Eq. (C.59b), and with the assumption that Λd+z−2/ν0 u0 � 1, that the interaction
is essentially unrenormalized,

u∗ = u0 . (C.65)

This is not surprising: if the system is above its upper critical dimension, quantum
fluctuations do not yield significant corrections, including corrections to the interaction.
Assuming that the non-zero Matsubara modes are sufficiently gapped, we integrate them
out perturbatively. The resulting effective mass for the zero mode,

r∗0 = 12
u∗

V

∑
|~k|≤ξ−1

T

1

β

[∑
ωn 6=0

1

r + k1/ν0 + |ωn|
kz−1/ν0

]
T

−
[∑
ωn 6=0

1

r + k1/ν0 + |ωn|
kz−1/ν0

]
T→0


(C.66)

≈ 24 Ωd

(2π)(d+1)
u∗ T

∫ T 1/z

0

dk

∫ 2T

0

dE kd−1+z−1/ν0
2

k2z + E2
(C.67)

is calculated by subtracting the corresponding sums at zero temperature (note that we
have used the results of appendix C.1 to rewrite the sums, and Ωd is the d-dimensional
solid angle). This is necessary to avoid unphysical divergencies and double counting of
zero temperature physics, as the latter have already been captured by the RG performed
in the first step.81 We now define the dimensionless variables

q1 =
kz

T
and q2 =

E
2T

, (C.68)

which yields

r∗0 =
24 Ωd

(2π)(d+1)
u∗ T T (d−1/ν0)/z

∫ 1

0

dq1

∫ 1

0

dq2 q1
(d−1/ν0)/z 1

q1
2 + 4 q2

2
. (C.69)
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Now transforming to polar coordinates, q1 = q cos(φ) and q2 = q sin(φ), we obtain

r∗0 ≈
24 Ωd

(2π)(d+1)
u∗ T (d+z−1/ν0)/z

∫ 1

0

dq

∫ π/4

0

dφ q(d−1/ν0)/z−1 cos(d−1/ν0)/z(φ)

cos2(φ) + 4 sin2(φ)
. (C.70)

This integral has two kinds of behaviors. If

d >
1

ν0

, (C.71)

it is well-behaved and can be evaluated as

r∗0 ≈
24 Ωd

(2π)(d+1)
u∗ T (d+z−2/ν0)/z T 1/(ν0z)

z

d− 1/ν0

∫ π/4

0

dφ
cos(d−1/ν0)/z(φ)

cos2(φ) + 4 sin2(φ)
(C.72)

∼ u∗ T (d−1/ν0)/z = u∗ T (d+z−2/ν0)/z T 1/(ν0z) . (C.73)

The effective mass of the Matsubara zero mode is then much smaller than gap of the
other modes, T 1/ν0z. For a system below its upper critical dimension, we obtain

r∗0
T 1/(ν0z)

∼ uWF

(
T

Λ

)2/ν0−d−z

T (d+z−2/ν0)/z =
uWF

Λ2/ν0−d−z
=

2
ν0
− d− z

3Kd,z,1,ν0

∼ 2

ν0

− d− z .

(C.74)
For a system above its upper critical dimension (implying d+ z > 2/ν0), the mass reads

r∗0
T 1/(ν0z)

∼ u0 T
d+z−2/ν0 T 1/(ν0z) (C.75)

and is even much smaller. In conclusion, if the system is above the classical lower critical
dimension, d > 1/ν0, the integration over the non-zero Matsubara modes was well-defined
and our calculation was consistent. If on the other hand

d <
1

ν0

, (C.76)

the integral is singular at low q, and the effective mass of the Matsubara zero mode is
not small, and the non-zero Matsubara modes can not be considered as being effectively
gapped by the temperature.

C.4 Full finite temperature RG equations for single dy-
namics for r = 0

Alternatively to a two step procedure involving a zero temperature RG and subsequent
perturbative integration over non-zero Matsubara modes, a critical field theory involving
only a single dynamics can be alternatively be treated in a finite temperature RG scheme.
We derive the latter for the action defined in Eq. (5.31), and the calculation is done in
appendix C.1. We find the RG equation to read
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∂r

∂ ln(b)
=

1

ν0

r(b)−Kd,z,y=1,ν0 Λd+z−2/ν0 u(b) r(b) +
24 Ωd

(2π)(d+1)
π u(b)T (b) Λd−1/ν0 Θ

(
T (b)

Λz
− 1

)
,

(C.77a)
∂u

∂ ln(b)
=

(
2

ν0

− d− z
)
u(b)− 3Kd,z,1,ν0 Λd+z−2/ν0 u2(b) , (C.77b)

∂T

∂ ln(b)
= z T (b) . (C.77c)

where the constant Kd,z,y=1,ν0 is given by

Kd,z,y,ν0 =
24 Ωd

(2π)d+1

∫ 1

0

dω̃
1 + ω̃(d+2yz−2/ν0−z)/z

(1 + ω̃y)2
, (C.78)

and Ωd is the d-dimensional solid angle. Since we assume the system to be below its
upper critical dimension,

d+ z <
2

ν0

, (C.79)

the interaction flows to the Wilson Fisher fixed point. The integration of the RG equation
(C.77b) yields, just as in appendix C.2,

u(b) = uWF
1

1 + (bWF/b)2ν0−d−z
, (C.80a)

uWF =
2
ν0
− d− z

3Kd,z,1,ν0 Λd+z−2/ν0
, (C.80b)

bWF =

(
uWF

u0

− 1

)1/(2ν0−d−z)

, (C.80c)

where u0 is the initial, bare value of the coupling u. The RG equation for the temperature
integrates to

T (b) = T0 b
z , (C.81)

where T0 is the physical temperature in the system. Close enough to the quantum critical
point, such that bWF � bT = Λ/T 1/z, the Wilson-Fisher fixed point is reached well before
the thermal term in the RG equation for r gets activated. Since the initial value of the
mass is assumed to vanish, r0 = r(b = 1) = r = 0, it can be treated by the effective
Wilson-Fisher fixed point RG equation, where we replaced u(b)→ uWF,

∂r

∂ ln(b)
=

1

νWF

r(b) + κd,z,1,ν0

2
ν0
− d− z

Λd+z−2/ν0
T (b) Λd−1/ν0 Θ (b− bT ) , (C.82)

with the Wilson-Fisher fixed point value of νWF being

1

νWF

=
1

ν0

−
2
ν0
− d− z

3
(C.83)
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and where the flowing interaction and temperature obey

u(b) = uWF and T (b) = T0 b
z . (C.84)

The new constant κd,z,1,ν0 is of order one and given by

κd,z,1,ν0 =
π

3

(∫ 1

0

dω̃
1 + ω̃(d+2yz−2/ν0−z)/z

(1 + ω̃y)2

)−1

. (C.85)

These equations are valid for RG stages b > bWF (note that we have used bT = Λ/T 1/z).
The RG equation for r(b) is now most conveniently solved by defining

r̃(b) = b−1/νWF r(b) , (C.86)

which obeys the RG equation

∂r̃

∂ ln(b)
= κd,z,1,ν0

2
ν0
− d− z

Λd+z−2/ν0
T (b) b−1/νWF Λd−1/ν0 Θ (b− bT ) . (C.87)

This equation integrates to

r̃(b) = κd,z,1,ν0

2
ν0
− d− z

Λz−1/ν0
T0

∫ b

bT

db bz−1/νWF−1 (C.88)

= κd,z,1,ν0

2
ν0
− d− z

Λz−1/ν0
T0

1

z − 1/νWF

(
bz−1/νWF − bz−1/νWF

T

)
. (C.89)

We note that if 1/νWF = z, there are logarithmic corrections to this expression similar
to Ref. [53], see appendix C.7.2. We will however specialize to the case 1/νWF 6= z only
for the sake of readability, since 1/νWF = z can be treated in a perfectly way. From
Eq. (C.89), we directly obtain

r(b) = κd,z,1,ν0

2
ν0
− d− z

Λz−1/ν0

1

z − 1/νWF

T0 b
z

(
1−

(
bT
b

)z−1/νWF

)
. (C.90)

The asymptotic scaling of the mass r(b) thus depends on the comparison of z and 1/νWF.
First, we want to recover the perturbative result obtained in Sec. C.3, which was obtained
for a system below the upper critical dimension, d + z < 2/ν0, but above the classical
lower critical dimension, d > 1/ν0. We find it useful to define

∆q =
2

ν0

− d− z and ∆c =
1

ν0

− d , (C.91)

such that the system is below the (quantum) upper critical dimension or classical lower
critical dimension if ∆q > 0 or ∆c > 0, respectively. To compare the results obtained by
integrating out the non-zero Matsubara modes with the finite temperature RG, it is most
convenient to discuss the behavior of the correlation length. Using the prior analysis, we
have obtained a theory for the Matsubara zero mode characterized by the an effective
propagator

g(ωn = 0, ~k)−1 = r∗0 + k1/ν0 . (C.92)
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Fourier transformation of this propagator yields a correlation length of

ξ = (r∗0)−ν0 ∼ ∆−ν0
q T−1/z . (C.93)

In order to evaluate the correlation length with the finite temperature RG, we rewrite
the combination z − 1/νWF as

z − 1

νWF

= z − 1

ν0

+
∆q

3
= d+ z − 2

ν0

−
(
d− 1

ν0

)
+

∆q

3
= −2

3
∆q + ∆c < 0 . (C.94)

The asymptotic scaling of the mass r(b) is thus given by

r(b) = κd,z,1,ν0

1

Λz−1/ν0

∆q

2
3
∆q −∆c

T0 b
1/νWF b

z−1/νWF

T . (C.95)

We recall that in the case z = 1/νWF, implying that (2/3) ∆q = ∆c, logarithmic cor-
rections arise that render the expression of r(b) well-defined. The correlation length can
now be defined by understanding that the flow of Eq. (C.95) stems from integrating out
fluctuating high energy modes. These modes do however only fluctuate if their momen-
tum is higher than the mass. If r(b) ≥ Λ1/ν0 , the mass cuts off the diagrams and the flow
stops. We can thus determine the scale b∗ corresponding to the end of the RG flow as

r(b∗) = Λ1/ν0 . (C.96)

The physical correlation length can then be defined as above by Fourier transform of the
propagator, after undoing the rescaling of the length using the engineering dimension.
We thus obtain

ξ−1/ν0 = r(b∗) b∗−1/ν0 ⇒ r(b∗) = Λ1/ν0 = ξ−1/ν0 b∗1/ν0 ⇒ b∗ = Λ ξ . (C.97)

From there, we can simply obtain the correlation length as

Λ1/ν0 = κd,z,1,ν0

1

Λz−1/ν0

∆q

2
3
∆q −∆c

T0 (Λξ)1/νWF b
z−1/νWF

T (C.98)

= κd,z,1,ν0

1

Λz−1/ν0

∆q

2
3
∆q −∆c

T0 (Λξ)1/νWF

(
Λ/T

1/z
0

)z−1/νWF

(C.99)

= κd,z,1,ν0

1

Λz−1/ν0

∆q

2
3
∆q −∆c

T
1/(z νWF)
0 ξ1/νWF Λz , (C.100)

and therefore obtain

ξ−1/νWF = κd,z,1,ν0

∆q

2
3
∆q −∆c

T
1/(z νWF)
0 (C.101)

⇒ ξ =

(
κd,z,1,ν0

∆q

2
3
∆q −∆c

)−νWF

T
−1/z
0 ∼

(
∆q

2
3
∆q −∆c

)−νWF

T
−1/z
0 . (C.102)

We thus find that if z < 1
ν0
, and in particular if the theory is above its classical lower

critical dimension, ∆c < 0, the thermal RG reproduces the result of the perturbative
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analysis, at least as long as the system is not too close to the classical lower critical
dimension, |∆c| ∼ O(1). When the system is in addition far below its upper critical
dimension, ∆q ∼ O(1), the prefactor is of order one and does therefore not matter
for scaling. When ∆q is small, the prefactor leads to an additional suppression of the
correlation length. Since small ∆q implies 1/νWF = 1/ν0−∆q/3 ∼ O(1/ν0), we essentially
obtain the same small prefactor as before.

If on the other hand the system approaches its classical lower critical dimension,
∆c → 0, the correlation length is even further suppressed by a factor ∆−νWF

q , which
signals the fact that thermal fluctuations become important and also disorder the system.
When finally the system is below the classical lower critical dimension, ∆c < 0, the
correlation length further decreases until the the RG flow changes its scaling dimension
when ∆c ≥ 2∆q/3, or equivalently z ≥ 1/νWF. In this case, the mass flows as

r(b) = κd,z,1,ν0

1

Λz−1/ν0

∆q

∆c − 2
3
∆q

T0 b
z . (C.103)

The correlation length, still set by r(Λξ) = Λ1/ν0 , then becomes

ξ =

(
κd,z,1,ν0

∆q

∆c − 2
3
∆q

)−1/z

T
−1/z
0 ∼

(
∆q

∆c − 2
3
∆q

)−1/z

T
−1/z
0 . (C.104)

The correlation length thus has the same temperature scaling, but a different prefactor.
This is however not a surprising result. At criticality r = 0, the temperature is the only
relevant scale, and the correlation length thus has to scale as T−1/z only the prefactor
of this scaling can depend on whether the system is above or below the classical lower
critical dimension. To conclude, we note that the correlation length can generically be
written as

ξ =

(∣∣2
3
∆q −∆c

∣∣
κd,z,1,ν0 ∆q

) 1
max{1/νWF,z}

T
−1/z
0 . (C.105)

C.5 RG equations for the generalized Pomeranchuk
model

Different to our previous discussions, the (generalized) Pomeranchuk model has a (2× 2)
matrix structure, and its order parameter ~n is a 2-component vector. The propagator
contains rotation matrices, which modifies the RG equations due to angular averages.
In order to derive the modification of the RG equations, we recall that the generalized
Pomeranchuk model is described by the action

S =
1

2

∑
q

~nT−q G0(q)−1 ~nq +
u0

4! βV

∑
{qi}

(
~nTq1~nq2

) (
~nTq3~nq4

)
δq1+q2,q3+q4 (C.106)

=
1

2

∑
q

~nT−q G0(q)−1 ~nq +
u0

4! βV

∑
{qi},j,k

(
n(j)
q1
n(j)
q2

) (
n(k)
q3
n(k)
q4

)
δq1+q2,q3+q4 , (C.107)

where q abbreviates q = (ωn, ~q), β is the inverse temperature, V denotes the volume in
d = 2 spatial dimension, and u0 is the bare interaction of the modes. The vector ~nq is
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the order parameter field and embraces the longitudinal and transversal mode. Its bare
inverse propagator G−1

0 (q) is a 2 × 2 matrix that is diagonal in the frame of reference
where ~q is parallel to the x-axis and reads

G0(q)−1 = U(q)−1

(
g>(q)−1 0

0 g<(q)−1

)
U(q) , (C.108)

with U(q) performing the necessary rotation of 2θ in order to diagonalize the Green’s
function matrix (θ is the angle between ~q and the x-axis),

U(q) =

(
cos (2θ) sin (2θ)
− sin (2θ) cos (2θ)

)
. (C.109)

The generalized propagators read

g<(~q, ωn)−1 = r0 + q1/ν0 +
(η< ωn)2

q2z<−1/ν0
, (C.110)

g>(~q, ωn)−1 = r0 + q1/ν0 + η>
|ωn|

qz>−1/ν0
, (C.111)

where ηi are the kinetic coefficients. The propagator is thus given by

G0(q) = U(q)−1

(
g>(q) 0

0 g<(q)

)
U(q) (C.112)

=

(
g>(q) cos2(2θ) + g<(q) sin2(2θ) (g>(q)− g<(q)) cos(2θ) sin(2θ)
(g>(q)− g<(q)) cos(2θ) sin(2θ) g>(q) sin2(2θ) + g<(q) cos2(2θ)

)
. (C.113)

The interaction then gives rise to a matrix self energy Σ that has the diagonal components

Σ11 =
u0

4!

1

βV

∑
q1

(
6〈n(1)

q1 n
(1)
−q1〉+ 2〈n(2)

q1 n
(2)
−q1〉

)
, (C.114)

Σ22 =
u0

4!

1

βV

∑
q1

(
6〈n(2)

q1 n
(2)
−q1〉+ 2〈n(1)

q1 n
(1)
−q1〉

)
, (C.115)

Σ12 =
u0

4!

1

βV

∑
q1

4〈n(1)
q1 n

(2)
−q1〉 , (C.116)

Σ21 =
u0

4!

1

βV

∑
q1

4〈n(2)
q1 n

(1)
−q1〉 . (C.117)

The average over the angular coordinate θ yield

(
6〈n(1)

q1 n
(1)
−q1〉+ 2〈n(2)

q1 n
(2)
−q1〉

)
=
(

6〈n(1)
q1 n

(1)
−q1〉+ 2〈n(2)

q1 n
(2)
−q1〉

)
= 4 (〈g<〉+ 〈g>〉) , (C.118)

〈n(1)
q1 n

(2)
−q1〉 = 〈n(2)

q1 n
(1)
−q1〉 = 0 , (C.119)

since the propagators g< and g> do not depend on θ. These averages can now be per-
formed just as in appendix C.1. The self energy can than be split between the two modes
as
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Σii = Σii cos2(θ) + Σii sin
2(θ) , (C.120)

which finally both obtain the same mass renormalization δr = 2Σ11 = 2Σ22 (the factor of
2 is due to the fact that the propagator contains a factor 1/2). The RG equation of the
mass r is thus given by the contributions of the two modes as we have calculated them
before, multiplied with a prefactor of

2 · 4
12

1

4!
=

1

36
. (C.121)

For the interaction, a similar analysis can be made. The expansion of of action to second
order yields the one-loop correction to the interaction as

δu = −1

2

u2

4!
36

1

βV

∑
ωn~k

(
〈g2
<〉+ 〈g2

>〉+ 2〈 g< g>〉
)
, (C.122)

where the factor 1/2 appears since we analyze a second order expansion, and the factor
of 36 enters because of the sum over various contributions and the averages over cos4(2θ),
sin4(2θ), sin2(2θ) cos2(2θ) and so on. Compared to the initial calculation, this leads to
an additional prefactor of

1

36

1

2

1

4!
36 =

1

2 · 4!
=

1

48
, (C.123)

and the appearance of mixed terms.

C.6 Modification of the RG equations due to kinetic
coefficients

In a system with multiple dynamics, the propagators have to be generalized by the
introduction of kinetic coefficients ηi > 0, see Sec. 5.6. The generalized action is then of
the form

S =

∫
ddx

∫
dτ Ψ(~x, τ)

g−1
i

2
Ψ(~x, τ) + u

∫
ddx

∫
dτ Ψ(~x, τ)Ψ(~x, τ)Ψ(~x, τ)Ψ(~x, τ) ,

(C.124)
where the generalized propagator reads, as a function of momentum k and imaginary
time ωn,

gi(ωn, ~k)−1 = r + k1/ν0 +
|ηi ωn|y
kyzi−1/ν0

. (C.125)

This does of course also affect the RG equations.

Zero temperature RG

The zero temperature RG equations can be derived from the generalized zero temperature
correction
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δr(1) =
24 Ωd

(2π)d+1
u

∫ Λ

0

dk

∫ Γ

0

dω
(−r) kd−1(

k1/ν0 + (ηi ω)y

kyzi−1/ν0

)2 . (C.126)

As a first step, we redefine ηi ω → ω and obtain

δr(1) =
24 Ωd

(2π)d+1

u

ηi

∫ Λ

0

dk

∫ ηi Γ

0

dω
(−r) kd−1(

k1/ν0 + ωy

kyzi−1/ν0

)2 . (C.127)

The RG step still consists of integrating out a shell of momenta [Λ/b,Λ] and frequencies
[ηi Γ/b

zi , ηi Γ], where ηi Γ ∼ Λzi . Importantly, due to our redefinition ηi ω → ω, the RG
step does now involve the dynamical exponent zi, and not the arbitrary exponent z. We
find

∆ δr(1) =
24 Ωd

(2π)d+1

u

ηi

[∫ Λ

Λ/b

dk

∫ ηi Γ

0

dω
(−r) kd−1(

k1/ν0 + ωy

kyzi−1/ν0

)2 +

∫ Λ

0

dk

∫ ηi Γ

ηi Γ/bzi
dω

(−r) kd−1(
k1/ν0 + ωy

kyzi−1/ν0

)2

]
.

(C.128)

The RG equation thus becomes

∂r(b)

∂ ln(b)
=

24 Ωd

(2π)d+1

u

ηi

[∫ ηi Γ

0

dω
(−r) Λd+2yzi−2/ν0

(Λyzi + ωy)2 + zi ηi Γ

∫ Λ

0

dk
(−r) kd+2yzi−2/ν0−1

(kyzi + (ηiΓ)y)2

]
.

(C.129)

Now defining kzi = ω in the second term, we find

∂r(b)

∂ ln(b)
=

24 Ωd

(2π)d+1

u

ηi

[∫ ηi Γ

0

dω
(−r) Λd+2yzi−2/ν0

(Λyzi + ωy)2 + ηi Γ

∫ Λzi

0

dω
(−r)ω(d+2yzi−2/ν0−zi)/zi

(ωy + Λyzi)2

]
,

(C.130)

and with ηi Γ = Λzi and ω̃ = ω/Λzi , we finally obtain

∂r(b)

∂ ln(b)
=

24 Ωd

(2π)d+1

u

ηi
(−r) Λ(d+zi−2/ν0)

∫ 1

0

dω̃
1 + ω̃(d+2yzi−2/ν0−zi)/zi

(1 + ω̃y)2
. (C.131)

We can thus write the final RG equation as

∂r(b)

∂ ln(b)
= −Kd,zi,y,ν0 Λd+zi−2/ν0

u(b) r(b)

ηi(b)
, (C.132)

where

Kd,zi,y,ν0 =
24 Ωd

(2π)d+1

∫ 1

0

dω̃
1 + ω̃(d+2yzi−2/ν0−zi)/zi

(1 + ω̃y)2
(C.133)
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Finite temperatures correction for y = 1

For the finite temperature correction, we stick to the case y = 1. Equation (C.43) then
becomes

δr|T − δr|T=0 = 24
uT

V

∑
~k

1

2πi

∫ 2T

0

dE 1

E
iηi E

kzi−1/ν0
− −iηi E

kzi−1/ν0

(r + k1/ν0)2 +
(

ηi E
kzi−1/ν0

)2 (C.134)

= 24
uT

V

∑
~k

1

2πi

∫ 2ηi T

0

dE ′ 1E ′
iE ′

kzi−1/ν0
− −iE ′

kzi−1/ν0

(r + k1/ν0)2 +
( E ′
kzi−1/ν0

)2 , (C.135)

where we have defined E ′ = ηi E . From there, it is easy to obtain the finite temperature
contribution to the RG equation as

∂r

∂ ln(b)

∣∣∣∣
T−T=0

≈ 24 Ωd

(2π)(d+1)
π u(b)T (b) Λd−1/ν0 Θ

(
ηi(b)T (b)

Λzi
− 1

)
. (C.136)

C.6.1 Additional mixed diagrams

In addition to the diagrams involving only the one or the other mode, additional mixed
diagrams will appear for the renormalization of the interaction. The mixing modes have
dynamical exponents z1 and z2 with z1 < z2. Dropping numerical prefactors, these have
the form

δumixed ∼ u2

∫ Λ

0

dk

∫ Γ

0

dω
(−r) kd−1(

k1/ν0 + (η1 ω)y1

ky1z1−1/ν0

) (
k1/ν0 + (η2 ω)y2

ky2z2−1/ν0

) (C.137)

= u2

∫ Λ

0

dk

∫ Γ

0

dω
(−r) kd+y1z1+y2z2−2/ν0−1

(ky1z1 + (η1 ω)y1) (ky2z2 + (η2 ω)y2)
(C.138)

=
u2

η2

∫ Λ

0

dk

∫ Λz2

0

dω′
(−r) kd+y1z1+y2z2−2/ν0−1

(ky1z1 + ((η1/η2)ω′)y1) (ky2z2 + ω′y2)
, (C.139)

where ω′ = η2ω and using ηi Γ = Λzi . In an RG analysis where frequencies are rescaled
with an arbitrary dynamical exponent z, the kinetic coefficients flow as

∂ηi
ln(b)

= (zi − z) ηi(b) , (C.140)

see Sec. 5.6. In this case, the ratio η1/η2 is suppressed, η1(b)/η2(b) ∼ bz1−z2 . Asymp-
totically, the correction to the interaction stemming from mixed terms is thus of the
form

δumixed →
u2

η2

∫ Λ

0

dk

∫ Λz2

0

dω′
(−r) kd+y1z1+y2z2−2/ν0−1

(ky1z1) (ky2z2 + ω′y2)
, (C.141)

and thus suppressed with a prefactor of 1/η2.
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C.7 Integration of the RG equations for the generalized
Pomeranchuk model

The full RG equations for the generalized Pomeranchuk model are given by

∂r

∂ ln(b)
= 2 r(b)− Kd,z<,2,1/2

36
Λd+z−4 u(b) r(b)

η<(b)
+

Ωd

(2π)(d+1)

2π

3
u(b)T (b) Λd−2 Θ (b− b>T ) ,

(C.142a)
∂u

∂ ln(b)
= (4− d− z) u(b)− 3

48
Kd,z<,2,1/2 Λd+z−4 u

2(b)

η<(b)
, (C.142b)

∂T

∂ ln(b)
= z T (b) , (C.142c)

∂η<
∂ ln(b)

= (z< − z) η<(b) , (C.142d)

∂η>
∂ ln(b)

= (z> − z) η>(b) (C.142e)

where Kd,z<,2,1/2 is a constant of order one, see Eq. (C.133) and appendices C.1,C.6
and C.5. In the RG analysis, we again want to use the distances from the upper critical
dimension ∆q and the distance to classical lower critical dimension ∆c defined in Sec. 5.3.
For the generalized Pomeranchuk model, they are given by

∆q = 4− d− z< and ∆c = 2− d , (C.143)

such that quantum or classical fluctuations are singular if the distance to the respective
critical dimension is positive, ∆q > 0 or ∆c > 0. By construction, the generalized
Pomeranchuk model is below its upper critical dimension, ∆q > 0.

C.7.1 Zero temperature flow

At zero temperature, the integration of the above RG equations is straight forward. The
temperature and kinetic coefficients flow as

T (b) = T0 b
z , η<(b) = η<,0 b

z<−z , η>(b) = η>,0 b
z>−z , (C.144)

where T0, η<,0 and η>,0 are the initial values of T , η< and η>. The initial temperature
T0 equals the physical temperature T = 0, such that also the flowing temperature always
vanishes,

T (b) = 0 . (C.145)

The quantum fluctuations of the mode with the smaller dynamical exponent z< drive a
flow of the rescaled interaction

U(b) =
u(b)

η<(b)
, (C.146)
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which integrates to

U(b) = UWF
1

1 + (bWF/b)∆q
, (C.147a)

UWF =
∆q

3
48
Kd,z<,2,1/2 Λd+z−4

, (C.147b)

bWF =

(
UWF

U0

− 1

)1/∆q

, (C.147c)

with initial condition U0 = u0/η<,0. The fact that the relevant effective interaction is
given by U = u/η< reflects the fact that quantum fluctuations are governed by the
mode with the smaller dynamical exponent z<, which is thus responsible for reaching the
Wilson-Fisher fixed point. This can now be plugged into the RG equations for r, which
as a function of the effective interaction U reads at zero temperature

∂r

∂ ln(b)
= 2 r(b)− 4

9

∆q

UWF

U(b) r(b) , (C.148)

which yields

r(b) = r0 b
2− 4

9
∆q

(
1 + bWF

∆q

1 + (bWF/b)∆q

)4/9

. (C.149)

The initial value of the flowing mass is given the physical value, r0 = r. We note that
RG stages b� bWF, the flow of r(b) can be approximated by

∂r

∂ ln(b)
=

1

νWF

r(b) , (C.150)

where we have introduced the Wilson-Fisher value of the correlation length exponent

1

νWF

= 2− 4

9
∆q . (C.151)

The RG flow has to be stopped when the flowing mass equals the high momentum cutoff
Λ2, since all modes are fully gapped beyond this scale. This defines the RG stage b∗ as

r(b∗) = Λ2 . (C.152)

This final mass is sets the correlation length ξ according to the engineering dimension of
the mass term as

r(b∗) = ξ−2b∗2 , (C.153)

which implies b∗ = Λ ξ. Assuming that b∗ � bWF, i.e. assuming that the Wilson-Fisher
fixed point is the relevant fixed point for the system, we find that

Λ2 = r0 (Λ ξ)1/νWF

(
1 + bWF

4
9

∆q

)
(C.154)

⇒ ξ = r−νWF
0

 Λ
4
9

∆q(
1 + bWF

4
9

∆q

)
νWF

. (C.155)
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If we furthermore assume that U0 � UWF, or equivalently bWF � 1, the correlation
length is given

ξ = r−νWF
0

( 3
48
Kd,z<,2,1/2

∆q

U0

) 4
9
νWF

. (C.156)

C.7.2 Finite temperature flow: 1
νWF

< z<

At finite temperature T above the quantum critical point and for 1/νWF < z< the flow
beyond the scale b>T is driven by thermal fluctuations. The RG equation for r,

∂r

∂ ln(b)
=

1

νWF

r(b) +
Ωd

(2π)(d+1)

2π

3
UWF η<(b)T (b) Λd−2 Θ (b− b>T ) , (C.157)

(C.158)

can be integrated as

r(b) =
Ωd

(2π)(d+1)

2π

3

UWF

z< − 1/νWF

η<,0 T0 Λd−2
(
bz< − b1/νWF b>T

z<−1/νWF
)

(C.159)

≈ Ωd

(2π)(d+1)

2π

3

UWF

z< − 1/νWF

η<,0 T0 Λd−2 bz< . (C.160)

Again, logarithmic correction arise in the special case z< = 1/νWF, which render the
expression of r(b) well-defined in this case. We obtain

r(b)
z<= 1

νWF=
Ωd

(2π)(d+1)

2π

3
UWF η<,0 T0 Λd−2 bz< ln

(
b

b>T

)
. (C.161)

For the sake of readability, we will however from now on specialize to the case z< 6= 1/νWF.
The case z< = 1/νWF can however be discussed in a perfectly analogous way. The
correlation length ξ is then found as before using r(Λξ) = Λ2, see Eq. (C.153). We obtain

ξ = T0
−1/z<

(
Ωd

(2π)(d+1)

2π

3

UWF Λd+z<−4

z< − 1/νWF

η<,0

)−1/z<

(C.162)

= T0
−1/z<

(
Ωd

(2π)(d+1)

2π

3

∆q

z< − 1/νWF

48

3Kd,z<,2,1/2

η<,0

)−1/z<

, (C.163)

= T0
−1/z<

(
∆c − 5

9
∆q

∆q

)1/z< (
Ωd

(2π)(d+1)

2π

3

48

3Kd,z<,2,1/2

η<,0

)−1/z<

. (C.164)
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C.7.3 Finite temperature flow: 1
νWF

> z<

If quantum fluctuations dominate the asymptotic flow, i.e. for 1
νWF

> z<, the mass inte-
grates to

r(b) =
Ωd

(2π)(d+1)

2π

3

UWF

1/νWF − z<
η<,0 T0 Λd−2

(
b1/νWF b>T

z<−1/νWF − bz<
)

(C.165)

≈ Ωd

(2π)(d+1)

2π

3

UWF

1/νWF − z<
η<,0 T0 Λd−2 b1/νWF b>T

z<−1/νWF . (C.166)

The flow of r(b) is driven by thermal fluctuations for r(b) < T (b), which thus yield a
classical starting value for the mass. Quantum fluctuations boost this initial thermal
mass when r(b) ≥ T (b), which happens for RG stages

b ≥ b>T

(
1 +

1
Ωd

(2π)(d+1)
2π
3

UWF

1/νWF−z<
η<,0 Λd−2

)1/νWF−z<

≈ b>T (C.167)

Thermal fluctuations are thus really only active at the scale b>T . The correlation length,
defined by r(Λξ) = Λ2 is then given by

ξ =

(
Ωd

(2π)(d+1)

2π

3

UWF

1/νWF − z<
η<,0 T0 Λd−4 Λ1/νWF b>T

z<−1/νWF

)−νWF

(C.168)

=

(
Ωd

(2π)(d+1)

2π

3

UWF Λd+z<−4

1/νWF − z<
η<,0 T0 (η>,0 T0)−z<+1/νWF

)−νWF

(C.169)

= T
−1/ze
0

(
Ωd

(2π)(d+1)

2π

3

UWF Λd+z<−4

1/νWF − z<
η<,0 η>,0

(1/νWF−z<)/z>

)−νWF

(C.170)

= T
−1/ze
0

( 5
9
∆q −∆c

∆q

)νWF (
Ωd

(2π)(d+1)

2π

3

48

3Kd,z<,2,1/2

η<,0 η>,0
(1/νWF−z<)/z>

)−νWF

,

(C.171)

where a new dynamical exponent

ze =
z>

1 + νWF(z> − z<)
(C.172)

has emerged.

C.7.4 General expression of the correlation length

The correlation length can of course also be calculated for arbitrary starting values of
mass and temperature. In this case, we integrate the full RG equation for the mass,

∂r

∂ ln(b)
= 2 r(b)− 4

9

∆q

UWF

U(b) r(b) +
Ωd

(2π)(d+1)

2π

3
U(b) η<(b)T (b) Λd−2 Θ (b− b>T ) ,

(C.173)
(C.174)
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where the interaction flows as

U(b) = UWF
1

1 + (bWF/b)∆q
, (C.175a)

UWF =
∆q

3
48
Kd,z<,2,1/2 Λd+z−4

, (C.175b)

bWF =

(
UWF

U0

− 1

)1/∆q

, (C.175c)

with initial condition U0 = u0/η<,0. In the pure quantum regime b < b>T , the mass
integrates to the same expression already found in Eq. (C.149),

r(b) = r0 b
1/νWF

(
1 + bWF

∆q

1 + (bWF/b)∆q

)4/9

. (C.176)

This yields a starting value of

r(b>T ) = r0 b
>
T

1/νWF

(
1 + bWF

∆q

1 + (bWF/b
>
T )∆q

)4/9

. (C.177)

for the flow in the extended quantum to classical crossover regime. Further integration
yields

r(b) = r(b>T )

(
b

b>T

)1/νWF

+
Ωd

(2π)(d+1)

2π

3

UWF

1/νWF − z<
η<,0 T0 Λd−2

(
b1/νWF b>T

z<−1/νWF − bz<
)
,

(C.178)

where we have used the fact that the interaction in the extended quantum to classical
crossover regime is entirely given by the Wilson-Fisher fixed point value of UWF if the
system is considered close enough to the quantum critical point. For arbitrary r and
T , the running mass is thus essentially simply the sum of the two limiting cases r = 0,
finite T and T = 0, finite r. Using the symbols ξLT for the correlation length at low
temperatures, ξQC, thermal for the correlation length in the quantum critical regime set
by thermal fluctuations (if z< > 1/νWF) and ξQC, boosted for the correlation length in the
quantum critical regime after for quantum boosted thermal fluctuations,

ξLT = r−νWF
0

( 3
48
Kd,z<,2,1/2

∆q

U0

) 4
9
νWF

(C.179)

ξQC,thermal = (η<,0 T0)−1/z<

(
∆c − 5

9
∆q

∆q

)1/z< (
Ωd

(2π)(d+1)

2π

3

48

3Kd,z<,2,1/2

)−1/z<

(C.180)

ξQC,boosted = T
−1/ze
0

( 5
9
∆q −∆c

∆q

)νWF (
Ωd

(2π)(d+1)

2π

3

48

3Kd,z<,2,1/2

η<,0 η>,0
(1/νWF−z<)/z>

)−νWF

,

(C.181)

the flow of the mass can be written as
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r(b) = Λ2

(
b

Λ ξLT

)1/νWF

+ Λ2

((
b

Λ ξQC,thermal

)z<
+

(
b

Λ ξQC,boosted

)1/νWF

)
Θ(b− b>T ) .

(C.182)
The correlation length is then given as the solution of the implicit equation r(Λξ) = Λ2,
and thus

1 =

(
ξ

ξLT

)1/νWF

+

((
ξ

ξQC, thermal

)z<
+

(
ξ

ξQC, boosted

)1/νWF

)
Θ(ξ − ξ>T )

(C.183)

⇒ ξ1/νWF =
1(

1
ξLT

)1/νWF

+

[(
1

ξQC,thermal

)1/νWF
(

ξ
ξQC,thermal

)z<−1/νWF

+
(

1
ξQC,boosted

)1/νWF

]
Θ(ξ − ξ>T )

.

(C.184)

Since furthermore ξ>T is always smaller than ξQC,thermal and ξQC,boosted, we can drop the
Heaviside function and express the correlation length as the minimum of the three length
scales ξLT, ξQC,thermal and ξQC,boosted,

ξ = min {ξLT, ξQC,thermal, ξQC,boosted} . (C.185)

We can thus reasonably approximate the solution to the implicit equation (C.184) as

ξ ≈

 1(
1
ξLT

)1/νWF

+
(

1
ξQC,boosted

)1/νWF

+
(

1
ξQC,thermal

)1/νWF
(

ξ
ξQC,thermal

)z<−1/νWF


νWF

(C.186)

=
ξR(

1 +
(
ξR
ξ

)1/νWF
(

ξ
ξQC,thermal

)z<)νWF
.

C.8 RG equation for the free energy

Since the presence of the interaction u0 in the generalized Pomeranchuk problem prohibits
an exact calculation of the free energy, the latter is most conveniently calculated in a
perturbative RG approach around the Gaussian fixed point. We will now derive the
corresponding RG equations, following work of Nelson and Millis.102,103 Starting point is
the action of the generalized Pomeranchuk model
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S =
1

2

∑
k

~nT−k G0(k)−1 ~nk +
u0

4! β V

∑
ki

(
~nTk1

~nk2

) (
~nTk3

~nk4

)
δk1+k2,k3+k4 , (C.187)

G0(k)−1 =

(
cos (2θ) − sin (2θ)
sin (2θ) cos (2θ)

) (
g>(k) 0

0 g<(k)

) (
cos (2θ) sin (2θ)
− sin (2θ) cos (2θ)

)
, (C.188)

g<(~k, ωn) = r + |~k|2 +
(η< ωn)2

|~k|2z<−2
and g>(~k, ωn) = r + |~k|2 +

|η> ωn|
|~k|z>−2

. (C.189)

The latter defines the free energy as

F = −T ln (Z) (C.190)

where the partition function is given by functional integral

Z =

∫
D(~n) e−S . (C.191)

In the non-interacting case, u0 = 0, the critical part of free energy density F0 =
(Fcrit./V )u0→0 can straightforwardly be evaluated. Performing the functional integral,
we obtain

F0[r, T, η<, η>,Λ] =
1

2

1

β

∑
ωn

∫
ddq

[
ln

(
β(r + q2 +

(η< ωn)2

q2z<−2
)

)
+ ln

(
β(r + q2 +

|η> ωn|
qz>−2

)

)]
(C.192)

=

∫ Λ

0

dq

∫
dΩd

(2π)d
qd−1 T ln

(
2 sinh

(√
q2z<−2(r + q2)

2η< T

))

+

∫ Λ

0

dq

∫
dΩd

(2π)d
qd−1

∫ ∞
0

dω

2π
coth

( ω
2T

)
arctan

(
η> ω

qz>−2(r + q2)

)
,

where we have already introduced the high momentum cutoff, |~k| ≤ Λ and detailed on
the lefthand-side the various parameters entering the free energy density. The renormal-
izations of the free energy due to interactions is now captured by a perturbative RG. To
this end, we divide the full action into its free part and the interactions,

SΛ = S0[r, T, η<, η>,Λ] + Sint[u0, T,Λ] , (C.193)

where the dependence of the various parameters and the cutoff has been detailed. We can
now proceed to integrating out high energy shells as discussed in appendix C.1. Perform-
ing the integral over the high momentum shell |~k| ∈ [Λ/b,Λ] perturbatively to one-loop
order and proceeding with the rescaling of all lengths, frequencies and parameters, we
are left with an action that has the same form as before, but effectively renormalized
parameters,
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SΛ/b = S0[r(b), T (b), η<(b), η>(b),Λ] + Sint[u(b), T (b),Λ] . (C.194)

This action only describes the degrees of freedom living below the reduced cutoff Λ/b,
while the renormalization of the various parameters takes into account the interactions
with the high energy degrees of freedom. The latter have disappeared from the effective
low energy action. They do, however, yields a contribution to the free energy, which
reads

δF = −T
V

ln (ZΛ) +
T

V
ln
(
ZΛ/b

)
, (C.195)

where

ZΛ =

∫
D(~n) e−SΛ . (C.196)

For an infinitesimal small RG step, b → 1+, and because we are doing a one-loop per-
turbation theory around the non-interacting limit where interactions are considered as
renormalizations of the other parameters in the system, the correction to the free energy
due to the high momentum shell |~k| ∈ [Λ/b,Λ] is calculated as

δF = F0[r, T, η<, η>,Λ]−F0[r, T, η<, η>,Λ/b] , (C.197)

where F0 is the non-interacting form of the free energy, see Eq. (C.192). The effect of
interactions is captured by the rescaling r → r(b), T → T (b) and ηi → ηi(b) for the next
RG step. The continuous RG equation for the free energy can thus be defined as

∂F
∂ ln(b)

= lim
b→1+

δF
ln(b)

∣∣∣∣
b=1

, (C.198)

and we obtain

∂F
∂ ln(b)

= b−(d+z)

∫
dΩd

(2π)d
Λd−1 T (b) ln

(
2 sinh

(√
Λ2z<−2(r(b) + Λ2)

2η<(b)T (b)

))
(C.199)

+ b−(d+z)

∫
dΩd

(2π)d
Λd−1

∫ ∞
0

dω

2π
coth

(
ω

2T (b)

)
arctan

(
η>(b)ω

Λz>−2(r(b) + Λ2)

)
,

where, as usual, the bare values of the different parameters have been replaced by the
flowing ones, e.g. T → T (b). In addition, a global scaling factor of b−d+z has to be taken
into account since the free energy density is a dimensional quantity (this is different in
the RG for an action, since actions are dimensionless). The physical free energy density
is then obtained when the RG equation (C.199) is integrated,

F =

∫ ∞
0

d ln(b)
∂F

∂ ln(b)
(C.200)

=

∫ ∞
0

d ln(b) b−(d+z)

∫
dΩd

(2π)d
Λd−1 T (b) ln

(
2 sinh

(√
Λ2z<−2(r(b) + Λ2)

2η<(b)T (b)

))

+

∫ ∞
0

d ln(b) b−(d+z)

∫
dΩd

(2π)d
Λd−1

∫ ∞
0

dω

2π
coth

(
ω

2T (b)

)
arctan

(
η>(b)ω

Λz>−2(r(b) + Λ2)

)
,
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This equation can be brought into a more physical form by defining

q =
Λ

b
(C.201)

and introducing

ε = bz> ω , (C.202a)
r̃(b) = b−2 r(b) , (C.202b)

ũ(b) = b−(d+z−4) u(b) , (C.202c)

T̃ (b) = b−z T (b) = T0 , (C.202d)
η̃<(b) = bz−z< η<(b) = η<,0 , (C.202e)
η̃>(b) = bz−z> η>(b) = η>,0 . (C.202f)

(C.202g)

With these definitions, we find that

F = F< + F> , (C.203)

F< =

∫ Λ

0

dq

∫
dΩd

(2π)d
qd−1 T0 ln

(
2 sinh

(√
q2z<−2(r̃(Λ/q) + q2)

2η<,0 T0

))
, (C.204)

F> =

∫ Λ

0

dq

∫
dΩd

(2π)d
qd−1

∫ ∞
0

dε

2π
coth

(
ε

2T0

)
arctan

(
η>,0 ε

qz>−2(r̃(Λ/q) + q2)

)
. (C.205)

This formula almost coincides with the expression of the free energy without interactions
in Eq. (C.192), but shows how the interactions renormalize the mass. In the perturbative
RG approach, the effect of interactions can thus be understood as scale-dependent pa-
rameters, where the scale dependence is only given by the anomalous scaling dimension.

C.9 Calculation of F< via RG
We will now calculate the free energy and derivatives thereof in order to derive the leading
scaling behavior of various thermodynamic observables. We note that the universal,
critical part of the free energy has to vanish in the limit of r → 0, T → 0. In order to
extract the scaling of the universal part of the critical free energy density, we will thus
always subtract the limit r → 0, T → 0 from expressions (C.203), which removes the
leading non-universal part.53 We show here explicitly how the calculation can be done
for the free energy density of the mode with the smaller dynamical exponent F<, and
are only interested in the leading critical scaling behavior of F< as a function of r and T
close to the quantum critical point. This will allow to perform a number of convenient
simplifications, the price for which is that the prefactors of the critical scaling will not be
accessible in this calculation. The RG trajectory for the free energy density of the mode
with the smaller dynamical exponent z< reads

F< =

∫ Λ

0

dq

∫
dΩd

(2π)d
qd−1 T0 ln

(
2 sinh

(√
q2z<−2(r̃(Λ/q) + q2)

2η<,0 T0

))
. (C.206)
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where r̃(b) = b−2 r(b). It is useful to express the latter combination in terms of the
correlation length, which reads

ξ = min {ξR, ξQC,thermal} =

{
ξR ze > z< or T < rνWFz<

ξQC,thermal ze < z< and T > rνWFz<
, (C.207)

see Eq. (C.184). We can treat these two cases in one go using that

r̃(b) = b−2 r(b) = ξ−x
(
b

Λ

)x−2

, (C.208)

where x = z< if ξ = ξQC,thermal and x = 1/νWF if ξ = ξR. In addition, we note that
ξ T

1/z<
0 ∼ ξ/ξQC,thermal ≤ 1. The free energy density F< can then be written as

F< ≈
∫ ξ−1

0

dq

∫
dΩd

(2π)d
qd−1 T0 ln

(
2 sinh

(
qz<
√
ξ−x q−x

2η<,0 T0

))
(C.209)

+

∫ Λ

ξ−1

dq

∫
dΩd

(2π)d
qd−1 T0 ln

(
2 sinh

(
qz<

2η<,0 T0

))
≈
∫ ξ−1

0

dq

∫
dΩd

(2π)d
qd−1 T0 ln

(
2
qz<
√
ξ−x q−x

2η<,0 T0

)
(C.210)

+

∫ Λ

ξ−1

dq

∫
dΩd

(2π)d
qd−1 T0

qz<

2η<,0 T0

,

where we used

ln(2 sinh(x)) ≈
{

ln(2x) , x� 1

x , x� 1
. (C.211)

Now defining x = q ξ, we obtain

F< ≈ ξ−d T0

∫ 1

0

dx

∫
dΩd

(2π)d
xd−1 ln

(
2
ξ−z<xz<−x/2

2η<,0 T0

)
(C.212)

+ ξ−(d+z)

∫ Λ ξ

1

dx

∫
dΩd

(2π)d
xd−1 xz<

2η<,0
,

Next, we calculate the non-universal background. In the limit r0 → 0, T0 → 0, we obtain
(using Eq. (C.211)and that r̃(b)→ 0 in this limit)

Fnon−univ.
< =

∫ Λ

0

dq

∫
dΩd

(2π)d
qd−1 qz<

2η<,0
= ξ−(d+z)

∫ ξΛ

0

dx

∫
dΩd

(2π)d
xd−1 xz<

2η<,0
. (C.213)

Performing the integral over the logarithm and subtracting the non-universal part, we
find that the free energy density dominantly scales as

F< ∼ ξ−(d+z<) , (C.214)

where we used the fact that ξ−z< & T0.
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C.10 Calculation of the thermal expansion using RG
trajectories

We want to calculate the two contributions to the thermal expansion deriving from the two
modes using their expression an an RG trajectory. The thermal expansion α corresponds
to the mixed derivative

α =
∂2F
∂T∂r

= α< + α> , (C.215)

α(·) =
∂2F(·)

∂T∂r
. (C.216)

We recall from the discussion in Sec. 6.7.2 that a derivative with respect to r acts on r̃
as

∂r̃
(

Λ
q

)
∂r

≈ c q2−1/νWF , (C.217)

c =

(
48 ∆q

3Kd,z<,2,1/2 U0

)4/9

. (C.218)

For RG stages b > b>T , which matter in the T > rνWFz>
0 -part of the phase diagram, also

the derivative with respect to the temperature T is non-zero. Depending on the ratio of
ze/z<, the derivative takes the form

∂r̃
(

Λ
q

)
∂T

∼
{
b2−z< , z< > ze

T 1/(νWFze)−1 b2−1/νWF , z< < ze
. (C.219)

We will now perform the calculation of the thermal expansion by an integration of the
RG trajectories in detail, thereby only trying to extract the scaling behavior with respect
to r and T close to the quantum critical point. Like in appendix C.9, our analysis will
however not attempt to calculate the precise prefactors of the leading scaling behavior,
which allows for some convenient approximations.

C.10.1 Contribution of the mode with the smaller dynamical ex-
ponent

The contribution of the mode with the smaller dynamical exponent is given by

α< =
∂2F<
∂T∂r

. (C.220)

In the high temperature regime, where

ξ ≈
[

1

ξR−1/νWF + ξQC,thermal
−1/νWF

]−(d+z<)

, (C.221)
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we can most easily obtain α< from Eq. (C.214),

α< = T−1 ξ−(d+z−1/ν0) . (C.222)

This is not possible in the low temperature and intermediate regimes, i.e. for T < rνWFz(·)

with z(·) = max{z<, ze}, since the correlation length is then given by

ξ = r−νWF . (C.223)

and does not depend on temperature anymore. The derivative with respect to r would
then vanish. Instead, one has to integrate the full RG trajectory.

Low temperatures: T < rνWFz>
0

At lowest temperatures, T < rνWFz>
0 , the flowing mass has no temperature dependence

since its flow is cut off before the thermal scale b>T is reached. In this case, the derivation
with respect to temperature does only act on the terms explicitely depending on T0 in
Eq. (C.203). We thus find that

α< =

∫ Λ

0

dq

∫
dΩd

(2π)d
qd+2z<−3 1

8T 2
0 η

2
<,0

sinh−2

(√
q2z<−2(r̃(Λ/q) + q2)

2η<,0 T0

)
c q2−1/νWF ,

(C.224)

with

r̃(Λ/q) = b−2 r(Λ/q) = ξ−1/νWF q2−1/νWF . (C.225)

This leads us to

α< =

∫ Λ

0

dq

∫
dΩd

(2π)d
qd+2z<−1−1/νWF

1

8T 2
0 η

2
<,0

sinh−2

(
qz<
√

(ξ−1/νWF q−1/νWF + 1)

2η<,0 T0

)
c

(C.226)

≈
∫ ξ−1

0

dq
Ωd

(2π)d
qd+2z<−1−1/νWF

1

8T 2
0 η

2
<,0

sinh−2

(
qz<
√
ξ−1/νWF q−1/νWF

2η<,0 T0

)
c

+

∫ Λ

ξ−1

dq
Ωd

(2π)d
qd+2z<−1−1/νWF

1

8T 2
0 η

2
<,0

sinh−2

(
qz<

2η<,0 T0

)
c , (C.227)

where we assumed that z< > 1/(2νWF). This is however not a strict requirement, since
the condition d+ z< < 4 implies that z< < 1/2(νWF) is only possible for z< < 1 in three
dimensions and smaller z< in smaller dimensions. Next, we use that for q ≥ ξ−1, the
argument of the sinh is larger than one. Since furthermore the sinh can be approximated
as

sinh−2(x) ≈
{
x−2 , x� 1

4 e−2x , x� 1
, (C.228)
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we obtain

α< ≈ c

∫ ξ−1

0

dq
Ωd

(2π)d
qd+2z<−1−1/νWF

1

8T 2
0 η

2
<,0

sinh−2

(
qz<
√
ξ−1/νWF q−1/νWF

2η<,0 T0

)
(C.229)

≈ c ξ−(d−1/νWF) 1

2 (2T0 η<,0 ξz<)2

∫ 1

0

dk
Ωd

(2π)d
kd+2z<−1−1/νWF sinh−2

(
kz<−1/(2νWF)

2η<,0 T0 ξz<

)
(C.230)

Now defining q = kz<−1/(2νWF), we obtain

α< ≈ c ξ−(d−1/νWF) 1

2 (2T0 η<,0 ξz<)2

∫ 1

0

dq
Ωd

(2π)d
q
d+z<−1/(2νWF)

z<−1/(2νWF) sinh−2

(
q

2η<,0 T0 ξz<

)
(C.231)

with k = q ξ. Since the sinh cuts off the integral in an exponential fashion when its
argument reaches one, and since ξ < T−1/z< , which implies that this cutoff is reached
before k = 1, we find

α< ≈ c ξ−(d−1/νWF) 1

2 (2T0 η<,0 ξz<)2

∫ 2η<,0 T0 ξz<

0

dq
Ωd

(2π)d
q
d+z<−1/(2νWF)

z<−1/(2νWF)

(
q

2η<,0 T0 ξz<

)−2

∼ ξ−(d−1/νWF) (T0ξ
z<)

d
z<−1/(2νWF) . (C.232)

This is exactly the result one would have obtained from a scaling analysis in the spirit
of Sec. 5.1.2.. In particular, the fact that the entropy has to vanish at zero temperature
implies that y0 > 0, see Sec. 5.1.2, where now

y0 =
d

z< − 1
2νWF

. (C.233)

High temperatures

Although we already know the scaling of α< for highest temperatures T > rνWFz(·) with
z(·) = max{ze, z<}, let us shortly illustrate how it can be obtained by integrating the RG
trajectory. Furthermore, the intermediate temperature regime is also not fullt described
by the calculation of the last section, since the running mass now also has a temperature
dependence. Consequently, the basic definition of the thermal expansion now translates
to

α< =
∂2F<
∂T∂r

=
∂2F<
∂T∂r̃

∂r̃

∂r
+
∂2F<
∂r̃2

∂r̃

∂r

∂r̃

∂T
. (C.234)

This is most conveniently calculated by first calculating ∂rF< and then differentiating
this result with respect to T (although of course the same result obtains if the second
order derivative is taken from the very beginning). We obtain, directly subtracting the
leading non-universal background,
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∂F<
∂r0

= c

∫ Λ

0

dq

∫
dΩd

(2π)d
qd+2z<−1/νWF−1

4η<,0
√
q2z<−2(r̃(Λ/q) + q2)

coth

(√
q2z<−2(r̃(Λ/q) + q2)

2η<,0 T0

)
(C.235)

− c
∫ Λ

0

dq

∫
dΩd

(2π)d
qd+2z<−1/νWF−1

4η<,0 qz<
. (C.236)

Again using r̃(Λ/q) = b−2 r(Λ/q) = ξ−x q2−x, we find

∂F<
∂r0

= c

∫ Λ

0

dq

∫
dΩd

(2π)d
qd+2z<−1/νWF−1

4η<,0
√
q2z<(ξ−xq−x + 1)

coth

(√
q2z<(ξ−xq−x + 1)

2η<,0 T0

)
(C.237)

− c
∫ Λ

0

dq

∫
dΩd

(2π)d
qd+2z<−1/νWF−1

4η<,0 qz<
(C.238)

≈ c

∫ ξ−1

0

dq

∫
dΩd

(2π)d
qd+2z<−1/νWF−1

4η<,0 qz<−x/1ξ−x/2
coth

(
qz<−x/2ξ−x/2

2η<,0 T0

)
(C.239)

+ c

∫ Λ

ξ−1

dq

∫
dΩd

(2π)d
qd+2z<−1/νWF−1

4η<,0 qz<
coth

(
qz<

2η<,0 T0

)
(C.240)

− c
∫ Λ

0

dq

∫
dΩd

(2π)d
qd+2z<−1/νWF−1

4η<,0 qz<
. (C.241)

Next, we expand the coth as

coth(x) ≈
{
x−1 , x� 1

1 , x� 1
, (C.242)

and obtain

∂F<
∂r0

≈ c

∫ ξ−1

0

dq

∫
dΩd

(2π)d
qd+2z<−1/νWF−1

4η<,0 qz<−x/2ξ−x/2
coth

(
qz<−x/2ξ−x/2

2η<,0 T0

)
− c

∫ ξ−1

0

dq

∫
dΩd

(2π)d
qd+2z<−1/νWF−1

4η<,0 qz<
. (C.243)

Next, we again introduce k = q ξ and find

∂F<
∂r0

≈ ξ−(d+z<−1/νWF) c

∫ 1

0

dk

∫
dΩd

(2π)d
kd+z<−1/νWF+x/2−1

4η<,0
coth

(
kz<−x/2

2η<,0 T0 ξz<

)
− ξ−(d+z<−1/νWF) c

∫ 1

0

dk

∫
dΩd

(2π)d
kd+z<−1/νWF−1

4η<,0
. (C.244)

Again expanding the coth, we obtain for the first term

∂F<
∂r0

(1)

≈ T0 ξ
−(d−1/νWF) c

∫ (2η<,0 T0 ξz< )1/(z<−x/2)

0

dk

∫
dΩd

(2π)d
kd−1/νWF+x−1

2
(C.245)

+ ξ−(d+z<−1/νWF) c

∫ 1

(2η<,0 T0 ξz< )1/(z<−x/2)

dk

∫
dΩd

(2π)d
kd+z<−1/νWF+x/2−1

4η<,0
.
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Therefore, the scaling behavior of ∂rF< is given by

∂F<
∂r0

∼ Aξ−(d+z<−1/νWF) +B T0ξ
−(d−1/ν

WF
) (T0 ξ

z<)(d−1/νWF+x)/(z<−x/2) (C.246)

∼ ξ−(d+z<−1/νWF)(1 + (B/A) (T ξz<)(d+z<−1/νWF+x/2)/(z<−x/2)) ,

where A and B are some constants. This expression is in fact valid whatever the value
of T0 is. In the low temperature regime T0 < rνWFz>

0 , where ξ has no T -dependence, we
obtain the same scaling result as before. In the quantum critical region T0 > r

νWFz(·)
0

with z(·) = max{ze, z<}, where ξ ∼ T−1/z(·) , we find the leading scaling behavior of the
thermal expansion to be

∂2F<
∂T0∂r0

∼ T−1
0 ξ−(d+z<−1/νWF) . (C.247)

In the intermediate temperature regime rνWFz>
0 < T0 < r

νWFz(·)
0 , the calculation is a

little more involved. It is helpful to start from the definition of the correlation length as
r(Λξ) = Λ2 given in Eq. (C.184) and derive this equation with respect to the temperature
T . For RG states b = Λξ > b>T , the derivation of the latter equation yields, with the
appropriate prefactors A and B,

0 = ξ−1 ∂ξ

∂T
+ AT 1/(νWFze)−1 ξ1/νWF +B ξz< . (C.248)

This implies that

∂ξ

∂T
∼ ξ max

{
T 1/(νWFze)−1 ξ1/νWF , ξz<

}
, (C.249)

which can also be written as

∂ξ

∂T
∼ ξ (ξ>T )z> max

{
(ξ/ξ>T )1/νWF , (ξ/ξ>T )z<

}
. (C.250)

We thus find that the contribution of the mode with the smaller dynamical exponent z<
to the specific heat behaves for T > rνWFz>

0 as

α< ∼
∂2F<
∂T0∂r0

∼
{
T

1/(νWFze)−1
0 ξ−(d+z<−2/νWF) , 1

νWF
> z<

ξ−(d−1/νWF) , 1
νWF

< z<
. (C.251)

This expression has a crossover at T ∼ rνWFz(·) with z(·) = max{ze, z<} since the correla-
tion length changes from ξ ∼ rνWF → ξ ∼ T 1/z(·) . Although Eq. (C.251) does not match
the low temperature scaling derived in the last subsection and given in Eq. (C.232) at
T ∼ rνWFz> , the leading behavior of the overall thermal expansion turns out to be consis-
tently explained by this simple calculation. In order to resolve the full crossover behavior
of the contribution α< to the thermal expansion at T ∼ rνWFz> , one would need to take
into account the full flow of the mass r(b), and especially the onset of thermal fluctua-
tions, which is not done here (the calculation would be straight forward, but the leading
behavior of α would not be modified).
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C.10.2 Contribution of the mode with the larger dynamical ex-
ponent

The contribution of the mode with the larger dynamical exponent is given by

α> = c

∫ Λ

0

dq

∫
dΩd

(2π)d

∫ ∞
0

dω

2π

η>,0ω
2

2T 2
0

qd+z>−1−1/νWF

q2z>(ξ−x q−x + 1)2 + η2
>,0ω

2
sinh−2

(
ω

2T0

)
(C.252)

where we again used r̃(Λ/q) = b−2 r(Λ/q) = ξ−x q2−x. This can be approximated as

α> = c

∫ Λ

0

dq

∫
dΩd

(2π)d

∫ 2T0

0

dω

2π
2η>,0

qd+z>−1−1/νWF

q2z>(ξ−x q−x + 1)2 + η2
>,0ω

2
(C.253)

≈ c

∫ ξ−1

0

dq

∫
dΩd

(2π)d

∫ 2T0

0

dω

2π
2η>,0

qd+z>−1−1/νWF

q2z>−2x ξ−2x + η2
>,0ω

2

+ c

∫ Λ

ξ−1

dq

∫
dΩd

(2π)d

∫ 2T0

0

dω

2π
2η>,0

qd+z>−1−1/νWF

q2z> + η2
>,0ω

2
(C.254)

In order to proceed, we now distinguish the cases ξ > (η>,0T0)−1/z> and ξ < (η>,0T0)−1/z> .
We also note that the leading non-universal background, obtained in the limit T0, r̃ → 0,
vanishes. There is, however, other non-universal background, which will be discussed
later.

Case ξ < T
−1/z>
0 : low temperature regime

In the low temperature regime, the integral can be approximated as

α> ≈ c

∫ 2T0

0

dω

2π

∫ (η>,0ωξx)1/(z>−x)

0

dq

∫
dΩd

(2π)d
2π2η>,0

qd+z>−1−1/νWF

η2
>,0ω

2
(C.255)

+ c

∫ 2T0

0

dω

2π

∫ ξ−1

(η>,0ωξx)1/(z>−x)

dq

∫
dΩd

(2π)d
2η>,0 q

d−z>−1+2x−1/νWF ξ2x

+ c

∫ Λ

ξ−1

dq

∫
dΩd

(2π)d

∫ 2T0

0

dω

2π
2η>,0 q

d−z>−1−1/νWF (C.256)

Therefore, the contribution α> scales as

α> ∼ T0 ξ
2x
(
A′ξ−(d−z>+2x−1/νWF) + B′(T−1

0 ξ−x)−(d−z>+2x−1/νWF)/(z>−x)
)
, (C.257)

where A′ and B′ are some constants and we have dropped cutoff dependent terms. Notice
that this corresponds to the subtraction of the non-universal background to the free
energy, see appendix C.9. We thus find that the contribution of the mode with the larger
dynamical exponent behaves as

α> ∼ T0 ξ
z>−d+1/νWF ∼ T0 r

νWF(d−z>)−1
0 (C.258)

in the low temperature regime. As a final remark, the cutoff-dependent term can be
disregarded since it corresponds to some non-universal background.
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Case ξ > T
−1/z>
0 : quantum critical region and intermediate regime

In the high temperature regime of the mode with the larger dynamical exponent z>,
corresponding to the quantum critical region and the intermediate region of the overall
phase diagram, we can most conveniently calculate the thermal expansion by again first
calculation ∂rF> and then deriving the result with respect to T . We obtain that

∂F>
∂r

= c

∫ Λ

0

dq

∫
dΩd

(2π)d

∫ ∞
0

dω

2π

η>,0 ω q
d+z>−1−1/νWF

q2z>(ξ−x q−x + 1)2 + η2
>,0ω

2
coth

(
ω

2T0

)
. (C.259)

Next, we approximate the cosh as in Eq. (C.242) and obtain

∂F>
∂r
≈ c

∫ Λ

0

dq

∫
dΩd

(2π)d

∫ 2T0

0

dω

2π

η>,0 2T0 q
d+z>−1−1/νWF

q2z>(ξ−x q−x + 1)2 + η2
>,0ω

2
(C.260)

+ c

∫ Λ

0

dq

∫
dΩd

(2π)d

∫ ∞
2T0

dω

2π

η>,0 ω q
d+z>−1−1/νWF

q2z>(ξ−x q−x + 1)2 + η2
>,0ω

2

≈ c

∫ ξ−1

0

dq

∫
dΩd

(2π)d

∫ 2T0

0

dω

2π

η>,0 2T0 q
d+z>−1−1/νWF

q2z> ξ−2x q−2x + η2
>,0ω

2
(C.261)

+ c

∫ Λ

ξ−1

dq

∫
dΩd

(2π)d

∫ 2T0

0

dω

2π

η>,0 2T0 q
d+z>−1−1/νWF

q2z> + η2
>,0ω

2

+ c

∫ ξ−1

0

dq

∫
dΩd

(2π)d

∫ ∞
2T0

dω

2π

η>,0 ω q
d+z>−1−1/νWF

q2z> ξ−2x q−2x + η2
>,0ω

2

+ c

∫ Λ

ξ−1

dq

∫
dΩd

(2π)d

∫ ∞
2T0

dω

2π

η>,0 ω q
d+z>−1−1/νWF

q2z> + η2
>,0ω

2
.

Since furthermore ξ−z> < η>,0 T0, we find

∂F>
∂r
≈ c

∫ ξ−1

0

dq

∫
dΩd

(2π)d

∫ qz>−xξ−xη−1
>,0

0

dω

2π
η>,0 2T0 q

d−z>+2x−1−1/νWFξ2x (C.262)

+ c

∫ ξ−1

0

dq

∫
dΩd

(2π)d

∫ 2T0

qz>−xξ−xη−1
>,0

dω

2π

η>,0 2T0 q
d+z>−1−1/νWF

η2
>,0ω

2

+ c

∫ (2η>,0T0)1/z>

ξ−1

dq

∫
dΩd

(2π)d

∫ qz>η−1
0,>

0

dω

2π
η>,0 2T0 q

d−z>−1−1/νWF

+ c

∫ (2η>,0T0)1/z>

ξ−1

dq

∫
dΩd

(2π)d

∫ 2T0

qz>η−1
0,>

dω

2π

η>,0 2T0 q
d+z>−1−1/νWF

η2
>,0ω

2

+ c

∫ Λ

(2η>,0T0)1/z>

dq

∫
dΩd

(2π)d

∫ 2T0

0

dω

2π
η>,0 2T0 q

d−z>−1−1/νWF

+ c

∫ ξ−1

0

dq

∫
dΩd

(2π)d

∫ ∞
2T0

dω

2π

η>,0 ω q
d+z>−1−1/νWF

η2
>,0ω

2

+ c

∫ Λ

ξ−1

dq

∫
dΩd

(2π)d

∫ ∞
2T0

dω

2π

η>,0 ω q
d+z>−1−1/νWF

q2z> + η2
>,0ω

2
.
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Again using that ξ−z> < η>,0 T0, we can approximate the last two terms as

∂F>
∂r
≈ c

∫ ξ−1

0

dq

∫
dΩd

(2π)d

∫ qz>−xξ−xη−1
>,0

0

dω

2π
η>,0 2T0 q

d−z>+2x−1−1/νWFξ2x (C.263)

+ c

∫ ξ−1

0

dq

∫
dΩd

(2π)d

∫ 2T0

qz>−xξ−xη−1
>,0

dω

2π

η>,0 2T0 q
d+z>−1−1/νWF

η2
>,0ω

2

+ c

∫ (2η>,0T0)1/z>

ξ−1

dq

∫
dΩd

(2π)d

∫ qz>η−1
0,>

0

dω

2π
η>,0 2T0 q

d−z>−1−1/νWF

+ c

∫ (2η>,0T0)1/z>

ξ−1

dq

∫
dΩd

(2π)d

∫ 2T0

qz>η−1
0,>

dω

2π

η>,0 2T0 q
d+z>−1−1/νWF

η2
>,0ω

2

+ c

∫ Λ

(2η>,0T0)1/z>

dq

∫
dΩd

(2π)d

∫ 2T0

0

dω

2π
η>,0 2T0 q

d−z>−1−1/νWF

+ c

∫ Λ

0

dq

∫
dΩd

(2π)d

∫ ∞
2T0

dω

2π

η>,0 ω q
d+z>−1−1/νWF

q2z> + η2
>,0ω

2
.

It is now useful to subtract the non-universal background one obtains in the limit r0, T0 →
0, which implies ξ−1 → 0, which yields

∂F>
∂r
≈ c

∫ ξ−1

0

dq

∫
dΩd

(2π)d

∫ qz>−xξ−xη−1
>,0

0

dω

2π
η>,0 2T0 q

d−z>+2x−1−1/νWFξ2x (C.264)

+ c

∫ ξ−1

0

dq

∫
dΩd

(2π)d

∫ 2T0

qz>−xξ−xη−1
>,0

dω

2π

η>,0 2T0 q
d+z>−1−1/νWF

η2
>,0ω

2

+ c

∫ (2η>,0T0)1/z>

ξ−1

dq

∫
dΩd

(2π)d

∫ qz>η−1
0,>

0

dω

2π
η>,0 2T0 q

d−z>−1−1/νWF

+ c

∫ (2η>,0T0)1/z>

ξ−1

dq

∫
dΩd

(2π)d

∫ 2T0

qz>η−1
0,>

dω

2π

η>,0 2T0 q
d+z>−1−1/νWF

η2
>,0ω

2

+ c

∫ Λ

(2η>,0T0)1/z>

dq

∫
dΩd

(2π)d

∫ 2T0

0

dω

2π
η>,0 2T0 q

d−z>−1−1/νWF

− c
∫ Λ

0

dq

∫
dΩd

(2π)d

∫ 2T0

0

dω

2π

η>,0 ω q
d+z>−1−1/νWF

q2z> + η2
>,0ω

2
,
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and thus
∂F>
∂r
≈ c

∫ ξ−1

0

dq

∫
dΩd

(2π)d

∫ qz>−xξ−xη−1
>,0

0

dω

2π
η>,0 2T0 q

d−z>+2x−1−1/νWFξ2x (C.265)

+ c

∫ ξ−1

0

dq

∫
dΩd

(2π)d

∫ 2T0

qz>−xξ−xη−1
>,0

dω

2π

η>,0 2T0 q
d+z>−1−1/νWF

η2
>,0ω

2

+ c

∫ (2η>,0T0)1/z>

ξ−1

dq

∫
dΩd

(2π)d

∫ qz>η−1
0,>

0

dω

2π
η>,0 2T0 q

d−z>−1−1/νWF

+ c

∫ (2η>,0T0)1/z>

ξ−1

dq

∫
dΩd

(2π)d

∫ 2T0

qz>η−1
0,>

dω

2π

η>,0 2T0 q
d+z>−1−1/νWF

η2
>,0ω

2

+ c

∫ Λ

(2η>,0T0)1/z>

dq

∫
dΩd

(2π)d

∫ 2T0

0

dω

2π
η>,0 2T0 q

d−z>−1−1/νWF

− c
∫ Λ

0

dq

∫
dΩd

(2π)d

∫ 2T0

0

dω

2π

η>,0 ω q
d+z>−1−1/νWF

q2z> + η2
>,0ω

2
.

From there, we obtain with k = T
−1/z>
0 q and ε = T0 ω

∂F>
∂r
≈ c

∫ ξ−1

0

dq

∫
dΩd

(2π)d

∫ qz>−xξ−xη−1
>,0

0

dω

2π
η>,0 2T0 q

d−z>+2x−1−1/νWFξ2x (C.266)

+ c

∫ ξ−1

0

dq

∫
dΩd

(2π)d

∫ 2T0

qz>−xξ−xη−1
>,0

dω

2π

η>,0 2T0 q
d+z>−1−1/νWF

η2
>,0ω

2

+ c

∫ (2η>,0T0)1/z>

ξ−1

dq

∫
dΩd

(2π)d

∫ qz>η−1
0,>

0

dω

2π
η>,0 2T0 q

d−z>−1−1/νWF

+ c

∫ (2η>,0T0)1/z>

ξ−1

dq

∫
dΩd

(2π)d

∫ 2T0

qz>η−1
0,>

dω

2π

η>,0 2T0 q
d+z>−1−1/νWF

η2
>,0ω

2

+ T0 T
(d−1/νWF)/z>
0 c

∫ T
−1/z>
0 Λ

(2η>,0)1/z>

dk

∫
dΩd

(2π)d+1
4 η>,0 k

d−z>−1−1/νWF

− T0 T
(d−1/νWF)/z>
0 c

∫ T
−1/z>
0 Λ

0

dk

∫
dΩd

(2π)d+1

∫ 2

0

dε
η>,0 ε k

d+z>−1−1/νWF

k2z> + η2
>,0ε

2
.

The last two terms scale as T0 T
(d−1/νWF)/z>
0 , up to cutoff-dependent terms. We now realize

that the effective theory described by the above equations is only valid beyond the RG
scale bT >, namely beyond the scale where thermal fluctuations start to be important.
One possible choice for the effective cutoff is thus Λ = T

−1/z>
0 , and the integrals in the

last two terms are thus dimensionless. The first four terms can now be further analyzed,
and we obtain

∂F1−4
>

∂r
≈ c

∫ ξ−1

0

dq

∫
dΩd

(2π)d+1
4T0 q

d+x−1−1/νWFξx (C.267)

− c
∫ (2η>,0T0)1/z>

0

dq

∫
dΩd

(2π)d+1

qd+z>−1−1/νWF

η>,0

+ c

∫ (2η>,0T0)1/z>

ξ−1

dq

∫
dΩd

(2π)d+1
4T0 q

d−1−1/νWF .



C.10. THE THERMAL EXPANSION VIA RG TRAJECTORIES 251

Performing these last integrals, we find in total that the derivative of F> with respect to
r scales as

∂F>
∂r

= T0A′′ T (d−1/νWF)/z>
0 + T0 B′′ ξ−(d−1/νWF) , (C.268)

where A′′ and B′′ are appropriate constants. The contribution of the mode with the larger
dynamical exponent to the thermal expansion in the high temperature regime, which is
simply the derivative with respect to T0 of Eq. (C.268), thus scales as

α> = a′′ T
(d−1/νWF)/z>
0 + b′′ ξ−(d−1/νWF) , (C.269)

where a′′ and b′′ are again the appropriate constants. The scaling of α> thus depends on
the sign of

d− 1

νWF

= 2− (2− 4

9
(4− d− z<)) =

5d− 4z< − 2

9
=

4

9
∆q −∆c , (C.270)

and can be written as

α> ∼ max
{
T

(d−1/νWF)/z>
0 , ξ−(d−1/νWF)

}
= max

{
ξ>T

1/νWF−d, ξ1/νWF−d
}

. (C.271)
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Appendix D

Weyl superconductors

D.1 Derivation of the Weyl superconductor Hamilto-
nian

The Weyl superconductor Hamiltonian, as it has been motivated in Sec. 8.1.1, reads

H =
∑
~k⊥,i,j

c†~k⊥i
Hij c~k⊥j

+HSC , (D.1)

Hij = vF τ
z (ẑ × ~σ) · ~k⊥ δi,j +mσz δi,j (D.2)

+ tS τ
x δi,j +

1

2
tD τ

+ δi,j+1 +
1

2
tD τ

− δi,j−1

HSC =
∑
~k⊥,i

∆
(
ctop~k⊥↑i

†ctop
−~k⊥↓i

† + cbot.~k⊥↑i
†cbot.−~k⊥↓i

†
)

+ h.c. , (D.3)

where c~k⊥i = (ctop~k⊥↑i
, ctop~k⊥↓i

, cbot.~k⊥↑i
, cbot.~k⊥↓i

)T comprises annihilation operators for electrons of
spin up and down in the top and bottom surfaces of layer i with in-plane momentum
~k⊥. The unit vector along the perpendicular axis is ẑ. The Fermi velocity of the Dirac
nodes is vF , for simplicity considered to be the same on each surface, and Pauli matrices
~σ act on the real spin. The additional pseudo spin for the top/bottom surface degree of
freedom denoted by the Pauli matrices ~τ . The Zeeman mass of the Dirac nodes is given
by the magnetization m, the tunneling between top and bottom surface of the same TI
layer is denoted by tS, and the tunneling between different TI layers is tD. The proximity
induced superconductivity is characterized by ∆ = |∆|eiϕ, with ϕ being the globally
coherent superconducting phase.

In order to recast this Hamiltonian into a more transparent form, we first rewrite it in
Nambu space. The associated pseudospin is denoted by ~κ, a third vector of Pauli matrices.
In addition, we Fourier transform the Hamiltonian long ẑ, where the superlattice constant
is d. The Hamiltonian can then be written as

253
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H =
∑
~k⊥,i,j

ζ†~k
1κ + κz

2
H~k ζ~k +HSC , (D.4)

H~k = vF τ
z (ẑ × ~σ) · ~k +mσz (D.5)

+ tS τ
x +

1

2
tD τ

+ e−ikzd +
1

2
tD τ

− e+ikzd

HSC =
∑
~k

ζ†~k
1τ σ

z

4

(
∆κ+ + ∆∗ κ−

)
ζ~k , (D.6)

where ~k is now the three-dimensional momentum and

ζ~k = (ctop~k↑ , ctop~k↓ , cbot.~k↑ , cbot.~k↓ , ctop
−~k↓
†, ctop
−~k↑
†, cbot.~−k↓

†, cbot.~−k↑
†)T (D.7)

is the Nambu spinor, with c(·)
~kσ

denoting the Fourier transform of c(·)
~k⊥σi

along ẑ. After a
canonical transformation

σ± → τ zσ± , τ± → σzτ± , (D.8)

and the subsequent diagonalization in the ~τ subspace, the Hamiltonian reads

H =
∑
~k,l=±

ζ†~kl

[
1κ + κz

2
Hl(~k) +

σz

4

(
∆κ+ + ∆∗ κ−

)]
ζ~kl , (D.9)

H±(~k) = vF (ẑ × ~σ) · ~k +M±(kz)σ
z , (D.10)

M±(kz) =m±
√
t2S + t2D + 2 tStD cos (kzd) , (D.11)

where ζ†~k± = (c~k↑±, c~k↓±, c
†
−~k↓±

, c†
−~k↑±

)T is now composed of the appropriate eigenoperators
resulting from the diagonalization in the ~τ -subspace. In order to proceed to the diag-
onalization of the ~κ subspace, we note that the non-superconducting hopping-diagonal
part of the Hamilton can be recast as

H0
± =

∑
~k

(c~k↑±, c~k↓±)
[
vF (ẑ × ~σ) · ~k +M±(kz)σ

z
](c†~k↑±

c†~k↓±

)
(D.12)

=
∑
~k

(c†~k↓±, c
†
~k↑±

)
[
−vF (ẑ × ~σ) · ~k +M±(kz)σ

z
](c~k↓±

c~k↑±

)
.

Since furthermoreM±(kz) is an even function of kz, the total Hamiltonian can be written
as

H =
∑
~k,l=±

ζ†~kl
1

2

[
1κHl(~k) +

σz

2

(
∆κ+ + ∆∗ κ−

)]
ζ~kl , (D.13)

H±(~k) = vF (ẑ × ~σ) · ~k +M±(kz)σ
z , (D.14)

M±(kz) =m±
√
t2S + t2D + 2 tStD cos (kzd) . (D.15)
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It is now easy to diagonalize the ~κ subspace, which yields Bogoliubov quasiparticles of
definite particle-hole symmetry. We obtain

H = H+ +H− (D.16)

with
Hα =

1

2

∑
~k,i=±

Φ†~k,i,αH
i∆
α (~k) Φ~k,i,α

, (D.17)

where

H±∆
α (~k) = vF (ẑ × ~σ) · ~k +M±∆

α (kz)σ
z , (D.18)

M±∆
α (kz) = (m± |∆|) + α

√
t2S + t2D + 2 tStD cos (kzd) , (D.19)

and

Φ~k,+,α =
(
d~kα, d

†
−~kα

)T
, Φ~k,−,α =

(
f~kα, f

†
−~kα

)T
, (D.20a)

d~kα =
1√
2

(
e−iϕ/2 c~k↑α + e+iϕ/2 c†

−~k↓α

)
, (D.20b)

f~kα =
1√
2i

(
e−iϕ/2 c~k↑α − e

+iϕ/2 c†
−~k↓α

)
. (D.20c)

D.2 Stability of Weyl nodes against superconductivity
In this section, we want to analyze under which conditions a Weyl semimetal remains
gapless if either s-wave or p-wave superconductivity is added to the Hamiltonian. To
this end, we assume that superconductivity couples electrons in the vicinity of two Weyl
nodes. The electrons on one node correspond to operators c1,~k,σ, the ones on the other
node to c2,~k,σ. Our result will only depend on whether the two Weyl nodes have the
same or opposite chirality. We therefore assume one Weyl node to have positive chirality,
H1 ∼ ~σ · ~k, while the second node is so far keep in a general notation, H2 ∼ ±~σ · ~k. We
furthermore focus on the effective low energy theory and measure the momenta relative
to the respective Weyl nodes, such that our starting Hamiltonian reads

H0 =
∑
~k

(c†
1,~k,↑

, c†
1,~k,↓

)
(
vF ~σ · ~k

) (c
1,~k,↑
c

1,~k,↓

)
+
∑
~k

(c†
2,~k,↑

, c†
2,~k,↓

)
(
± vF ~σ · ~k

) (c
2,~k,↑
c

2,~k,↓

)

(D.21)

=
∑
~k

(c†
1,~k,↑

, c†
1,~k,↓

, c†
2,~k,↑

, c†
2,~k,↓

)

(
vF ~σ · ~k 0

0 ± vF ~σ · ~k

)
c

1,~k,↑
c

1,~k,↓
c

2,~k,↑
c

2,~k,↓

 .
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We assume that the superconducting part of the Hamiltonian then only contains terms
of the from

HSC ∼ c†
1,~k,σ

c†
2,−~k,σ′

+ h.c. , (D.22)

which in particular includes s-wave and p-wave pairing. It is now useful to rewrite the
non-superconducting part of the Hamiltonian as

H0 =
∑
~k

(c†
1,~k,↑

, c†
1,~k,↓

, c
2,−~k,↓

,−c
2,−~k,↑

)

(
vF ~σ · ~k 0

0 ∓ vF ~σ · ~k

)
c

1,~k,↑
c

1,~k,↓
c†

2,−~k,↓
−c†

2,−~k,↑

 , (D.23)

where the sign of the second Weyl node in the Hamiltonian had to be reversed due to the
inversion of creation and annihilation operators. Including the general superconducting
term, the full Hamiltonian H = H0 +HSC can be written as

H =
∑
~k

(c†
1,~k,↑

, c†
1,~k,↓

, c
2,−~k,↓

,−c
2,−~k,↑

)

 vF ~σ · ~k
[
α(~k)1σ + ~β(~k) · ~σ

][
α(~k)∗ 1σ + ~β(~k)∗ · ~σ

]
∓ vF ~σ · ~k




c
1,~k,↑
c

1,~k,↓
c†

2,−~k,↓
−c†

2,−~k,↑

 .

(D.24)
In case the two Weyl nodes are of opposite chirality and the lower (plus) sign applies,
the diagonal is proportional to the unit matrix in Nambu space. Superconductivity can
therefore never open up a gap, but only shift the Bogoliubov Weyl nodes around. For
two Weyl nodes of equal chirality, the Hamiltonian should in general be gapped. As an
example, we consider s-wave superconductivity. The latter corresponds to

Hs−wave =
∑
~k

∆ c†
1,~k,↑

c†
2,−~k,↓

+ h.c. =
∑
~k

∆

2

(
c†

1,~k,↑
c†

2,−~k,↓
− c†

2,~k,↓
c†

1,−~k,↑

)
+ h.c. , (D.25)

where we neglect the superconducting phase for simplicity, i.e. ∆ = |∆|. The total
Hamiltonian then reads

H =
∑
~k

(c†
1,~k,↑

, c†
1,~k,↓

, c
2,−~k,↓

,−c
2,−~k,↑

)

(
vF ~σ · ~k ∆

2
1σ

∆
2
1σ − vF ~σ · ~k

)
c

1,~k,↑
c

1,~k,↓
c†

2,−~k,↓
−c†

2,−~k,↑

 . (D.26)

The eigenvalues of this Hamiltonian are easily found to be

E = ±
√

(vF ~σ · ~k)2 +
|∆|2

4
, (D.27)

and the system is gapped as expected.
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D.3 Bogoliubov Weyl nodes as halves of regular Weyl
nodes

The topological charge of a Bogoliubov Weyl node can be calculated very analogously to
the case of a normal Weyl node. We start from a general Weyl superconductor Hamilto-
nian

H =
∑
~k

(d†~k, d−~k)
1

2
[vF (σxkx + σyky) + σzM∆(kz)]

(
d~k
d†
−~k

)
, (D.28)

where d~k are the Bogoliubov quasiparticles. For simplicity, we specialize to the inversion
symmetric case M∆(kz) = M∆(−kz), but the argument holds true on general grounds.
We furthermore require that the parameters are such that the Hamiltonian has two
Bogoliubov Weyl nodes of opposite chiralities at ~k = (0, 0,±k0). This Hamiltonian is in
a way redundant since all operators appear twice. A commonly used trick to get rid of
this redundancy is to restrict the sum over half the Brillouin zone only, say to positive
kx. This is achieved by first rewriting

H =
∑
~k,kx>0

(d†~k, d−~k)
1

2
[vF (σxkx + σyky) + σzM∆(kz)]

(
d~k
d†
−~k

)
(D.29)

+
∑
~k,kx=0

(d†~k, d−~k)
1

4
[vF (σx0 + σyky) + σzM∆(kz)]

(
d~k
d†
−~k

)

+
∑
~k,kx<0

(d†~k, d−~k)
1

2
[vF (σxkx + σyky) + σzM∆(kz)]

(
d~k
d†
−~k

)

+
∑
~k,kx=0

(d†~k, d−~k)
1

4
[vF (σx0 + σyky) + σzM∆(kz)]

(
d~k
d†
−~k

)
.

Inverting the momenta in the last two terms yields

H =
∑
~k,kx>0

(d†~k, d−~k)
1

2
[vF (σxkx + σyky) + σzM∆(kz)]

(
d~k
d†
−~k

)
(D.30)

+
∑
~k,kx=0

(d†~k, d−~k)
1

4
[vF (σx0 + σyky) + σzM∆(kz)]

(
d~k
d†
−~k

)

+
∑
~k,kx>0

(d†
−~k
, d~k)

1

2
[vF (σx(−kx) + σy(−ky)) + σzM(−kz)]

(
d
−~k
d†~k

)

+
∑
~k,kx=0

(d†
−~k
, d~k)

1

4
[vF (σx0 + σy(−ky)) + σzM(−kz)]

(
d
−~k
d†~k

)
One can now unambiguously define

d~k =

{
d~k,↑ if kx > 0 ,

d†
−~k,↓

if kx < 0 ,
(D.31)
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which yields (together with M∆(kz) = M(−kz))

H =
∑
~k,kx>0

(d†~k,↑, d
†
~k,↓

)
1

2
[vF (σxkx + σyky) + σzM∆(kz)]

(
d~k↑
d~k↓

)
(D.32)

+
∑
~k,kx=0

(d†~k,↑, d
†
~k,↓

)
1

4
[vF (σx0 + σyky) + σzM∆(kz)]

(
d~k↑
d~k↓

)
(D.33)

+
∑
~k,kx>0

(d~k↓, d~k↑)
1

2
[−vF (σxkx + σyky) + σzM∆(kz)]

(
d†~k,↓
d†~k,↑

)
(D.34)

+
∑
~k,kx=0

(d~k↓, d~k↑)
1

4
[−vF (σx0 + σyky) + σzM∆(kz)]

(
d†~k,↓
d†~k,↑

)
. (D.35)

Reordering the operators yields

H =
∑
~k,kx>0

(d†~k,↑, d
†
~k,↓

) 2× 1

2
[vF (σxkx + σyky) + σzM∆(kz)]

(
d~k↑
d~k↓

)
(D.36)

+
∑
~k,kx=0

(d†~k,↑, d
†
~k,↓

) 2× 1

4
[vF (σx0 + σyky) + σzM∆(kz)]

(
d~k↑
d~k↓

)
. (D.37)

This Hamiltonian has by assumption two gapless points at ~k = (0, 0,±k0). Close to these
points, we get two halved regular Weyl nodes (namely the kx > 0-halves plus half of the
contribution of kx = 0 for each node in the partitioning chosen here). A Bogoliubov Weyl
node can thus be interpreted as the exact half of a normal Weyl node.

In order to calculate the topological charge of the Bogoliubov Weyl nodes, we expand
the Hamiltonian close one of the Bogoliubov nodes. Denoting the relative momentum by
~q, we obtain

H ≈ 1

2

∑
~q,qz>0

(d†~q,↑, d
†
~q,↓) [±~σ · ~q]

(
d~q↑
d~q↓

)
+

1

2

∑
~q,qz≥0

(d†~q,↑, d
†
~q,↓) [±~σ · ~q]

(
d~q↑
d~q↓

)
. (D.38)

A Bogoliubov Weyl node can thus be understood as the average of a system containing
a Weyl node and a system that does not contain a Weyl node. Since a Weyl node is
a topological defect of unit charge (see Sec. 7.3.3), a Bogoliubov Weyl node carries a
topological charge of 1/2 (1 + 0) = 1/2.

D.4 A Weyl superconductor with a surface at y = 0

We analyze the surface physics for a semi-infinite sample with a surface at y = 0, and
exemplarily illustrate and characterize the edge states in the sub-Hamiltonian H+∆

− . The
other sectors can be treated analogously. We model the vacuum outside the sample
(for y > 0) as a “Weyl superconductor” in the trivially gapped limit m → 0, |∆| → 0.
Inside the sample (for y < 0), m and |∆| are considered to take some finite values
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m0, |∆0| > 0. The surface can thus be taken into account by smooth functions m(y) and
|∆|(y) interpolating between these two limits. After a canonical transformation σx → σy,
σy → −σx, the H+∆

− -subsector in the presence of a surface at y = 0 has the Hamiltonian

H+∆
− =

1

2

∑
kx,y,kz

Φ†kx,ky ,+,−(y)H+∆
− (kx, y, kz) Φkx,kz ,+,−(y) , (D.39)

where Φkx,ky ,+,−(y) is the Fourier transform of Φ~k,+,− along ky. The matrix Hamiltonian
reads

H+∆
− (kx, y, kz) =

 M∆
− (kz, y) vF

(
kx − ∂

∂y

)
vF

(
kx + ∂

∂y

)
−M∆

− (kz, y)

 , (D.40)

where we had to replace ky → −i∂y because the surface breaks translation invariance in
ŷ-direction. The y-dependent effective mass M+∆

− (kz, y) is defined as

M+∆
− (kz, y) = m(y) + |∆|(y)−

√
t2S + t2D + 2 tStD cos (kzd) , (D.41a)

m(y) + |∆|(y) =

{
m0 + |∆0| > 0 for y → −∞
0 for y → +∞ ≈ [m0 + |∆0|] θ(−y) . (D.41b)

As discussed in Sec. 8.1.2, a positive effective mass M+∆
− (kz, y) > 0 corresponds to a

topologically non-trivial situation, while negative effective masses signal a trivial state
that is adiabatically connected to the vacuum (note that indeed M+∆

− (kz, y) < 0 outside
the sample). In the spinor notation, the surface states are particular solutions of the
Schrödinger equation

H+∆
− (kx, y, kz) Ψsurf(kx, kz, y) = EΨsurf(kx, kz, y) (D.42)

that live on the surface. One can easily check that they are given by

Ψsurf(kx, kz, y) =
1

N e
∫ y
0 dy′M+∆

− (kz ,y′)/vF

(
1
1

)
(D.43)

which are normalizable and exponentially localized at the surface only for momenta kz
with M+∆

− (kz, y) > 0 (N is the corresponding normalization factor). This confirms that
there exists one edge state per non-trivial momentum kz, as could be expected based
on the picture of a Weyl superconductor as layers of px + ipy-superconductor stacked in
momentum space. The dispersion of the surface state is linear and reads

E =
1

2
vF kx . (D.44)

The surface states are thus moving in positive x̂-direction with a velocity vF/2. Using
the definition of the spinor from Eq. (8.9), we can express the surface state annihilation
operator in terms of electronic operators as
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Ψsurf(kx, kz) ∼
∫
dy′Ψsurf(kx, kz, y

′)

[
1√
2

(
e−iϕ/2 ckx,kz ,↑,−(y′) + e+iϕ/2 c†−kx,−kz ,↓,−(y′)

)
+

1√
2

(
e+iϕ/2 c†−kx,−kz ,↑,−(y′) + e−iϕ/2 ckx,kz ,↓,−(y′)

)]
=

∫
dy′Ψsurf(kx, kz, y

′)

[
e−iϕ/2

ckx,kz ,↑,−(y′) + ckx,kz ,↓,−(y′)√
2

(D.45)

+e+iϕ/2
c†−kx,−kz ,↑,−(y′) + c†−kx,−kz ,↓,−(y′)√

2

]
=

∫
dy′Ψsurf(kx, kz, y

′)
[
e−iϕ/2 ckx,kz ,σx=+1,−(y′) + e+iϕ/2 c†−kx,−kz ,σx=+1,−(y′)

]
.

Firstly, this means that the spin of the surface states points into the direction of motion.
Secondly, the surface states are Majorana fermion in real space. This is best seen in
the case that all momenta kz support topological surface states, in which case we can
straight-forwardly define the Fourier transformation of Eq. (D.45) along kx and kz as

Ψsurf(~r) ∼
∫
dy′Ψsurf(x, z, y

′)
[
e−iϕ/2 cσx=+1,−(~r) + e+iϕ/2 c†σx=+1,−(~r)

]
=
√

2

∫
dy′Ψsurf(x, z, y

′)

[
cos
(ϕ

2

) cσx=+1,−(~r) + c†σx=+1,−(~r)√
2

(D.46)

+ sin
(ϕ

2

) cσx=+1,−(~r)− c†σx=+1,−(~r)√
2i

]
.

In terms of the two fundamental real space Majorana modes with spin in x̂-direction that
can be constructed out of the electrons cσ,−,

γ
(1)
σx=+1,− =

cσx=+1,−(~r) + c†σx=+1,−(~r)√
2

, γ
(2)
σx=+1,− =

cσx=+1,−(~r)− c†σx=+1,−(~r)√
2i

(D.47)
the surface state thus corresponds to the operator

Ψsurf(~r) ∼
∫
dy′Ψsurf(x, z, y

′)
[
cos
(ϕ

2

)
γ

(1)
σx=+1,−(~r) + sin

(ϕ
2

)
γ

(2)
σx=+1,−(~r)

]
. (D.48)

The surface state is thus in general a linear superposition of the two fundamental Majo-
rana modes, and the superconducting phase “picks” the precise realization.

D.5 A reminder on vortices in superconductors
Consider a bulk s-wave BCS superconductor with a vortex localized at ~r = 0. Since we
are not interested in the detailed physics close to the vortex yet, we may simply model
the vortex as a cylinder of radius R where superconductivity is suppressed. This cylinder
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traps a magnetic flux. Neglecting the finite penetration depth of the field and modeling
it to be entirely confined to the vortex core, the magnetic field inside the vortex

~B = B ẑ θ (r −R) . (D.49)

gives rise to the vector potential

~A =

[
B r

2
θ (R− r) +

BR2

2 r
θ (r −R)

]
êφ . (D.50)

The magnetic field (D.49) affects the Hamiltonian in two ways. Firstly, it changes the
canonical momentum as ~p→ ~p+ e ~A. Secondly, it introduces a winding for the supercon-
ducting order parameter. To understand this, we have to self-consistently solve for the
latter in the presence of a vortex. Let us thus consider the full electronic Hamiltonian
with an attractive interaction V leading to the formation of superconductivity, first in
the absence of vortices. The Hamiltonian is then described by

H =

∫
ddr

∑
i,j

c†i (~r)Hij(−i∇) cj(~r) +
∑
i,j,k,l

∫
ddr Vijkl c

†
i (~r)c

†
j(~r)ck(~r)cl (~r) , (D.51)

where the index of the fermionic operators ci comprises all implicit quantum number (such
as spin). By assumption, this Hamiltonian describes an s-wave BCS superconductor with
a self-consistent BCS mean field order parameter

∆ij = |∆|ijeiϕ = 〈
∑
kl

Vijkl ck(~r) cl (~r)〉 . (D.52)

In this mean field approximation, the Hamiltonian reads

H =

∫
ddr

∑
i,j

c†i (~r)Hij(−i∇) cj(~r) +
∑
i,j

∫
ddr
(

∆ij c
†
i (~r)c

†
j(~r) + h.c.

)
. (D.53)

As a next step, we introduce a vortex at the origin. Outside the vortex core, the Hamil-
tonian then reads

H =

∫
r>R

ddx
∑
i,j

c†i (~r)Hij(−i∇+ e ~A) cj(~r) +
∑
i,j,k,l

∫
r>R

ddr Vijkl c
†
i (~r)c

†
j(~r)ck(~r)cl (~r) .

(D.54)
Outside the vortex, where ~B = ∇ × ~A = 0, it is furthermore always possible to find a
scalar function ψ(~r) such that

~A(~r) = ∇ϑ(~r) . (D.55)

One possible choice is

ϑ(~r)|r>R =
BR2

2
φ . (D.56)

The vector potential can then be gauged away using

c̃i,σ(~r) = ci,σ(~r) e+i e ϑ(~r) . (D.57)
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This brings the Hamiltonian into the form

H =

∫
r>R

ddx
∑
i,j

c̃†i (~r)Hij(−i∇) c̃j(~r) +
∑
i,j,k,l

∫
r>R

ddr Vijkl c̃
†
i (~r)c̃

†
j(~r)c̃k(~r)c̃l (~r) , (D.58)

where the vector potential is now reflected in the boundary conditions of the gauge-
transformed fermionic operators,

c̃i,σ(φ+ 2π) = c̃i,σ(φ) e+i e ϑ(φ+2π) (D.59)

(where we used the angular coordinate φ only instead of the full coordinate ~r for simplic-
ity). Since the Hamiltonians (D.51) and (D.58) have the same form, we can perform the
same mean field analysis as before. We will thus find the same mean field

∆ij = |∆|ijeiϕ = 〈
∑
kl

Vijkl c̃k(~r) c̃l (~r)〉 (D.60)

for the gauge transformed operators (a note on the well-definiteness of this expression
follows below). The mean field Hamiltonian thus reads

H =

∫
ddr

∑
i,j

c̃†i (~r)Hij(−i∇) c̃j(~r) +
∑
i,j

∫
ddr
(

∆ij c̃
†
i (~r)c̃

†
j(~r) + h.c.

)
. (D.61)

Undoing the gauge transformation yield finally the mean field Hamiltonian

H =

∫
ddr

∑
i,j

c†i (~r)Hij(−i∇+ e ~A) cj(~r) +
∑
i,j

∫
ddr
(

∆ij e
−i 2e ϑ(~r) c†i (~r)c

†
j(~r) + h.c.

)
.

(D.62)
Therefore, the self-consistent mean field Hamiltonian of a superconductor threaded by a
flux takes the form

∆flux
ij (~r) = ∆ij e

−i 2e ϑ(~r) = |∆ij|eiϕ̃(~r) , (D.63)

where we have introduced the winding order parameter

ϕ̃(~r) = ϕ− 2e ϑ(~r) . (D.64)

Since the order parameter must be well-defined under rotations by 2π, the function ϑ(~r)
must be such that

2e ϑ(φ+ 2π) = 2e ϑ(φ) + n 2π , n ε Z . (D.65)

This however implies
BπR2 = n

π

e
, n ε Z . (D.66)

The flux Φ = BπR2 through a vortex in a superconductor is thus quantized in units of
the so-called superconducting flux quantum Φ0 = π/e (note that we work in units of
~ = 1, and that Φ0 = h/(2e) if all physical units are restored), and the phase of the order
parameter phase winds by 2π for every flux quantum. We note that the flux quantization
also renders Eq. (D.60) well defined.
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D.6 Symmetries of the Hamiltonian for magnetic fields
parallel to ẑ

Besides time reversal and inversion symmetry, a Weyl superconductor has two more im-
portant symmetries that we shall shortly discuss here. We allow for breaking of transla-
tion invariance along x̂ and ŷ, but consider only inversion symmetric situations. In order
to tackle vortex physics, magnetic fields along the ẑ axis are allowed within a limited re-
gion around the origin such that the vector potential ~A is confined to the x−y-plane. We
then perform the gauge transformation Eq. D.57, and are able to rewrite the Hamiltonian
as discussed in Sec. 8.1.1. It decouples into four independent sectors and reads

H =
1

2

∑
i=±,α=±

∫
d2r⊥Φ†kz ,i,α(~r⊥)Hi∆

α (x, y, kz) Φkz ,i,α
(~r⊥) , (D.67)

where

H±∆
α (x, y, kz) = vF

(
−i ∂
∂x

σx − i ∂
∂y

σy
)

+M±∆
α (x, y, kz)σ

z , (D.68)

M±∆
α (x, y, kz) =M±∆

α (x, y,−kz) . (D.69)

The quasiparticle spinors Φkz ,i,α
(~r⊥) are the Fourier transforms along x̂ and ŷ of Φ~k,i,α

as
defined in Eq. (8.9), although the superconducting phase entering definition is now space
dependent due to the gauge transformation,

ϕ→ ϕ̃(~r⊥) = ϕ+ 2e ϑ(~r) , Ai(~r⊥) = ∂xi ϑ(~r⊥) . (D.70)

D.6.1 Superconducting particle-hole symmetry

The first important symmetry is the superconducting particle-hole symmetry. The latter
is obviously respected, since the quasiparticles Φ~k,i,α

were defined such that they respect
this symmetry. We state it for the sake of completeness and in order to contrast it with
the second symmetry, namely charge conjugation symmetry, that is sometimes also called
particle-hole symmetry. In terms of electron operators, the superconducting particle-hole
symmetry corresponds to

ckzσi(~r⊥) e−iϕ̃(~r⊥)/2 ↔ c†−kz σ̄i(~r⊥) eiϕ̃(~r⊥)/2 , (D.71)

which yields for the quasiparticle spinors

Φkz ,i,α
(~r⊥)↔ (−1)i Φkz ,i,α

(~r⊥) . (D.72)

The Hamiltonian thus trivially transforms as

H ↔ H . (D.73)

D.6.2 Charge conjugation symmetry

The second symmetry is commonly referred to as charge conjugation symmetry, or al-
ternatively particle-hole symmetry since it generally connects electron-like states with
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hole-like states of opposite energy. We stress that the corresponding symmetry operation
is similar, but different to the superconducting particle-hole symmetry. In terms of the
original electrons, it corresponds to the transformation

ckzσi(~r⊥) e−iϕ̃(~r⊥)/2 ↔ c†kzσi(−~r⊥) eiϕ̃(~r⊥)/2 , (D.74)

which yields

Φkz ,i,α
(~r⊥)↔ (−1)i

(
Φ†kz ,i,α(−~r⊥)

)T
. (D.75)

for the quasiparticle spinors. We exemplarily discuss the subsequent steps for the sector
H+∆
− , which initially reads

H+∆
− =

1

2

∑
kz

∫
d2r⊥

(
M+∆
− (x, y, kz)

[
d†kz ,i(~r⊥) dkz ,i(~r⊥)− d−kz ,i(~r⊥) d†−kz ,i(~r⊥)

]
(D.76)

+d†kz ,i(~r⊥)

[
−i ∂
∂x
− ∂

∂y

]
d†−kz ,i(~r⊥) + d−kz ,i(~r⊥)

[
−i ∂
∂x

+
∂

∂y

]
dkz ,i(~r⊥)

)

becomes

H+∆
− =

1

2

∑
kz

∫
d2r⊥

(
M+∆
− (x, y, kz)

[
dkz ,i(−~r⊥) d†kz ,i(−~r⊥)− d†−kz ,i(−~r⊥) d−kz ,i(−~r⊥)

]
(D.77)

+dkz ,i(−~r⊥)

[
−i ∂
∂x
− ∂

∂y

]
d−kz ,i(−~r⊥) + d†−kz ,i(−~r⊥)

[
−i ∂
∂x

+
∂

∂y

]
d†kz ,i(−~r⊥)

)
.

Next, we invert the operators in the first line, shift the sum over kz in the second line as
kz → −kz and invert the integration variable ~r⊥ → −~r⊥, which yields

H+∆
− =

1

2

∑
kz

∫
d2r⊥

(
M+∆
− (−x,−y, kz)

[
−d†kz ,i(~r⊥) dkz ,i(~r⊥)− d−kz ,i(~r⊥) d†−kz ,i(~r⊥)

]
(D.78)

+d−kz ,i(~r⊥)

[
i
∂

∂x
+

∂

∂y

]
dkz ,i(~r⊥) + d†kz ,i(~r⊥)

[
i
∂

∂x
− ∂

∂y

]
d−kz, i

†(~r⊥)

)
.

Using inversion symmetry in the x− y-plane, i.e. M+∆
− (−x,−y, kz) = M+∆

− (x, y, kz), we
finally conclude that the Hamiltonian transforms under charge conjugation as

H ↔ −H∗ (D.79)

(with the convention that the complex conjugation does not act on many-particle cre-
ation/annihilation operators). Denoting the charge conjugation operation C, we thus find
that for any eigenstate of the Hamiltonian, there exists an eigenstate of opposite energy,

H Ψ = EΨ ⇒ H (CΨ)∗ = −E (CΨ)∗ . (D.80)
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D.7 Vortices along ẑ in Weyl superconductors
As discussed in Sec. 8.2.1, we model a vortex in a Weyl superconductor similarly crudely
to appendix D.5 by a cylinder of suppressed superconducting order parameter threaded
by a flux. The average magnetization is in general affected by the vortex magnetic field,
but for this appendix, we assume possible effects to be restricted to the vortex core. The
latter is considered to be in a topologically trivial phase, which implies |m| < mc1 there.
From a topological point of view, the boundary surface of the vortex is then like a surface
to vacuum, and we expect physics similar to Sec. 8.1.5.

Exploiting the cylindrical symmetry with respect to the vortex axis as in appendix
D.5, we model the latter by a radially dependent magnetization m and superconducting
order parameter |∆|. The radius of the vortex is considered to be R, and m(r) and
|∆(r)| are smooth functions interpolating between fixed values m and |∆| for r > R, and
|m| < mc1, |∆| = 0 inside the core of the vortex. The magnetic field is ~B = B ẑ inside
the vortex and vanishes everywhere else, which leads to a vector potential

~A(~r) = A(r) êφ , (D.81)

A(r) =
Br

2
Θ(R− r) +

BR2

2r
Θ(r −R) .

As motivated in Sec. 8.2.1, we specialize to the case that only one subsector is topo-
logically nontrivial outside the vortex (either fully, if the system is in a (0, 1)-phase, or
partially if it is in a (1, 1)-phase), and that the relevant physics happen in the H−-part
of the Hamiltonian. The results can however readily be generalized. At first, we need
to derive the Hamiltonian in cylindrical geometry, which can at least partially be done
along the lines of appendix D.1. We start with the non-superconducting Hamiltonian
H− as defined in Eq. (8.5) and rewrite it in cylindrical coordinates for r > R. After the
canonical transformation σx → −σy, σy → σx, we obtain

H− =
∑
kz

d2r
(
c†kz↑−(~r), c†kz↓−(~r)

)
HA

(
ckz↑−(~r)
ckz↓−(~r)

)
, (D.82)

where the matrix Hamiltonian

HA = M−(kz, r)σ
z + vF (σx [−i∂x + eAx] + σy [−i∂y + eAy])

= M−(kz, r)σ
z + vF ~σ

(
←
e x
→
e x +

←
e y
→
e y

)
(−i∇+ e ~A) (D.83)

= M−(kz, r)σ
z + vF ~σ

(
←
e r
→
e r +

←
e φ
→
e φ

)
(−i∇+ e ~A)

= M−(kz, r)σ
z + vF

(
0 −i e−iφ
−i eiφ 0

)
∂

∂r
+ vF

(
0 − e−iφ
eiφ 0

)(
1

r

∂

∂φ
+ ieA(r)

)
contains the magnetic vector potential ~A defined in Eq. (D.81) and where

M−(kz, r) = m(r)−
√
t2S + t2D + 2tStD cos (kzd) . (D.84)

Note that we neglect the Zeeman effect inside the vortex core, since the latter is assumed
to be in a topologically trivially insulating state with a large gap. We can now go
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to Nambu space and add the proximity induced superconductivity to the Hamiltonian,
which yields

H− =
∑
kz

∫
d2r

(
c†kz↑−(~r), c†kz↓−(~r), c−kz↓−(~r), c−kz↑−(~r)

)
HSC,−


ckz↑−(~r)
ckz↓−(~r)

c†−kz↓−(~r)

c†−kz↑−(~r)

 , (D.85)

where

HSC,− =

 HA
|∆(r)| eiϕ̃(φ) 0

0 −|∆(r)| eiϕ̃(φ)

|∆(r)| e−iϕ̃(φ) 0
0 −|∆(r)| e−iϕ̃(φ) H−A

 . (D.86)

In the above equation, ϕ̃(φ) = ϕ− (Φ/Φ0)φ is the twisted order parameter, see appendix
D.5 (φ is the angular coordinate, ϕ is the regular order parameter phase, Φ is the flux in
the vortex and Φ0 the superconducting flux quantum).

D.7.1 Expression of the zero energy Majorana bound state

A vortex in a Weyl superconductor traps a unique zero energy bound state if it contains
an odd number of flux quanta. To explicitly show this, let us first discuss the bound state
for a simple limiting case where the algebra can be done explicitly, and then turn to the
general solution.

The limiting case is defined as follows. We assume that the Zeeman massm is constant
in the entire Weyl superconductor (and in particular takes the same value inside and
outside the vortex). Moreover, we assume that mc1 < m < mc2 , such that there is one
momentum kz = k0

z withM−(r, k0
z) = 0 everywhere. As follows from Fig. 8.6, we are then

able to find a |∆| = ∆0 outside the vortex such that only one subsector is topologically
non-trivial, and expect a single zero energy Majorana mode bound to the vortex for this
choice of |∆|: the vortex core at this momentum and order parameter has two topological
subsectors, while the Weyl superconductors has only one topological subsector (for this
momentum), see Fig. 8.6. At the interface, there will thus be a single Majorana mode. In
addition, we assume that there is only a single flux quantum inside the vortex. Outside
the vortex, the Hamiltonian (8.22) reads for kz = k0

z

H− =

∫
r>R

d2r ψ†k0
z
(~r)H− ψk0

z
(~r) , (D.87a)

H− =

(
HB |∆(r)| eiϕ(φ) σz

|∆(r)| e−iϕ(φ) σz H−B

)
, (D.87b)

HB = vF

(
0 −i e−iφ
−i eiφ 0

)
∂

∂r
+ vF

(
0 − e−iφ
eiφ 0

)(
1

r

∂

∂φ
+ ie

BR2

2r

)
.

The order parameter amplitude |∆(r)| goes to zero in the vortex core and takes the value
|∆(r)| = ∆0 far away from the vortex. For kz = k0

z , this Hamiltonian has two linearly
independent normalizable zero energy bound state solutions,
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Ψouter
1 =

1

N ′′
1√
r
e−

∫ r
R dr

′ |∆(k0
z ,r
′)|/vF


e−iφ

0
0
i eiφ

 , (D.88)

Ψouter
2 =

1

N ′′
1√
r
e−

∫ r
R dr

′ |∆(k0
z ,r
′)|/vF


0
i
1
0

 . (D.89)

Inside the vortex, i.e. for r < R, where

HB = vF

(
0 −i e−iφ
−i eiφ 0

)
∂

∂r
+ vF

(
0 − e−iφ
eiφ 0

)(
1

r

∂

∂φ
+ ie

Br

2

)
,

only the state

Ψinner
2 =

1

N ′′′ e
−1/vF

∫ r
R dr

′ (|∆(k0
z ,r
′)|+eBr′/2)


0
i
1
0

 (D.90)

is normalizable. The state that would be connected to Ψ1 is given by

ψinner
1 ∼ e−1/vF

∫ r
R dr

′ (|∆(k0
z ,r
′)|+1/r′−eBr′/2)


e−iφ

0
0
i eiφ

 . (D.91)

This state however diverges at the origin as ψinner
1

r→0∼ 1/r and is thus not normalizable.
Consequently, there is only a single normalizable zero energy state bound to the vortex.
Up to the normalization, it is given by

Ψ = Ψinner
2 Θ(R− r) + Ψouter

2 Θ(r −R) . (D.92)
When we consider a momentum kz close to k0

z or change the Zeeman gap m a little bit,
the system will stay in the same extended topological phase. There wil thus always be a
single zero energy bound state per topological momentum as long as there is no topological
phase transition. To be more concrete, we find that the Hamiltonian (8.22) has always
two linearly independent zero energy bound states for r > R. For M+∆

− (kz, r) > 0 and
M−∆
− (kz, r) < 0 at large r, they are given by

Ψouter
+∆ =

1

N ′
1√
r
e−

∫ r
R dr

′M+∆
− (kz ,r′)/vF


e−iφ

i
1
i eiφ

 (D.93)

Ψouter
−∆ =

1

N ′′′
1√
r
e+

∫ r
R dr

′M−∆
− (kz ,r′)/vF


e−iφ

−i
−1
i eiφ

 . (D.94)
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The bound state will be a superposition of these two states that connects to the nor-
malizable solution for r < R. The special case considered previously corresponds to
M+∆
− = −M−∆

− = |∆(r)| and Ψ2 ∼ Ψ+∆ −Ψ−∆.
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Deutschland

Geburtsdatum und -ort: 11. Dezember 1983 in Mainz
Staatsbürgerschaft: deutsch
Familienstand: ledig

Berufliche Erfahrungen

09/2011–12/2012 Forschungsaufenthalt am Kavli Institute for Theoretical Physics der University of Cali-
fornia, Santa Barbara in der Arbeitsgruppe von Prof. Dr. L. Balents.

• Erforschung von supraleitenden topologischen Weyl-Halbmetallen.

seit April 2009 Dissertation an der Universität zu Köln in der Arbeitsgruppe von Prof. Dr. A. Rosch
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