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1. An Introduction to Skyrmions

1.1. Skyrmions in Chiral Magnets

Skyrmions were originally introduced by Tony Skyrme in the early 1960’s as topological non-
trivial quasi-particles in certain field theories [1]. Later, skyrmions appeared in various different
fields of physics and also have been suggested by Bogdanov et al. [2] to appear as a metastable
state in anisotropic non-centrosymmetric magnetic materials with chiral spin-orbit interactions
in a magnetic field. The real break-through for skyrmions in solid state physics then happened in
2009 after the discovery of the magnetic skyrmion lattice in cubic chiral magnets by Mühlbauer
et al [3]. For the phasediagram see figure 1.2. In these magnets the chiral B20 atomic crystal
structure allows to include a Dzyaloshinskii-Moriya interaction term which in two dimensions
is

HDMI =

∫
d2rDM(r) · [∇×M(r)] (1.1)

with the continuous magnetization M(r) and the DMI coupling constant D and which results
from spin-orbit interaction. This interaction term favours twisting the magnetic structure in a
given handedness and hence can lead to an energetic stabilization of helices or chiral skyrmions.
After the first discovery of skyrmion lattices they were found in many different types of B20
compounds such as the metals MnSi [3,4] and FeGe [5], the semiconductor Fe1-xCoxSi [6,7] or
even the insulator Cu2OSeO3 [8].
The magnetic skyrmions mainly gained such a broad attention due to their topological prop-
erties: the skyrmion obeys an integer winding number W which in two dimensions is defined
as

W =
1

4π

∫
d(x, y)M̂

(
∂xM̂× ∂yM̂

)
(1.2)

with the unit vector in the direction of the magnetization M̂ = M/|M|. This topological
winding number is illustrated in figure 1.1, where it is shown how to map the magnetic structure
of a chiral skyrmion onto a hedgehog: the hedgehog gets ’combed’, meaning every spin is rotated
around the axis connecting an arbitrary north and south pole, and afterwards is projected
down to the two-dimensional plane. The combing here is not an essential step when building a
skyrmion: a simple projection of the hedgehog down to the plane would also yield a skyrmion,
but it would not be chiral. As in this thesis we want to explicitly work with the DM interaction
resulting from the chirality of the underlying lattice structure, and hence with chiral skyrmions,
in the following the term chiral is omitted if not stated otherwise.
The topological winding number defined in equation 1.2 leads to interesting results, e.g. a topo-
logical Hall effect [10,11] or a skyrmion-flow Hall effect [12] in the metallic B20 compounds. As
a motivation for these effects, see figure 1.3. More interestingly for possible later applications,

Figure 1.1: Building a chiral skyrmion texture. Original figure taken from [9].
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Figure 1.2: Phasediagram of MnSi. Skyrmion phase is
’A-phase’. Figure taken from [3].

Figure 1.3: Electron follows the
skyrmionic structure adiabatically.
Figure taken from [17].

the winding number causes a very strong Magnus force acting on the spins [13–16]. As the
Dzyaloshinskii-Moriya interaction results from spin-orbit interaction and hence is weak com-
pared to the ferromagnetic coupling, the skyrmion texture is large compared to the underlying
crystalline structure and thus very smooth. These very smooth skyrmion textures, supported
by the strong Magnus force, can be moved at ultra-low threshold currents [14,18–21]. Recently
skyrmions could also be controlled written and deleted [22]. This is why magnetic skyrmions
are a promising candidate for future spintronic applications [23,24].
In this thesis we focus on single skyrmions in a ferromagnetic background, meaning at a mag-
netic field above the skyrmion phase in two dimensions. Their stability, espacially at very low
temperatures, allows us to analytically and numerically study their behaviour in the presence
of vacancies, that is unoccupied or empty sites in the crystalline lattice structure.

1.2. The Landau-Lifshitz-Gilbert Equation

The Landau-Lifshitz-Gilbert equation is the equation of motion for the direction of the local
position- and time-dependent magnetization M̂(r, t) ≡ M̂ = M/|M| [25–27]

(∂t + j · ∇) M̂ = −M̂×Beff + αM̂×
(
∂t +

β

α
j · ∇

)
M̂. (1.3)

Here the new quantities which enter this equation are:

• the effective magnetic field Beff ≡ − δF
δM

• the damping parameters α and β, which in general are small compared to 1 and not equal

• the current density j .

As the free energy F of the chiral magnet is, as stated in the previous section, the free energy
of a usual ferromagnet with an additional DMI term, see equation 1.1, the free energy F and
hence the effective magnetic field Beff is of the form:

F [M] =

∫
d2r

[
J

2
[∇M(r)]2 +DM(r) · [∇×M(r)]−B ·M(r)

]
(1.4)

Beff = J∆M(r)− 2D∇×M(r) + B (1.5)
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with J the ferromagnetic coupling constant, D the Dzyaloshinskii-Moriya interaction constant
and B the external magnetic field. Furthermore it is already assumed that we consider the
system to be at low temperatures, such that the local magnetization can only vary in direction
but not in the absolute value. The standard Landau terms for the temperature dependent
absolute value therefore are already omitted. The Landau-Lifshitz-Gilbert equation (LLG) is
most commonly derived from phenomenological considerations by including the lowest order
derivatives only. An example for a comprehensive derivation can be found in [28].

1.3. The Thiele Equation

To describe the movement of a skyrmion lattice the LLG equation 1.3 is not useful: it contains
too many details, representing an equation of motion for the whole space-dependent magne-
tization in the system. Therefore we can use an ansatz provided by A. A. Thiele [29], where
the LLG equation is projected down onto its translational modes. Basic requirements for this
ansatz to work, besides breaking the translational symmetry which a skyrmion lattice obvi-
ously fulfills, are that the skyrmions are rigid objects and drift with a constant velocity. Both
of these last requirements will be violated when later in this thesis considering the movement
of a single skyrmion in a ferromagnetic background while interacting with vacancies. However,
we just assume that we can take the same result as for the lattice to describe the movement of
a single skyrmion. After calculating the projection suggested by Thiele one recovers the Thiele
equation [15,16,28–30]

F(r) = G× (ṙ− j) +D (αṙ− βj) (1.6)

where the velocity of the skyrmion ṙ is related to forces F(r), e.g. pinning forces, by the current
density j via the damping parameters from the LLG equation 1.3 and the constants G and D.
The constant vector G is called the gyrocoupling vector and it is quantized by the winding
number W with

G = Gn, with G = 4πMW (1.7)

with n the unit vector in the direction of the external magnetic field B and M the absolute
magnetization which in the following is always fixed toM = 1. The constantD is the dissipative
constant, which results from an originally 3×3 matrix that turns out to be almost diagonal in the
considered setup. This constant has been calculated for a single skyrmion and approximately
it is D ≈ 15 [31].
In the case of a pure system without any pinning forces, the dependency of the skyrmion
velocity relative to the current density becomes [19]

v‖ =

(
β

α
+

α− β
α3
(
D
G
)2

+ α

)
j (1.8)

v⊥ =
(α− β)

(
D
G
)

α2
(
D
G
)2

+ 1
j (1.9)

where v‖ and v⊥ are the components of the velocity parallel and perpendicular to the current
density j.
For theoretical considerations, the general choice α 6= β is valid but only makes the analysis
more difficult. Hence we use that we can extract all parts of the Thiele equation which are
dependent on the current density or the damping β. We now introduce a new current density
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jα, which couples to the Thiele equation with a different damping α 6= β but has the same
effect in the equation, that is

(G×+βD) jβ
!

= (G×+αD) jα(
βD −G
G βD

)
jβ

!
=

(
αD −G
G αD

)
jα.

(1.10)

Hence due to det(G × +βD) = β2D2 + G2 ≥ G2 > 0 this equation is always invertible. This
means that we can always transform the current density according to 1.10 in such a way, that
the damping β effectively is replaced by a damping α or vice versa. Using this transformation
the Thiele equation can be written in a simplified form

F(r) = G× (ṙ− j) +D (ṙ− j) (1.11)

with the dissipative constant D(α) = Dα including the remaining damping parameter. From
this representation of the Thiele equation one can immediately read off that in the absence of
other forces than the current density, the skyrmion moves with a velocity equal in direction
and absolute value to the transformed current density. Note that this equation only holds in
the Thiele approximation with the requirements stated above.

1.4. The System of Units

In the free energy functional we find, that the term for the ferromagnetic coupling by itself is
already scale invariant: after a rescaling, the integration over the two-dimensional plane cancels
the squared derivative of the magnetization. Hence it is reasonable to decide to express the
unit of energy in terms of the ferromagnetic coupling J . The equation for the dimensionless
free energy can then be obtained from equation 1.4 by dividing both sides of the equation by
J .
This very basic decision in the numerical units also fixes the units of D and B to be equal to
J . Furthermore then the unit of the effective magnetic field is also fixed to be J and via the
LLG equation 1.3 then also the current density is fixed to units of J . From the derivative with
respect to time, which has units 1/time, then also the unit of time is fixed to 1/J .
Going over from the numerical units where length is fixed by the lattice constant a to the
units of the continuum model for the magnetization, there is no explicit length anymore. The
characteristic lengthscale of the system is rather determined by the interplay of the different
interaction constants of the free energy. Here we can again use a scaling transformation to find
that one possibility to form a length is

R =
D

B
a (1.12)

which we identify with the radius of the skyrmion. This way we have a connection between the
lattice constant a and the unit for length R in the continuum model. Further we can form a
third quantity

ζ =
JB

D2
(1.13)

which is dimensionless. Its value affects the shape of the skyrmion in the rescaled system of
units.
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At a later point in this thesis, the potential of a point-like vacancy will be determined to obey
a scaling law with respect to the size of the skyrmion, see section 2.4.4. The scaling which
turns out is the same as expected from the a scaling transformation of a delta-potential. For a
given shape ζ of the skyrmion and a hole radius aH = rHa, in numerical units the characteristic
potential which obeys the same scaling as the potential function in numerical units hence is
given as

V0 = energy
area hole
area SkX

= J
a2H
R2

= J

(
B

D

)2

r2H. (1.14)

However, in the following in this thesis when considering point-like vacancies we will always
use rH = 1.
A last unit that is needed is the unit for the current density. Hence we introduce a characteristic
current density j0 by the use of the Thiele equation 1.11. Here the force, which is the spatial
derivative of the potential, in terms of units is equal to the velocity and the current density.
Basically this happens because in the theoretical description we have ~ = c = 1. Hence the
characteristic current density is the potential devided by the most natural length scale which
here must be the skyrmion radius R:

j0 ≈ ∂rV (r) ≈ V0
R

= J

(
B

D

)3

a r2H. (1.15)

With these units we can describe every relevant quantity in the continuum model.
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2. Pinning a Skyrmion by a Vacancy in Two Dimensions

As skyrmions are a good candidate for spintronics due to their stability, one seeks to find a
possibility to control them to a sufficient extent. The interaction of skyrmions with any kind
of disorder in the underlying cristaline lattice therefore needs to be studied. A central question
one needs to ask is whether or to which extent disorder prevents us from controlling skyrmions
or how we could maybe even use it for our purposes. As skyrmions are topological objects build
from magnetic spin structures, disorder may arise as magnetic and non-magnetic impurities.
Magnetic impurities are identified with atoms in the crystaline lattice where at a given site
the spin coupling is changed such that the spin points in a particular direction. Completely
unoccupied lattice sites, so-called vacancies, are non-magnetic impurities and will certainly
also influence a skyrmion closeby as they put a constraint on the local spin structure. Whereas
magnetic impurities have already been studied by various research groups [16,19] qualitatively,
the influence of vacancies on skyrmions is not known. Furthermore vacancies shall be considered
as they are the more natural type of disorder within a lattice.

Figure 2.4: Skyrmion pinned by a vacancy (site marked with the white sphere). Result obtained from
simulating the full micromagnetic system, see chapter 2.1.

2.1. Simulating the Full Micromagnetic System

As a first step towards the answer to the question how a skyrmion interacts with a vacancy we
simulate the whole micromagnetic system in a way proposed by C. Schütte. For the simulation,
we discretize the continuous function for the magnetization M(r). On each site of the lattice
the magnetic moment is given by a three dimensional Heisenberg spin M(r), meaning all spins
have equal length. Demagnatization effects may be neglected as all calculations are assumed at
zero temperature. By convention we set the absolute value of the local magnetization to one,
‖M(r)‖ = 1. The equation which describes the time evolution of the system by the precession
of each magnetic moment is the Landau-Lifshitz-Gilbert (LLG) equation 1.3. It also conserves
the absolute value of each magnetic moment and hence fits the assumption of Heisenberg spins.
To calculate the solution of the LLG by iteration it is useful to rewrite the equation such
that the linear derivative with respect to time is isolated on the left hand side. A priori, this
condition is violated as the dependence on the derivative is more complicated but it can be
resolved easily. One can check that for any pair of perpendicular vectors a and b the following
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relation holds true:
a× a× b = −‖a‖2b (2.16)

Using that the LLG conserves the absolute value of each magnetic moment M, any change
dM can only be perpendicular to the initial direction of M. Thus equation 2.16 also holds for
a = M and b = dM. After isolating the derivative with respect to time in the LLG 1.3 and
iteratively plug it back into the equation, one can bring the gradient dependent part from the
left hand side of the LLG equation 1.3 to the right and iteratively insert it into the derivative
with respect to time on the right hand side again. Using equation 2.16 with our conventionally
chosen ‖M‖ = 1 yields:

∂tM = −M×Beff − (j · ∇)M + αM×
[
∂tM +

β

α
(j · ∇)M

]
= −M×Beff − (j · ∇)M + βM× [(j · ∇)M]

+ αM× (−M×Beff − (j · ∇)M + βM× [(j · ∇)M])

+ α2M×M× ∂tM
= − [M×+αM×M×]Beff

+ [−1 + (β − α)M×+αβM×M×] (j · ∇)M

− α2∂tM

(2.17)

from which we recover an equation linear in the time dependent derivative:

∂tM =
1

1 + α2
(− [M×+αM×M×]Beff + [−1 + (β − α)M×+αβM×M×] (j · ∇)M)

(2.18)
Here Beff plays the role of an effective magnetic field and is defined as in equation 1.5. Concern-
ing the discretization for the numerics we choose to discretize the continuous magnetization
onto a two-dimensional square lattice. The derivatives in the following are replaced by the
symmetric differential ratios:

∂xM(r)→ 1

2a
(Mi+1,j −Mi-1,j)

∂yM(r)→ 1

2a
(Mi,j+1 −Mi,j-1)

∆M(r)→ 1

a2
(Mi+1,j+1 + Mi+1,j-1 + Mi-1,j+1 + Mi-1,j-1 − 4Mi,j)

(2.19)

With these replacements the initial configuration can now be iterated. The algorithm chosen
for iterating the differential equation is the Runge-Kutta integration method of third order in
the case of a finite current density and fourth order for zero current density.
We want to use this algorithm to iteratively solve the time evolution of the full micromagnetic
system consisting of a skyrmion in a ferromagnetic background. Hence the initial setup is
constructed by taking a whole ferromagnetic configuration and placing a skyrmion inside. Note
that the exact size and winding shape of the skyrmion is not important. What is important is
the correct winding number. We then run the iteration of the LLG equation without any current
and with a sufficiently large damping at zero temperature. The system will then equilibrate to
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the optimal configuration for the chosen set of parameters. If we choose the range of parameters
which is of our interest the winding number is conserved. Next, the vacancy is created. The
vacancy is supposed to model a hole in the layer, hence we remove the spin at this particular
site setting it to zero. Finally, the differential LLG equation is iterated at a finite current
density j. By plotting the magnetic configurations after fixed time intervals we recover a movie
of the driven skyrmion. Parts of the resulting movement are shown in figure 2.5. From these
results one can see that first there is a repulsive interaction between skyrmion and vacancy as
the skyrmion drifts down, away from the vacancy. Afterwards, the skyrmion changes its way
being attracted by the vacancy, then is again driven by the current density to the right and
finally stays pinned at the bottom-right side of the vacancy.

Figure 2.5: Single skyrmion moving (follow arrows) driven by a current density j to the right under
the influence of a vacancy (sphere). Results obtained from simulating the full micromagnetic system as
described in sec. 2.1 with D = 0.3J , B = 0.09J , α = β = 0.4, j = 0.001J . The shown configurations
are at times t = 7500/J , t = 10500/J and t =∞ relative to the initial configuration.

This is only one single trajectory starting from one particular point in the two-dimensional
plane. To be able to compare more trajectories and in a more quantitative way we use a
tracking algorithm. It calculates the center of the skyrmion from the spins that point opposite
to the ferromagnetic background and returns the skyrmion’s path. A comparison of resulting
trajectories is shown in figure 2.6.
Analyzing the trajectories we find that all of them either flow to infinity or end in the fixed
point as does the skyrmion in figure 2.5. Up to here, there seems to be only one stable fixed
point in the potential of the vacancy. However, simulating the whole micromagnetic system
takes a long time. In the following, an analytic approach will be applied offering a more detailed
look into the system.

2.2. The Thiele Ansatz - Qualitative Considerations

The LLG equation describes the movement of every magnetic moment in the system. As we
do not want to describe every spin but the movement of the skyrmion, which is a collective
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Figure 2.6: Trajectories of a single skyrmion driven by a current density j influenced by a single-site
vacancy in the center. Results obtained from simulating the full micromagnetic system as described in
sec. 2.1 with D = 0.3J , B = 0.09J and α = β = 0.4, j = 0.0005J (left), α = β = 0.4, j = 0.001J
(center) and α = β = 0.04, j = 0.001J (right). The trajectories start on the left and end in the fixed
point or at infinity. The red trajectory in each figure corresponds to the starting point of the skyrmion
shown in figure 2.5.

movement of spins, we apply the Thiele method, see section 1.3. Certainly, Thiele’s request to
have a solid and rigid skyrmion will be violated but can be included in the potential function of
the vacancy. Further, the interaction with the vacancy might also excite internal modes. Later
we will see in the direct comparison to the LLG solution how accurate of this ansatz is though.
According to section 1.3 the Thiele equation reads

F(r) = G× (ṙ− j) +D (ṙ− j) (2.20)

with j the driving current density and the damping constants α = β which are linear included
in D. The vector G, called gyrocoupling vector, is given by

Gi = εijk

∫
UC

d2r
1

2
M · (∂jM× ∂kM) (2.21)

already included that we have decided for ‖M‖ = 1. As this expression up to a prefactor is
the one which defines the topological winding number, in the case of a single skyrmion one can
immediately write down the resulting expression for the gyrocoupling vector G:

G = Gn, with G = 4πW. (2.22)

Here n is the unit vector parallel to the magnetic field and hence perpendicular to the plane.
The topological winding number isW = −1 as we use a positive Dzyaloshinskii-Moriya coupling
constant and skyrmions which are only winded once. The prefactor for the dissipative force
term D was calculated numerically for a rigid skyrmion. However, we assume the deformation
in our setup to be sufficiently small and for α = β = 0.4, which is a rather large damping,
one recovers D ≈ 6 [31]. Additionally, in most numerical calculations also the small damping
α = β = 0.04 is shown for comparison.
Now Thiele’s method has produced an explicit differential equation of first order which can be
simplified when combining G and D into a single matrix A:

F(r) = A (ṙ− j) (2.23)

with

A =

(
D −G
G D

)
. (2.24)
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This matrix A is orthogonal up to a prefactor γ = | det(A)|
1
2 =

(
D2 + G2

) 1
2 > 0.

Note that the undisturbed skyrmion obeys a rotation symmetry with respect to the center.
Hence the potential energy caused by the vacancy should only depend on the distance and we
recover

F(r) = −∇V (r) = −V ′(r) er. (2.25)

The potential function is not known and cannot be calculated analytically but numerical ap-
proaches are discussed in section 2.4. When knowing the function it is useful to rewrite the
simplified Thiele equation 2.23 in the following form:

ṙ = A−1F(r) + j

= −V ′(r)A−1er + j

= − 1

γ2
V ′(r)(Der − Geφ) + j.

(2.26)

Without knowing the exact form of the potential we can now extract some information from this
simplified Thiele equation: when there is no force from the vacancy influencing the skyrmion,
V ′(r) = 0, it moves straight into the direction of the current. This is what we wanted to achieve
with our overall choice of equal damping parameters α = β.
Concerning the force generated by the vacancy F(r) it points either away or towards the
vacancy, dependent on the sign. To get the velocity resulting from this force we need to
multiply it with the almost orthogonal matrix A−1. The orthogonal part of A−1 just rotates
the vectorfield slightly which gives the direction of the force. The angle by which the force
field is turned depends on the ratio of G/D as becomes obvious when rewriting the product in
cylindrical unit vectors. The prefactor γ only rescales the derivative of the potential.
With this decomposition of the force into the radial and the angular part we can already
understand qualitatively the movement of the skyrmion: In those regions where the potential
is repulsive the radial part of the force needs to have a positive prefactor, thus V ′(r) < 0. On
the other hand this means for the angular part of the force that the total prefactor is also
positive as G < 0. Repulsion therefore always comes with a rotation around the vacancy in the
mathematical positive sense. The opposite is true for attractive regions of the force where the
angular movement is against the mathematical positive sense. These considerations fit to the
trajectories shown in figure 2.6.

2.3. Analysis of Thiele’s Fixed Points

The simplified Thiele equation 2.26 still is not solvable, especially as the force is not known.
We will in section gain some more insight into the dynamics of the equation by analyzing the
fixed points of the equation.
So far the force part generated by the vacancy is invariant under rotation. This symmetry needs
to be broken by the current density. In general it can be chosen into an arbitrary direction and
also can be assumed to be constant [33]. In the simulation of the full micromagnetic system
the current density was chosen to point in the positive x-direction. Hence this is also the choice
for the further analysis.

j = jex (2.27)

with j > 0.
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Now we want to study the fixed points of the Thiele equation. The condition to have a fixed
point is to have a place where the skyrmion is at rest

ṙFP = 0. (2.28)

With the use of this condition and the assumption for the current density 2.27 one recovers
from the simpified Thiele equation 2.26:

V ′(rFP) er = jA ex. (2.29)

This equation can only have solutions on the axis given by the direction of the unit vector ex
turned by the matrix A on the right hand side:

tan(ϕFP) =
G
D

(2.30)

with in our case G < 0 and D > 0. For these choices of parameters we find that for V ′(r) < 0
the solutions have to be in the interval ϕFP ∈

(
1
2π, π

)
. On the contrary, for V ′(r) > 0 the

solutions have to be in the quarter ϕFP ∈
(
3
2π, 2π

)
. Due to the rotation invariance of the

vacancy force this angle is the same for all possible directions of j.
The second constraint on solutions is that the absolute value of both sides of the equation 2.29
have to be identical:

|V ′(rFP)| = jγ. (2.31)

where we use γ =
(
D2 + G2

) 1
2 as in the previous section. One could try to solve this equation for

the distance rFP if the potential V (r) was known. A numerical approach to the determination
of V (r) is presented in section 2.4.
Now we know in principle the position of the fixed points as we know the angular and radial
coordinate.
The next question is which of the fixed points are stable, unstable or saddle points with one
stable and one unstable direction. In analogy to the discussion of renormalization flows this is
done by linearizing the differential equation 2.26 around an arbitrary but given fixed point. In
this equation the only non-linear part is the vacancy force on the right hand side which can
be linearized by calculating the Taylor series around the fixed point up to including the first
order:

F(r) ≈ −V ′(r) er|r=rFP + B (r− rFP)

2.29
= −A j + B (r− rFP)

(2.32)

After shifting the position r→ r + rFP one recovers the linearized differential equation around
a given fixed point:

ṙ = Cr (2.33)

with C = A−1B and B a matrix from the linearization of the force. A more detailed derivation
is given in the appendix A.1.
However, the finally recovered matrix C determines the stability of fixed points. Dependent on
the sign of its eigenvalues λi, i = 1, 2, the fixed point is

stable, definite⇔ λ1,2 < 0

unstable, definite⇔ λ1,2 > 0

semidefinite⇔ λ1 < 0 < λ2 .
(2.34)
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This can easily be understood in the one-dimensional case: The differential equation ẋ = λx
obviously converges for λ < 0 and diverges for the opposite case. The connection to the
higher dimensional differential equation can be made by diagonalizing the matrix C. Then the
equations in the eigenvector basis are decoupled to one dimensional equations for which the
relation above holds. Calculation of the eigenvalues and usage of the statements 2.34 yields the
following results:

sgn(V ′(rFP)) sgn(V ′′(rFP)) ≷ 0 definite/semidefinite

sgn(V ′(rFP)) ≷ 0 stable/unstable.
(2.35)

Again, the derivation of these statements can be found in the appendix A.1.
Now that the stability of possible fixed points is known, consider e.g. a stable fixed point.
Consequently, the sign of V ′(rFP) has to be positive. This would correspond to the fixed point
where the captured skyrmions in the simulations 2.6 end. Combining this result with what we
found after equation 2.30 we conclude that every stable fixed point has to be on the half-axis in
the lower-right quadrant or, as denoted above, in the range ϕFP ∈

(
3
2π, 2π

)
. This result holds

for any value of the current density j. Consequently stable fixed points do not turn into other
types of fixed points when tuning the current. Using what we have found in equation 2.31 we
can now deduce that the maximal current for having a stable fixed point, meaning for having
a pinned skyrmion, is

jmax =
1

γ
max
r
{V ′(r)}. (2.36)

Repeating the argument for unstable definite fixed points yields the opposite result: A com-
pletely unstable fixed point can only exist in the upper-left quadrant meaning in the range
ϕFP ∈

(
1
2π, π

)
. The point then exists until a maximal current is reached, in analogy to equa-

tion 2.36 with V ′(r)→ −V ′(r).
Also the eigenvectors of C can be calculated. The exact expression can be found in the appendix
A.1, equation A.102.

2.4. The Effective Vacancy Potential

The aim of this section is to determine the potential of a single vacancy acting on a single
skyrmion. In continuum, this potential could be obtained from considering the Ginzburg-
Landau free energy functional, see equation 1.4:

F [M] =

∫
d2r

[
J

2
[∇M(r)]2 +DM(r) · [∇×M(r)]−B ·M(r)

]
(2.37)

for Heisenberg spins ‖M(r)‖ = 1 and certain constraints. The presence of a single skyrmion
implies the constraint that the winding number of the whole system has to be W = ±1. The
location R of the skyrmion we define as the position of the magnetic moment pointing opposite
to the otherwise ferromagnetic background. As the constraint for having a vacant site or region
we need to set the magnetization M at this site or region to zero.
If we were able to find the minimum configuration for M(r) under these constraints for any
distance R between skyrmion and vacant site, we had solved the problem. Unfortunately, even
the problem of the single skyrmion in a ferromagnetic background was not yet solved exactly.
Thus it seems reasonable to assume that also this problem, imposing a further constraint, can
only be solved approximately or numerically.
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2.4.1. The Lowest Order Approximation

The lowest order approximation to the potential of a vacancy we recover when assuming that
the vacancy has no influence on the neighboring sites. Hence what determines the potential
is the energy contribution of the single magnetic moment or the region where the vacancy is
located.
LetA(r) be the vacant region around r or the vacant moment at r. Then the energy contribution
by this region or site and hence the potential V (r) is given by

V (r) =

∫
A(r)

d2r′
[
J

2

[
∇M0(r

′)
]2

+DM0(r
′) ·
[
∇×M0(r

′)
]
−B ·M0(r

′)

]
(2.38)

where M0(r
′) is the solution of the single skyrmion in a ferromagnetic background.

As the single skyrmion solution is not known analytically it has to be derived numerically.
For this purpose, as in section 2.1, we construct a square lattice with Heisenberg spins and
discretize the differential operators as in equation 2.19. Afterwards we prepare a single skyrmion
configuration in a polarized background and let the system relax by iterating the Landau-
Lifshitz-Gilbert (LLG) equations of motion 1.3. When the system has equilibrated we calculate
at every site of the lattice the energy contribution and the distance of the site to the center
of the skyrmion. This procedure yields a list of data points which connect the distance of
the skyrmion to the energy contribution of the site. As the skyrmion usually is created on a
highly symmetric point this only leads to a couple of data points. By driving the skyrmion off
this point with a current, using the LLG iteration, and tracking the center, we have access to
many more data points. This trick can be used as the energy difference of a high-symmetry
skyrmion to a displaced skyrmion is very small compared to the energy contribution of the site.
According to what we stated in equation 2.38 this function is a first estimate to the potential
of a vacancy.
We repeat this procedure for constant ferromagnetic couplings J and Dzyaloshinskii-Moriya
couplings D and vary the magnetic field B. This is how we determine the dependence of the
potential on the ratio D

B , see also section 2.4.4. The results are shown in figure 2.7.
The results of this approach show that the potential has a unique local minimum for magnetic
fields B > 0.06J which also is the global minimum. This minimum approaches the center
of the skyrmion as the magnetic field increases. Additionally it gets deeper and, even more
important, the gradient increases. This means the higher the magnetic field, the stronger is the
pinning. For lower magnetic fields there also is a local minimum of the potential but the global
minimum is at infinity. For all magnetic fields the potential saturates for larger distances. This
is what should be expected as for large distances the vacancy is placed in an almost completely
polarized region. Consequently in this region the potential depends linear on the magnetic
field.
The position of the local minimum is not, as one might expect, in the center of the skyrmion.
This would be the place for a vacancy favoured by the ferromagnetic coupling as well as for the
Zeeman coupling. The Dzyaloshinskii-Moriya coupling, however, favours the vacancy to be at
infinity. The resulting minimum hence is off the center and its exact position is determined by
the competition between the different iteractions.
This lowest order approximation we considered up to now does not take into account that close
to the vacant site the spins are free to reorder. In fact they prefer to twist around the vacancy
which leads to significant corrections.
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Figure 2.7: Potential V (r) of a single vacancy acting on a single skyrmion as a function of distance r
between the vacancy and the center of the skyrmion. Potential evaluated for parameters D = 0.3J and
B = 0.05J (red) to B = 0.12J (blue) in steps of ∆B = 0.01J .

2.4.2. The Local Update Algorithm

In section 2.4.1 we found a way to calculate the potential of a single site vacancy acting on
a single skyrmion to lowest order. In this approach we assumed that the vacancy does not
influence the neighboring sites. This assumption is a very crude one as we will see in this section.

Figure 2.8: Square lattice of spins (blue ar-
rows) with the different orders of the local
update radius shown, centered around the
vacancy (red arrow).

Indeed the spins near the vacancy are strongly in-
fluenced by it. The idea of the local update algo-
rithm is that we allow spins within a certain radius
around the vacancy to reorder. Only after the re-
ordering we calculate the energy contribution. This
way the spin are able to react to the vacancy and
reorder in the energetically most favourable configu-
ration. We decide to only equilibrate a small part of
the system near the vacancy because otherwise the
whole system would go to the local minimum in the
energy configuration. This would then result in a
movement of the whole skyrmion, either to the fixed
point or to infinity. But if we only let a small frac-
tion of the spins reorder, the center of the skyrmion
will not be moved as it is fixed by the surrounding
spins. However, a priori it is neither clear for how
many reordered spins the result converges nor whether there is convergence at all.
The area in which the spins are allowed to reorder we define by radia of certain orders. The
order of the local update radius is equal to the order of neighboring as it is shown in figure
2.8. Order zero radius of equilibration corresponds to the radius coloured blue in the figure. In
this case the only spin that is allowed to move is the one which is vacant, meaning there is no
equilibration. The order zero case thus is equivalent to the lowest order approach, section 2.4.1.
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Going one order higher to the first order radius, the first order neighbors (nearest neighbors)
of the vacancy are allowed to reorder. For the order two radius all spins that according to the
figure are included in the yellow circle, which are the next nearest neighbors, may reorder.
To check whether there is convergence, we choose a reasonable runtime for the local equilibra-
tion, T = 100 1/J , and run the algorithm for orders up to order twelve and different ratios D

B .
The resulting vacancy potentials are shown in figure 2.9. From the comparison in figure 2.9
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Figure 2.9: Results of the local update algorithm. Orders are chosen from zero (red) to eight (blue) and
additionally ten (dark blue) and twelve (gray). Parameters: D = 0.3J , and B = 0.07J (left), B = 0.11J
(right). Time for reordering is T = 100 1/J .

one can see that already for the first order radius the change of the potential is massive. For
the case of a smaller magnetic field B = 0.07J the global minimum becomes local. For higher
magnetic field, B = 0.11J , the whole potential only seems to be shifted by an offset. However,
for all magnetic fields we see that the potential does not change significant anymore as soon as
we have a large enough order of radius. As one can hardly distinguish any of the last curves
although the last ones are plotted in steps of two orders of radius we can say that the algorithm
has converged. The resulting potentials for the converged order twelve local update algorithm
are shown in figure 2.10. In general, comparing these results to the ones from the previous
lowest order approach, section 2.4.1, we find that the minimum at finite distance becomes more
unstable. For magnetic fields B < 0.07J the local minimum even disappears completely.
We already argued that for an infinte order of equilibration the method breaks down as the
skyrmion moves. Therefore the question arises whether this convergent result does make sense
at all. To confirm the validity of our results and the success of the local update algorithm we
compare these results with the global update ansatz, see section 2.4.3.

2.4.3. The Global Update Algorithm

The local update algorithm, section 2.4.2, includes equilibration around the vacancy into the
determination of the potential. In this section we show the stability of this ansatz and introduce
a second method.
As we want to consider the reordering of the system due to the vacancy in the calculation
of the potential, we need to find a way to let the system equilibrate in the presence of the
vacancy while keeping the position of the skyrmion fixed. The global update algorithm, in
contrast to the local update algorithm, does not allow only a subset of spins to reorder but
all spins are free to equilibrate. With no further constraints the skyrmion would move to a
local minimum. Thus we could not measure the distant dependent energy function anymore.
To avoid the skyrmion from moving we keep one single spin fixed which is the spin in the
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Figure 2.10: Potential of a single vacancy on a single skyrmion V (r) as a function of distance r between
the vacancy and the center of the skyrmion. Potential evaluated for parametersD = 0.3J and B = 0.05J
(red) to B = 0.12J (blue) in steps of ∆B = 0.01J using the order twelve local update algorithm.

center of the skyrmion. This choice makes sense as this is the relevant spin for measuring
the distance between skyrmion and vacancy. Further this choice comes in handy as by con-
struction the skyrmion is centered on a lattice site. It is also possible that in the local update
algorithm the skyrmion gets destroyed by the vacancy as it looses its topological protection.
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Figure 2.11: Comparison of the order twelve local up-
date algorithm (blue) and the global update algorithm
(red). Potential evaluated for parameters D = 0.3J
and B = 0.09J .

By fixing the spin in the center of the
skyrmion this problem also is excluded by
construction.
The greatest advantage of this method is
also its greatest disadvantage: all the spins
except for the one in the middle of the
skyrmion are being reordered. This does
not only mean a higher accuracy compared
to the local update method but also a much
longer runtime in realtime for constant T .
To calculate the energy difference with a
vacancy compared to the case without the
vacancy, in the global update method the
whole system needs to be iterated which is
an effort of the order L2, where L is the
system size. The local update algorithm,
however, for any system size needs the same
effort as the size of the subsystem is constant, given by the order of radius of convergence.
However, once we run this algorithm for a sufficiently long time, T = 100 1/J , we recover the
result shown in figure 2.11. Comparing the result to the one of the order twelve local update
algorithm it returns almost the same function for the potential, shifted by a constant. For
further analysis we will therefore use the results of the level twelve local update algorithm.
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2.4.4. Scaling Properties

Going back to the free energy Ginzburg-Landau functional for Heisenberg spins, we can easily
apply a scaling transformation r→ r′ = b−1r and recover the scaling relations J ′ = J , D′ = bD
and B′ = b2B. Now we try the same for the potential of the vacancy. For this purpose we use
that for a vacancy at distance R to the center of the skyrmion and size a2 which should be
small compared to the skyrmion we can write

Va(R) =

∫
d2r

[
a2δ2(r−R)v(r)

]
(2.39)

where we also introduce the potential density v(r). If we now apply the scaling transformation
r→ r′ = b−1r on this potential it also has to stay unchanged when rescaling the parameters.

Va(R) =

∫
d2r

[
a2δ2(r−R)v(r)

]
r=br′

=

∫
b2d2r′

[
a2δ2(b(r′ −R′))v(br′)

]
=

∫
d2r′

[(a
b

)2
δ2(r′ −R′)b2v(br′)

]
a=ba′

=

∫
d2r′

[(
a′
)2
δ2(r′ −R′)v′(r′)

]
!

= V ′a′(R
′)

(2.40)

Here we used that a′ = b−1a and v′(r′) = b2v(r) but more important we found Va(R) =
b−2V ′a(R′) which relates the potentials leaving the vacancy size unchanged or, alternatively, re-
sizing the vacancy. Also numerically we obtain this scaling behaviour by rescaling the skyrmion,
tuning the parameters D and B, but leaving the vacancy a single site. The results for several
sets of parameters are shown in figure 2.12. As can be obtained from the plots the scaling law
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Figure 2.12: Comparison of scaling of vacancy potentials with D = 0.5bJ (left), D = 0.4bJ (center) and
D = 0.3bJ (right) all at B = 0.12b2J . Left: b = 1 (blue), b = 4/5 (green), b = 3/5 (orange), b = 1/2
(red). Center: b = 1 (blue), b = 3/4 (green), b = 1/2 (red). Right: b = 1 (blue), b = 5/6 (green),
b = 2/3 (orange), b = 1/2 (red).

is fulfilled for almost all sizes of skyrmions. Only in the parameter regime where the pressure
from the magnetic field on the skyrmions is very big the scaling shows deviations, see right
figure. This incorrectness might be caused by the local update algorithm as the radius of equi-
libration is of the order of the radius of the skyrmion for the strongest Dzyaloshinskii-Moriya
interactions (blue). The twice as big skyrmion in the rescaled case (red) has less freedom to
move in this algorithm and hence might generate more accurate results for the potential. We
therefore see the scaling relation stated above to be fulfilled and therefore use rescaled units in
the following, see section 1.4.
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2.4.5. Asymptotic Behaviour

For analytic purposes it makes sense to describe the single skyrmion in a ferromagnetic back-
ground in spherical coordinates (θ, φ)

M = ( sin(θ) cos(φ), sin(θ) sin(φ), cos(θ) )

r = ( ρ cos(ϕ), ρ sin(ϕ) ) .
(2.41)

These coordinates are to depend on the distance ρ to the center of the skyrmion themselves.
It has been shown [2, 32] that in the case of the skyrmions discussed here, socalled Bloch type
skyrmions, the one angle is given by φ = π

2 +ϕ for radial symmetric solutions. This corresponds
to the combing of the hedgehog configuration and is determined by the type of Dzyaloshinskii-
Moriya interaction. Further the differential equation which determines the dependency θ(ρ)
has been found to be

d2θ
dρ2

+
1

ρ

dθ
dρ
− 1

ρ2
sin(θ) cos(θ) +

sin2(θ)

ρ
− B

J
sin θ = 0 (2.42)

and was solved only numerically or in the limiting cases. The only parameter which enters here
is the ratio B/J , the absolute value of the magnetic field in units of the ferromagnetic coupling.
However, the asymptotic behaviour has been determined to be

θ(ρ→∞) ∼ exp

[
−
√
B

J
ρ

]
. (2.43)

It therefore seems reasonable to assume that for large distances the potential of the vacancy
shows a similar exponential decay. Fitting an exponential function with the estimated exponent
to the potential shows that indeed this assumption yields good results, see figures 2.13. The
potential decays exponentially with the same exponent as the angle θ(ρ). To fit the potential
in the regions close to the vacancy we use a polynomial fit. As we have a lot of data points due
to the possibility of deplacing the skyrmion and using the local update algorithm, section 2.4.2,
we can perform the polynomial fit to a very large order. We use an even polynomial series to
order O(x100) as it describes well the potential and does not create phantom peaks anywhere,
see figures 2.13.
From the figures we see that the potential is well described by the polynomial fit for small
distances and the exponential fit for larger distances. The exponential fit is chosen such that
the combined function is continuously differentiable.
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Figure 2.13: Comparison of rescaled potentials V/V0(r/R), see section 1.4, from the local update al-
gorithm (blue), polynomial fit (green) and exponential fit according to 2.43 (red) of the potential.
Parameters are ζ = 7/9 (left), ζ = 1 (center) and ζ = 11/9 (right).
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2.5. Comparing Thiele to the Full Micromagnetic Simulation

In section 2.2 we use the Thiele method, where the skyrmion is assumed to be a solid object,
to gain insight into the interaction of a skyrmion with a vacancy analytically. The assumption
to have a solid skyrmion does not seem reasonable, taking into account that it is an extended
object where locally the forces acting on the spins may differ a lot. Additionally the vacancy
itself is a hole in the two-dimensional lattice of spins which intrinsically is a deformation of
the skyrmion. Hence what makes more sense is that the skyrmion deforms. Further there
might be internal modes of the skyrmion which play a role when overcoming an energy barrier.
Nevertheless, in this section we show that the Thiele method gives good results when including
the numerically determined potential of the vacancy.
The equation of motion in the Thiele approximation, see equation 2.26, directly returns a
velocity vector for every point in the two-dimensional plane. If we plot the resulting vector
field and interpolate between the velocity vectors, we recover the trajectories of a skyrmion
from the Thiele method. As we recover immediately a velocity from the position, we have no
mass term playing a role and can immediately plot all possible trajectories. For the plotting
and interpolating we use the function StreamPlot in the program Mathematica which has this
feature build-in.
The comparison of the trajectories of the full micromagnetic simulation, which partially are
also shown in figure 2.6, to the trajectories obtained from the Thiele ansatz combined with the
potential of the vacancy obtained from the local update algorithm of order twelve is shown in
figure 2.14. As can be seen in the figures, the trajectories resulting from the Thiele method
and the full micromagnetic simulation match well. Therefore the Thiele method gives a very
good approximation to the simulation of the full micromagnetic LLG equation 2.18.

2.6. The Separatrix: Dividing Capturing and Non-Capturing Trajectories

In the previous chapters we have already seen as a side product that a skyrmion can be captured
by a vacancy. Examples for those trajectories are shown in figure 2.14 where both the results
from the full micromagnetic simulation and from Thiele match. By definition, the trajectories
which lead to a pinning by the vacancy must end in the stable fixed point of the system. This
fixed point is unique as the potential has only one local minimum for finite distance, see section
2.4, and the rotation symmetry is broken due to the direction of the current density and the
magnus force. Further this stable fixed point can be calculated from the potential using the
fixed point analysis of Thiele’s equation, see section 2.3, as can be also all the other unstable
fixed points and their eigenvectors.
To analyse which trajectories lead to a pinning of the skyrmion we define the so-called separatrix.
The separatrix is the curve which envelops all starting points for capturing trajectories. As the
Thiele equation does not contain any mass but directly returns a velocity vector for a given
point in space, all points of a trajectory are possible starting positions. Therefore all capturing
trajectories have to be completely within the capturing area enclosed by the separatrix. As
this also implies that two trajectories can not cross except in fixed points, the boundary of
the capturing area is given by a set of critical trajectories. In our setup this set of trajectories
consists of at least two critical solutions: one that is the boundary to the upper non-capturing
trajectories and one that separates the lower non-capturing trajectories. In the following we
intruduce a stable and fast algorithm to find the separatrices numerically as we are not able to
find them analytically.
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Figure 2.14: Comparison of trajectories of the single skyrmion obtained from the micromagnetic simu-
lation (blue/green) and the Thiele method with the local update algorithm of order twelve. Parameters
are ζ = 1, α = 0.4 with current densities j = 0.015j0 (top left), j = 0.037j0 (top right), j = 0.074j0
(center left), j = 0.11j0 (center right). Bottom left: ζ = 11/9, α = 0.4, j = 0.020j0. Bottom right:
ζ = 1, α = 0.04, j = 0.037j0. The green trajectories are ones capturing a skyrmion, the blue trajecto-
ries pass by. For better orientation, the green circle indicates the potential minimum, the red circle the
maximum.
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To find the separatrix we start with a very general consideration: the separatrix, by definition,
separates capturing from evading trajectories. As all trajectories which start far on the right of
the vacancy (assuming a current to the right as in all figures showed before) cannot be pinned,
the separatrix, and therefore the critical trajectories, must be limited to the right. If we now
assume that the critical trajectory rcrit starts at a finite distance to the vacancy at a finite time
t0 it needs to have a finite length L

L =

∫ ∞
t0

‖ṙcrit(t)‖dt
!
<∞ (2.44)

and hence
ṙcrit(t→∞) = 0. (2.45)

This equation is already known as the condition for a fixed point, see equation 2.28. Therefore
the critical trajectories have to end in a fixed point. However, we can already argue that this
can not be the stable fixed point as it is attractive in all directions. To be part of the boundary
of the capturing area at least one repulsive direction out of the area would be the condition.
Using the same argument as in equation 2.44 also for the starting time t0 → −∞ we find that
the length of each critical trajectory is finite only if it also starts in a fixed point. Therefore the
separatrix encircles a finite area if and only if all critical trajectories also start in fixed points.
On the contrary, for having an infinite area of capturing starting points, exactly two of the
critical trajectories have to fulfill x(t = −∞) = −∞, meaning they start at infinite distance to
the vacancy.
Figure 2.15 shows the trajectories obtained from the Thiele method and the fixed points in-
cluding their eigenvectors. From these figures we can already see that the separatrix, which
is also shown in the figures, always includes the lowest fixed point. Indeed, this always has
to be the case. The idea is the following: due to the magnus force the attractive part of the
potential gains a clockwise rotating contribution. The trajectories going into the stable fixed
point from the right therefore originally have to come from above the fixed point. Additionally
there are the trajectories which enter from the left, driven by the current density. Both these
trajectories, pointing in opposite direction, come together below the stable fixed point. The
topological defect resulting at the meeting point must be a semidefinite fixed point as in this
point there is no direction defined but it has incoming eigenvectors. It is obvious that this fixed
point has to be the already mentioned lowest fixed point as it is the only one below the stable
fixed point. Therefore the lowest fixed point is always included in the separatrix.
The knowledge about the role of fixed points in the separatrix, especially the lowest one,
provides a very efficient way of finding the critical trajectories numerically. Instead of starting
the iteration on the far left from the vacancy and iterating the Thiele equation hoping to
find a critical trajectory we can directly start from the lowest fixed point. This one is always
included in the separatrix and its two unstable eigenvectors must be the ending points of two
critical trajectories. Now it comes in handy that the critical trajectories become unstable close
to the semidefinite fixed point: being closer to the fixed point they become more sensitive
to deviations from the critical trajectory and might escape in the direction of the outgoing
flow. If we now do the reversed iteration, ∂t → −∂t, of the Thiele equation 2.26 starting at
the semidefinite fixed point this instability even turns into a stability of the iteration. This
stability then solves also another problem which intrinsically arises: the initial velocity in the
fixed point is zero. Hence the iteration does not only have no initial step width but also no
step direction. Here the reversed instability around the fixed point helps. We make a small
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Figure 2.15: Trajectories (black) of the single skyrmion obtained from the Thiele method with the local
update algorithm of order twelve. Parameters are ζ = 1, α = 0.4 and current densities j = 0.0037j0
(top left), j = 0.011j0 (top right), j = 0.0185j0 (center left), j = 0.037j0 (center right), j = 0.074j0
(bottom left), j = 0.15j0 (bottom right). The orange curve is the separatrix; the orange area is the
capturing area. Red arrows mark outgoing flow and green arrows mark ingoing flow at a fixed point.
Eigenvectors are obtained according to section 2.3. For better orientation, the green circle indicates the
potential minimum, the red circle the maximum.
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first step into the reversed direction of one of the unstable eigenvectors. As the iteration is
stable with respect to the critical trajectory which we are looking for the error we make with
this step will then be minimized when running the iteration. The iteration starting from the
lowest fixed point continues until it has reached another fixed point or is sufficiently far on the
left side away from the vacancy. If the end of a critical trajectory is another fixed point this
typically is an unstable fixed point and therefore can not have attractive eigenvectors. As the
upper fixed point of an open separatrix must be a semidefinite fixed point, just as the lowest
one, to allow for an incoming critical trajectory, we restart the iteration from the next upper
semidefinite fixed point. Everytime the iteration beginning from one fixed point is finished we
look for the end points of the critical trajectories: if two trajectories end at infinity and all
others are connected we have an open separatrix, if all trajectories together form a closed loop
we have a closed separatrix and if there is only one trajectory going to infinity or if the loop is
not closed then there are either to many or too less fixed points included. With this code we
can calculate the separatrices in a very efficient way. The results are shown in figures 2.16.
We find that for all magnetic field strengths we have closed separatrices at low current densities.
This means that a skyrmion which approaches the vacancy from far can not be captured but
gets repelled. Hence we refer to this as the repulsive phase. On the other hand, a skyrmion
which is already in the area defined by the separatrix around to the vacancy stays pinned. The
closed separatrix in this phase consists of two critical trajectories, both starting in the upper
unstable fixed point close to the maximum of the vacancy and ending in the semidefinite lower
fixed point. When turning up the current density we see that the separatrix deforms especially
in the upper left region towards the semidefinite upper fixed point. From a critical current
on the separatrix then spontaneously breaks open at the upper fixed point. The current is
given as the one for which the trajectory leaving the upper semidefinite fixed point downwards
exactly enters the lower semidefinite fixed point. This first critical current we only determine
numerically as we are not able to find an analytic expression for it.
After the separatrix has opened, it defines an infinite capturing area. First it opens on the upper
side of the vacancy directly at the upper fixed point. After broadening up it decays again. In
the case of a lower magnetic field the decay happens very rapidly. For other field strengths the
decay takes longer but still is guided by rapid jumps of the separatrix shape. The exact shape of
the separatrix always is strongly influenced by the fixed points as they ofter twist whirls into the
separatrix which is an effect of the magnus force. As the opened separatrix allows for capturing
a skyrmion which approaches the vacancy in the channel given by the capturing area we refer
to this as the capturing phase. A skyrmion which is outside the capturing channel evades the
vacancy. Just as in the repulsive phase, previously pinned skyrmions also stay pinned. For
current densities close to the second critical current the separatrix smoothly shrinks until it
disappears without closing again. While the capturing area get smaller it also happens that
for a certain current density the initial stable fixed point for ultra low current densities is part
of the separatrix. For even higher current densities the intial stable fixed point is not included
in the capturing area anymore. This means that dependent on the speed for turning up the
current density the initially pinned skyrmion can either stay pinned as for a slow increase of
the current density it can follow the fixed point whereas for a fast turning up of the current it
gets depinned.
Finally, for current densities larger than the second critical current density, the stable fixed point
has annihilated with the lower semidefinite fixed point and there is no pinning of skyrmions
anymore. All skyrmions now move freely. This last regime of parameters we call the free phase.
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Figure 2.16: Qualitative comparison of separatrices for the trajectories of the single skyrmion in units
of R. Parameters are α = 0.4 and ζ = 7/9 (top left) to ζ = 12/9 (bottom right) in steps ∆ζ = 1/9
from left to right, top to bottom. The plots show a set of separatrices from the lower critical current
density (red) and to the upper critical current density (blue). In each plot the difference between two
separatrices ∆j is constant but different in each plot. The difference ∆j increases with ζ. Values for
the current density j can be obtained from figure 2.21. Note that the first two figures have a different
plot range.
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2.7. The Capturing Cross Section

In the previous section an efficient way to numerically compute the separatrices for capturing
and non-capturing trajectories has been derived and applied. However, the results from this
method are very detailed and should better be described with less effort. Therefore we define
a new order parameter for the different phases of the interplay of a skyrmion with a vacancy
which is the capturing cross section. This quantity is the width of the capturing channel and
therefore a measure for the efficiency of capturing. According to this definition, in the repulsive
and the free phase the capturing cross section is zero as in these cases the skyrmion can not be
captured. Differently, in the capturing phase the skyrmion can be captured and therefore the
cross section in this phase is finite.
As the separatrices were already determined numerically in the previous chapter, 2.6, we ob-
tain the capturing cross sections from this data immediately. Figure 2.17 shows the resulting
capturing cross sections for different skyrmion shapes ζ. We find that the behaviour of the
capturing cross section is highly non-trivial. In fact it is strongly influenced by the fixed points
of the Thiele equation 2.26. Every kink in the graph of the capturing cross section results from
an interaction effect of the separatrix with a fixed point. However, the kinks corresponding to
the same events can be found again in the capturing cross sections for other magnetic fields.

Figure 2.17: Capturing cross sections σ/R for α = 0.4 and different values for the skyrmion shapes
from ζ = 7/9 (top left) in steps of ∆ζ = 1/36 to ζ = 21/18 (bottom right) as a function of the current
density j/j0, chosen in a suitable range.

As an example, figure 2.18 shows the capturing cross section for B = 0.09J with the different
current densities at which the separatrix interacts with the fixed points. The first current that
is marked in the plot is the first critical current at which the separatrix opens. This current is
characterized by the trajectory from the upper semidefinite fixed point passing the vacancy on
the left and ending in the lower semidefinite fixed point. Below, we will describe analytically
the shape of the capturing cross section above this first critical current. In this regime the
separatrix always includes the upper semidefinite fixed point. At the current density marked
by the second line the separatrix gets depinned from this fixed point and the unstable fixed
point below as well. Then only for slightly higher current densities these two fixed points
annihilate with each other. After the depinning of the separatrix from these fixed points there
is only the lower semidefinite fixed point involved into the separatrix. The separatrix starts
moving downwards until it gets attracted by the remaining upper semidefinite fixed point close
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Figure 2.18: Capturing cross section σ/R (red) for ζ = 1, α = 0.4 plotted as a function of the rescaled
current density. Vertical lines (blue) mark the current densities where the capturing cross section
markably changes.

to the minimum of the potential. The third line marks the current density where the separatrix
includes this upper semidefinite fixed point and the unstable fixed point next to it. This can
be seen well e.g. in the center left plot of figure 2.16 where the green curves have the waves-like
whirl in the middle. While the separatrix is pinned to these points the capturing cross section
builds up a linear plateau until at higher currents, marked by the fourth line, the separatrix
again leaves the fixed points. The only fixed point included then is again the one below the
stable fixed point. From then on the capturing cross section steadily shrinks until it smoothly
goes to zero at the last marker. The second critical current at this point can be determined
analytically from the potential, see equation 2.36. One further line is added which does not
mark a kink nor a direct interaction of the separatrix with a fixed point: at the current density
marked by the fifth line, the stable fixed point for ultra low current, j → 0, is not included
in the capturing area anymore. As a consequence, for a sudden switching on of the current
density the skyrmion would be released, whereas for a slow increase of the current density it
would stay pinned and follow the stable fixed point.
As already mentioned, the capturing cross section in some regions very much looks like simple
analytic functions: for currents just above the first critical current it reminds of a square root,
in the middle it looks linear, close to the second critical current it looks polynomial. For the
case of the opening of the separatrix the behaviour can be described as follows: at the first
critical current density the separatrix breaks open at the upper semidefinite fixed point. In
the proximity of this fixed point the trajectory follows the linearized Thiele equation 2.33. As
this fixed point is semidefinite, meaning is has a positive and a negative eigenvalue, we can
diagonalize the linearized Thiele equation. We denote the eigenvectors as {b+,b−} with the
eigenvalues {λ+, λ−}. The index is chosen such that the eigenvector which belongs to the
inwards flow is given by b− with λ− < 0 and the outwards pointing eigenvector is b+ with
λ+ > 0. The initially coupled differential equations for both components in the euclidean basis
then become decoupled differential equations in the eigenvector basis and hence can be solved
easily. The solutions in the eigenvector basis then are given by

x±(t) = x±(0)eλ±tb±. (2.46)
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These two solutions we can relate to each other by solving for the time dependency and inserting
it in the other equation. The result can be expressed as

x+(0) = x+(t)

(
x−(t)

x−(0)

)−λ+
λ−

(2.47)

which will come in handy soon. As the eigenvalues depend on the distance of the fixed point to
the vacancy, they indirectly also depend on the current density. This dependency we neglect in
the following as the fixed point for small deviations ∆j does not move a lot. To determine from
these solutions around the upper fixed point the behaviour of the capturing cross section, we
use that the upper critical trajectory does not move much when turning up the current density.
Basically it is given by the incoming eigenvector of the fixed point. This can clearly be seen
in figure 2.16. The lower critical trajectory behaves differently and determines the opening of
the capturing area as being exactly the distance to the other critical trajectory. The capturing
cross section, which is given by the opening width of the capturing area, therefore mainly is the
initial offset of the lower critical trajectory from the incoming eigenvector of the fixed point. In
terms of the solution 2.47 this initial offset and therefore the capturing cross section is direct
proportional to x+(0). Assuming now that the offset from the outgoing eigenvector of the fixed
point after passing the fixed point only depends linear on the current we recover the equation:

x+(0) ∝ (x−(t))
−λ+
λ− ∝ (j − jc)−ν . (2.48)

An exact expression for the eigenvalues is derived in the appendix, see equation A.95. Defining
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Figure 2.19: Capturing cross sections for α = 0.4 and
shapes from ζ = 7/9 (red) to ζ = 11/9 (blue) in
steps of ∆ζ = 1/9 plotted as a function of the cur-
rent density. The colored solid lines are fit funtions
ffit(j) = a(j − b)−ν , the black points are the numeri-
cal data.

the exponent ν = λ+
λ−

which is given by the
previous analysis we can make a fit to the
data to show that these assumptions indeed
yield good results, see figure 2.19. As the
eigenvalues themselves only slightly depend
on the current, we calculate them for the
critical current density and keep them con-
stant. The plots show that indeed close to
the critical current these assumptions are
good as the analytic results are very close
to the numerical data. Further it is shown
in figure 2.20 that the first critical current
density depends linear on the magnetic field
when using numerical units. This is shown
by plotting the first critical current density
as a function of the magnetic field strength
as well as a linear fit to the data, see the in-
set. The differences between numerical data
and linear fit are of the order of the scan-
ning resolution. Also the dependence of the
second critical current density on the mag-
netic field strength can be determined by a
fit. In figure 2.20 it is shown that in numer-
ical units an exponential fit describes the behaviour perfectly, see the inset. When going over
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Figure 2.20: First (left) and second (right) critical current densities as a function of magnetic field
strength. Comparison of numerical data (dots) and fit function (solid line). The optimal fit functions
are determined to be j fitc1 (ζ)/j0 = 0.0029ζ−2+0.0116ζ−3 and j fitc2 (ζ)/j0 = [−0.051+0.005 exp (3.3ζ)]ζ−3.
The insets show the linear and exponential fit gained in numerical units where they are much more
obvious.

to the system of units of the contiuous theory the fitting functions become more complicated
to describe the numerical data correctly.

2.8. Summary: Pinning a Skyrmion at a Vacancy

In this chapter it has been shown numerically and analytically that a single skyrmion can be
pinned at a vacancy.
We first simulated the full micromagnetic system given by the LLG equation, see section 2.1.
Then we introduced an algorithm, the local update algorithm, to determine the potential of
a vacancy acting on a skyrmion numerically, see section 2.4.2. Concerning the potential we
showed that it obeys an analytically expected scaling law, section 2.4.4, and that the asymptotic
behaviour for large distances can approximately be given analytically. Using the potential and
analytic results from the Thiele method, section 2.2, we found in a comparison to the full
micromagnetic simulation that they are in a very good agreement. Further the analytic results
allowed for calculating the separatrix of the system in a very efficient way. From this data we
obtained the capturing cross section as a new order parameter of the system and were also able
to analytically predict its behaviour. The separatrices and capturing cross sections showed the
existence of three different phases in the model:

• the repulsive phase, in which a skyrmion that is pinned to a vacancy stays pinned but
any other initially not pinned skyrmion moves around the vacancy freely,

• the capturing phase, defined by an opened separatrix and therefore finite capturing cross
section, where a skyrmion that moves freely can get captured by a vacancy and stays
pinned,

• the free phase, in which a skyrmion never is pinned.

The regimes for the different phases, given by the first and second critical current density, can
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nicely be displayed in a phase diagram using the capturing cross section as a suitable order
parameter. The resulting rescaled phase diagram is shown in figure 2.21.
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Figure 2.21: Phase diagram for the repulsive, capturing and free phase shown in dependence of the
magnetic field and current density at zero temperature. The parameters α = β = 0.4 are chosen
constant.
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3. The Skyrmion Hall Effect, Speed-Up and Effective Damping

3.1. The Skyrmion Hall Effect

In this chapter the Hall effect, which is an additional contribution perpendicular to the applied
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Figure 3.22: Trajectories of the single skyrmion with
fixed points and separatrix, compare figure 2.15.

current, generated by a vacancy shall be an-
alyzed. As an introductory appetizer once
again we refer to a figure which we have
already seen in the previous chapter and
which is shown here again, see figure 3.22.
The figure shows an effect which the mag-
nus related part in the force acting on the
skyrmion has on the trajectories. For a
negative gyrocoupling constant G < 0 the
magnus term in the repulsive regime cre-
ates a circular motion in the mathemati-
cal positive sense, compare equation 2.26.
Therefore for the trajectories, here in the
repulsive phase, we find that a skyrmion ap-
proaching the vacancy from the left obeys
not only the separatrix but also one fur-
ther critical trajectory: either it arrives
above the upper semidefinite fixed point
and passes the vacancy above or it arrives
below this fixed point which is the end of the above mentioned critical trajectory and passes
the vacancy below. As this fixed point itself is placed above the vacancy and the repulsion for
the upper trajectories therefore is comparably weak one may assume that there is a net flux of
skyrmions passing the vacancy below.
In the following we will only discuss the system in either the repulsive or the free phase but not
the capturing phase. In the last case for large systems the capturing phase would always lead
to pinning of skyrmions. Therefore in this case the interaction of pinned and free skyrmions
becomes important or due to collective pinning there would just be no Hall effect.

3.1.1. The Skyrmion Hall Effect in the Repulsive Phase

We start with assuming a skyrmion in a two-dimensional plane which moves driven by a current
density j in the repulsive phase. In the plane there are placed vacancies of equal size which
interact with the skyrmion. Further we will assume the average distance between two vacancies,
ξ, to be very large compared to the radius of the skyrmion, ξ � R. In this limit we can treat
each interaction of a skyrmion with a vacancy as a two particle interaction where basically
everything that we have found in chapter 2 still holds.
Starting from this setup we can define the total displacement ∆Y caused by N vacancies:

∆Y =

N∑
i=1

∆y(yi0) (3.49)

which is the sum over the independent local displacements ∆y(yi0), defined as the difference in
the coordinate y before and after having passed the vacancy ∆y(y0) = y(t → ∞) − y(t = 0).
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Note that here the coordinate y is chosen as the direction perpendicular to the current density.
The independent summation of displacements is motivated by the large distance between the
vacancies. Any displacement therefore should be treatable independently.
Now we can use that the vacancies are assumed to be randomly distributed. Therefore we
can replace the summation over all positions of vacancies by an average over the impurity
positions. For systems of a large extension L and a small density of vacancies n this is a
good approximation. Hence in this limit the total displacement is given by the average total
displacement which can be written as

〈∆Y 〉 = 〈
N∑
i=1

∆y(yi0)〉 = N
1

L2

∫
L2

∆y(y0) d(x0, y0) ≈ nL〈∆y〉∞. (3.50)

Here we further introduced the offset integral 〈∆y〉∞. It contains the integration over the
y-axis only and as the system size is assumed to be very large and the effect of a vacancy
decays exponentially, it is a good approximation to extend the integration to infinity. The
offset integral is defined as:

〈∆y〉∞ =

∞∫
−∞

∆y(y0) dy0 (3.51)

and can be calculated as a function of the current density. Further it is independent of the
system size and the density of vacancies as long as they are sufficiently dilute. We can thus
already conclude that the total displacement in the dilute limit depends linear on the density
of vacancies.
Before calculating the offset integral we make a first assumption on the solution: So far we
have seen in figures 2.15 and 3.22 that the upper semidefinite fixed point acts as a separator
of trajectories passing above or below the vacancy. Trajectories passing above this fixed point
are only pushed slightly away from the vacancy, hence there is no big contribution to the offset
integral coming from these trajectories. Another observation is that trajectories which are
guided below the vacancy almost arrive at the same finite point whereas trajectories passing
below the vacancy anyways are repelled only slightly, just as the ones passing above. Hence
we estimate that the main part contributing to the offset integral comes from the trajectories
which really are pushed down from the fixed point. As this fixed point for low current densities
is far away from the maximum of the potential, which can also be seen in the figures, we can
approximate the potential in this region with an exponential decay, compare section 2.4.5:

V (r) = V0 exp

[
−
√
B

J
r

]
. (3.52)

In contrast to the previous sections we can now use this potential to solve the fixed point
equation 2.29 for the radial distance of the fixed point from the center of the vacancy:

jγ = |V ′(rFP)| =
√
B

J
V0 exp

[
−
√
B

J
rFP

]
(3.53)

so that finally we recover for the distance of the fixed point to the center of the vacancy:

rFP = −
√
J

B
ln

[√
J

B

jγ

V0

]
(3.54)
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Figure 3.23: Left: displacements ∆y(y0) plotted as a function of initial offsets y0. Comparison of
numerical data (solid lines) to the analytic linear assumption ∆yfit(y0) = −(rFP + y0) (dashed line).
Vertical dashed lines mark the assumed region of validity for the analytic solution y0 ∈ [−rFP, rFP].
Parameters are ζ = 1, α = β = 0.4 and j = 0.0015j0 (red), j = 0.0075j0 (green) and j = 0.0133j0
(blue). Right: offset integrals calculated numerically (blue dots), analytically (blue) and a logarithmic
plus polynomial fit (red).

which also fulfilles rFP > 0 as the current density is sufficiently small.
From our previous considerations about the upper semidefinite fixed point and the offset integral
we assume that this distance rFP exactly gives us the region above and below the vacancy in
which all trajectories are guided down below the vacancy to a joint final trajectory. We thus
assume that we can write:

〈∆y〉∞ =

∞∫
−∞

∆y(y0) dy0 ≈
rFP∫
−rFP

∆y(y0) dy0 ≈
2rFP∫
0

−y0 dy0 = 2r2FP (3.55)

with rFP being logarithmic dependent on the current density as it is given in equation 3.54.
So far we used the crude assumptions that only the trajectories starting in the interval y0 ∈
[−rFP, rFP] contribute to the offset integral and that they all are guided to the same final
trajectory at the lower end of the interval. If we compare these assumption to the data gained
numerically, compare figure 3.23, we find that even for larger current densities the assumptions
are good ones. The numerical data was evaluated by iterating the Thiele equation starting from
different positions. The starting positions were chosen in sufficient distance to the vacancy, here
40 lattice units, and the iteration was performed until the same distance was reached at the
other side of the vacancy. The initial offsets were chosen in the same regime, y0 ∈ [−40a, 40a],
in steps of ∆y0 = 0.1a, a = 0.3R, to guarantee a sufficient resolution. For the comparison to the
analytic solution the prefactor of the exponential potential approximation V0 was determined
by fitting it to the numerical data, compare section 2.4.5.
With the numerical data for many different current densities below the first critical current
density we can now also numerically calculate the offset integral. The results are shown in
figure 3.23. Here we also see that the analytic solution again fits very well the numerical data.
Further improvement can be done by adding a polynomial fit function to the logarithmic fit.
However, the number of fitting parameters then does not allow to interpret the result in a
physically reasonable sense and therefore here is not discussed any further.
Summarizing, with this result for the offset integral and the previous analysis we can predict
the average total displacement 〈∆Y 〉 of a skyrmion when passing through a system of given
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macroscopic extension L, see equation 3.50. This already is sufficient to calculate an estimate
for the resulting Hall angle, which is the angle between the direction of the applied current
density and the resulting direction of the skyrmion flow. The Hall angle therefore is given by

φHall = tan

(
〈∆Y 〉
L

)
= tan (n〈∆y〉∞) ≈ n〈∆y〉∞ (3.56)

which results from simple geometric arguments comparing the direction of the average skyrmion
flow with and without the vacancy.

3.1.2. The Skyrmion Hall Effect in the Free Phase

Up to this point we have only considered current densities in the repulsive phase. Except for
the analytic approach to the offset integral all the definitions and formulas are also valid in the
free phase. In this phase the skyrmion can freely move and never gets pinned but nevertheless
is influenced by the vacancy.
Repeating the numerical evaluation from the repulsive phase we obtain the displacement func-
tion also for the free phase, see figure 3.24. What we find is that the displacement function has
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Figure 3.24: Left: displacements ∆y(y0) (numerical data) plotted as a function of initial offsets y0.
Parameters are ζ = 1, α = β = 0.4 and j = 0.11j0 (red) to j = 0.26j0 (blue) in equidistant steps.
Right: offset integrals as a function of the current density. Comparison of numerical data (blue dots)
and perturbative solution 〈∆y〉PT 2

∞ (j) = −0.0327 (j/j0)
−2
R2 (red line). The inset shows the same

graph on a log-log-scale.

three peaks of maximal displacement from the initial offset. These three peaks result from the
scattering of the skyrmion with the three effective potential maxima in this phase which can
be understood as coming from the projection of the potential onto the axis perpendicular to
the current density. However, in this phase the displacement is about one order of magnitude
smaller than in the repulsive phase, compare figure 3.23. The resulting Hall effect therefore
will be much smaller compared to repulsive phase.
Nevertheless we can calculate the offset integral in the free phase numerically by iterating the
trajectories as in the previous section. We find that in the free phase also is a net flux below
the vacancy, just as in the repulsive phase but much weaker. The resulting offset integral in
the free phase is shown in figure 3.24.
To find an analytic approximation to this problem we perform a perturbative ansatz to the offset
integral. We assume to have a current density much larger than the potential contribution to
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the force which is a reasonable assumption being in the free phase. The exact calculation is
long and therefore is presented in the appendix, see A.2. However, the final result for the offset
integral using second order perturbation theory for small influences of the potential force is

〈∆y〉PT 2
∞ =

2πGD
j2γ4

∫ ∞
0

dr rV ′ 2(r) (3.57)

with D the dissipative force constant linear in the damping parameter α, G = −4π the
gyrocoupling constant, γ2 = D2 + G2, V (r) the potential of the vacancy and the current
density j. The integral in this expression has to be calculated numerically which yields∫∞
0 rV ′2(r)dr ≈ −0.234V0 for ζ = 1. This perturbative result of second order is also shown
in figure 3.24. As it matches the numerical data perfectly another polynomial fit can be seen
redundant.
As the Hall effect here, in the free phase, is very small, the approximation for the Hall angle
from equation 3.56 certainly holds here:

φHall ≈ n〈∆y〉∞ (3.58)

with n the density of vacancies and the offset integral 〈∆y〉∞ as shown in figure 3.24. Note that
in contrast to the Hall effect in the repulsive phase the offset integral and therefore the Hall
effect in the free phase to second order depends almost linear on the dissipation constant D. In
the repulsive phase the only dependence is implicitly included in the factor γ which depends
on both D and G with D � |G|. Hence the Hall effect in the free phase for small damping
depends linear on the dissipation constant D and thus also on the damping parameter α.
Finally it is shown a comparison of offset integrals and therefore the strength of the Hall effects
in the free and repulsive phase, see figure 3.25. As in the capturing phase after a certain runtime
either all skyrmions are pinned or the interaction between pinned and free skyrmions plays a
role there is no Hall effect shown in this case.
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Figure 3.25: Log-log-plot of offset integrals in all phases (numerical data as blue dots, fit functions
and perturbative solution red) as a function of the current density. The capturing phase is marked by
vertical dashed lines.
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3.2. The Speed-Up at a Vacancy

In this section the speed-up generated by a vacancy is analyzed. To motivate this effect we refer
to the previous chapter on the Hall effect. In chapter 3 it has been shown that the Hall effect
which results from the presence of a vacancy always creates a net current pushing the skyrmions
on trajectories below the vacancy, providing that the current density points to the right. If we
go back to the simplified Thiele equation, equation 2.26, and look for the version where the
force is separated into radial and angular components we find two contributions: the dissipative
part pushes the skyrmion on radial trajectories either towards the vacancy or away from it and
the magnus related term lets the skyrmion move on circular trajectories around the vacancy.

Figure 3.26: Trajectories of the single skyrmion with
fixed points, separatrix and color-coded velocity from
blue (slow) to red (fast), compare figure 2.15. With
ζ = 1, α = 0.4, j = 0.011j0.

The direction of circular motion in the sec-
ond part is dependent on both the sign of
the derivative of the potential V ′(r) and the
sign of the gyrocoupling constant G which
in all cases discussed in this thesis is nega-
tive. This circular component in not only
the origin of the Hall effect guiding the
skyrmion below the vacancy, it also changes
the absolute value of the velocity locally.
Whether the addition of both components
increases or decreases the total velocity de-
pends on the precise position. Due to the
negative gyrocoupling G < 0 the velocity
contributions from the current density and
the magnus force add up below the vacancy,
whereas above the vacancy it is the opposite
case. Additionally the same arguments ap-
ply also for the dissipative force part. The
resulting total velocity is shown in figure
3.26. As the dissipative term is smaller than
the magnus term, D < G, but still compa-
rable, the highest velocity is not reached below the vacancy. It is rather that due to this term
the whole symmetric velocity field is turned such that the new symmetry axis is not the one
perpendicular to the current density but the axis on which are the fixed points of the Thiele
equation, see equation 2.30.
Summarizing, due to the magnus force the skyrmions that are influenced by the Hall effect are
accelerated. At least in the repulsive phase one expects the skyrmions to be accelerated also
in total. This effect we refer to as the speed-up at a vacancy.
To get a first impression of this effect we use the numerical data from the Hall effect calculation.
There we iteratively solved the Thiele equation of motion for a set of starting points on the line
perpendicular to the current density. The iteration started at a sufficiently large distance to
the vacancy in the direction of the current density and ended at a sufficiently large distance in
this direction. In total, the skyrmion then has moved the fixed distance L along the axis which
is defined by the current density in the time t(L). The time it would have needed to overcome
this distance in the clean system is given by t0(L) = L/j . Further we define the difference of
these two times ∆t = t− t0. Here we omit the dependence on L because for large L� R the
skyrmion is far away from the vacancy and not influenced by it anymore. Hence any further
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Figure 3.27: Both: delays ∆x(y0) (numerical data) plotted as a function of initial offsets y0. Parameters
are ζ = 1, α = 0.4. Left: j = 0.00148j0 (red) to j = 0.0133j0 (blue). Right: j = 0.11j0 (red)
to j = 0.26j0 (blue). All in equidistant steps. Note the axes are switched to match their real-space
analogon.

contribution to the time t(L) is the same as to the time t0(L) in the clean system. If only one
vacancy has been passed, the time difference ∆t therefore is the time delay at a vacancy. For
the pronounced speed-up in the repulsive phase this quantity should turn out to be negative.
Further, if we compared the distance in this direction at equal times, then for long enough
timescales the final delay in distance is exactly given by

∆x = j∆t = j(t− t0) (3.59)

along the direction of the current density. This means that if the skyrmion in the clean case
needed ∆t less time to pass the distance, then it can move at velocity j for the remaining
time ∆t, which the skyrmion with the vacancy can not. Note that due to the Hall effect the
skyrmion with the vacancy has passed an even longer effective distance, which is neglected here.
However, the final offset defined this way is shown in figure 3.27.
From the figures we see that dependent on the starting offset the delay can be positive or
negative. In both phases, the repulsive and the free phase, both cases are possible. This means
that in both phases, dependent on the starting point relative to the vacancy, the skyrmion in
total was slowed down (positive delay) or was speeded up (negative delay). Again, as for the
Hall effect, the speed-up in the repulsive phase is much stronger as in the free phase. Also in
analogy to the Hall effect, in the repulsive phase we have only one peak appearing in our result,
whereas in the free phase we have three peaks. Again these result from the three effective
maxima of the potential.
However, to describe the average speed-up which is important for the macroscopics, we repeat
the primary analysis of the Hall effect, see section 3.1.1. In analogy to this discussion we also
define the delay integral 〈∆x〉∞ which relates the total delay ∆X to the system size L and the
density of vacancies n

〈∆X〉 = N〈∆x〉ξ = Lξ−2
∞∫
−∞

∆x(y0)dy0 = Ln〈∆x〉∞. (3.60)

The delay integral we can calculate numerically. The resulting functions are shown in figure
3.28 for both phases below and above the capturing phase. Additionally, in the repulsive
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Figure 3.28: Delay integrals 〈∆x〉∞ (blue dots) in the repulsive phase (left) and the free phase (right)
determined numerically. Parameters are ζ = 1 and α = 0.4. Left: with fit function 〈∆x〉fit∞(j) =
−1.81R2 − 1.46 ln [j/j0]R2 (red line). Right: with second order perturbative solution 〈∆x〉PT 2

∞ (j) ≈
D
G 〈∆y〉

PT 2
∞ (j) (red line). Inset additionally shows numerical results for 2 (green), 4 (yellow) and 8 (red)

times the chosen time step-width (blue) of dt = 5 · 10−4j−1.

phase, the figure shows a fit function. According to the logarithmic result from the Hall effect,
a logarithmic fit function was chosen. The matching of the fit and the data is almost perfect.
The result in the free phase can be treated in more detail: we can apply a perturbative ansatz
in this phase as we did for the Hall effect, see appendix A.3. By the same arguments as in
the Hall effect the first order contribution vanishes and only terms of at least second order in
O(j−2) contribute. As shown in the appendix A.3, the leading order contribution is related to
the offset integral, see equation 3.57, in the Hall effect as

〈∆x〉PT 2
∞ =

D
G
〈∆y〉PT 2

∞ =
2πD2

j2γ4

∫ ∞
0

dr rV ′ 2(r). (3.61)

This perturbative approximation is assumed to describe well the behaviour of the delay integral
for large current densities. The comparison to the numerical data shown in figure 3.28 shows
that the approximation does not describe the delay integral close to the phase transition but
becomes better for larger current densities. However, even though the perturbative approxima-
tion becomes better for larger current densities, it seems that it can only describe the numerical
data up to a constant offset. To better show this offset, we included an inset in figure 3.28
that shows the behaviour for large current densities on a more useful scale to really be able to
compare the data. Here also the results for lower step-widths in the iteration algorithm were
included. These show that when lowering the step-width in the iteration the delay intergral
converges towards the analytically predicted perturbative solution. Unfortunately, the iteration
takes too much time that one could use even smaller step-widths for better results than already
shown in the figure. Although the offset between the results for the smallest step-width and
the approximation seems very small, it will lead to problems in the following section.
Summarizing, is remarkable that in the repulsive phase there is a speed-up due to the vacancy.
The qualitative considerations according to figure 3.26 therefore seem to make sense. This
result is in contrast to the behaviour in the free phase. Here, on average, the skyrmion is
slowed down by the vacancy as we are used to in the classical picture of friction. Nevertheless,
even stronger than in the Hall effect, this effect is supposed to vanish in leading order quadratic
in the damping α.
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3.3. The Effective Damping Parameters

So far, in this section we have considered skyrmions that are driven by a current density j/j0
with equal damping parameters α = β = 0.4. Due to the equal damping parameters the velocity
of the skyrmions without a vacancy is equal to the current density. By the presence of vacancies
this relation changes as the skyrmions obey a Hall effect, i.e. a velocity perpendicular to the
current density. Furthermore the skyrmion is speeded up in the repulsive phase and slowed
down in the free phase. Consequently, in a large system with a finite density of vacancies, the
effective damping parameters α′ and β′ are different from the original damping parameters.

α = β 6= α′ 6= β′ (3.62)

First we assume a system of size L and a current density j. Then the time a skyrmion needs to
pass the system is T = L/j . The delay generates an average total displacement 〈∆X〉 opposite
to the direction of the current density, see equation 3.60. Consequently the total distance L is
shortened to L− 〈∆X〉 and the velocity in the direction of the current density is reduced to

v‖ =
L− 〈∆X〉

T
= j

(
1− 〈∆X〉

L

)
= j (1− n〈∆x〉∞) . (3.63)

Further the Hall effect generates a net velocity of the skyrmions in the direction perpendicular
to the current density

v⊥ =
〈∆Y 〉
T

= j
〈∆Y 〉
L

= jn〈∆y〉∞ (3.64)

compare equation 3.50. Note that both total displacements 〈∆X〉 and 〈∆Y 〉 depend on the
damping α at which they were determined.
Now we determine an expression for the effective damping parameters. We use that the ve-
locities v‖ and v⊥ depend on the damping parameters as given in equations 1.8 and 1.9. To
simplify expressions we define the rescaled velocities in units of the current density, u‖ = v‖/j
and u⊥ = v⊥/j . The equations for the velocity then according to 1.8 and 1.9 become

u‖ =
β

α
+

α− β
α3
(
D
G
)2

+ α
(3.65)

u⊥ =
(α− β)

(
D
G
)

α2
(
D
G
)2

+ 1
(3.66)

where G = −4π is the gyrocoupling constant and D = D/α is the dampingless dissipative
constant. Note that in contrast to D in the Thiele equation 2.20 the dissipative constant D
here does not have the damping constant included. From these equations we see indeed that
for equal damping parameters α = β the velocity in value and direction is precisely given by
the current density.
However, for the presence of vacancies we have finite u‖ and u⊥. Therefore we can use these
equations to determine the effective damping parameters α → α′ and β → β′. It is an easy
exercise to solve the equations 3.65 and 3.66 for α′ and β′ and so we recover

α′ =
G
D

1− u‖
u⊥

(3.67)

β′ = α′
(
u‖ −

u2⊥
1− u‖

)
. (3.68)
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To simplify these expressions we can use the previous considerations in equations 3.63 and
3.64. What we recover are the effective damping parameters in dependence of the delay integral
〈∆x〉∞, the offset integral 〈∆y〉∞ and the density of vacancies n:

α′ =
G
D

〈∆x〉∞
〈∆y〉∞

(3.69)

β′ = α′
(

1− n〈∆x〉
2
∞ + 〈∆y〉2∞
〈∆x〉∞

)
= α′ (1− nκ) . (3.70)

Concerning this result, two properties are espacially remarkable: one is that the effective damp-
ing α′ does not depend on the density of vacancies, at least not in the considered limit of a very
low density. Secondly one might conclude that the effective damping parameters do not depend
on the initial damping α. This behaviour would not be physical and in fact the dependence on
α is implicitly given in the delay and offset integrals which depend on the damping α. These
two properties result from the special initial choice α = β. This choice can always be achieved
by a propper rescaling and reorientating of the current density, see section 1.3.
If we however assume different damping parameters α 6= β then in the clean system the relative
velocities are given by u‖ and u⊥ as in equations 3.65 and 3.66. The effective relative velocities
u′‖ and u

′
⊥ then are given as

u′‖ = u‖ − n〈∆x〉∞ (3.71)

u′⊥ = u⊥ + n〈∆y〉∞. (3.72)

We can thus obtain the final expression for the effective damping parameters in the case α 6= β
by the replacement

〈∆x〉∞ →
1

n
(1− u‖) + 〈∆x〉∞ (3.73)

〈∆y〉∞ →
1

n
u⊥ + 〈∆y〉∞. (3.74)

To test whether this replacement indeed yields the correct results we examplary consider the
effective damping α′ in the limit for small densities n→ 0. With the formula for equal damping
parameters, equation 3.69, this limit is ill defined. However, with the replacements 3.73 and
3.73 we recover

α′ =
G
D

〈∆x〉∞
〈∆y〉∞

α 6=β−→ G
D

1− u‖ + n〈∆x〉∞
u⊥ + n〈∆y〉∞

=
G
D

1− u‖
u⊥

+ n
u⊥〈∆x〉∞ − (1− u‖)〈∆y〉∞

u2⊥
+O(n2)

n→0−→ G
D

1− u‖
u⊥

3.67
= α

(3.75)

which is exactly the result that is expected. Here made use of the definition of the delay integral
and the offset integral, which are defined relative to the current density and not to the velocity
in the pure system. Hence the result is also applicable for systems with α 6= β.



3. The Skyrmion Hall Effect, Speed-Up and Effective Damping 41

0.002 0.004 0.006 0.008 0.010 0.012 0.014
-0.17

-0.16

-0.15

-0.14

-0.13

-0.12

-0.11

current density j� j0

e
ff

e
ct

iv
e

d
a

m
p

in
g

Α
'

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6

0.40

0.45

0.50

0.55

0.60

0.65

current density j� j0

e
ff

e
ct

iv
e

d
a

m
p

in
g

Α
'

Figure 3.29: Effective damping parameter α′ (blue dots) in the repulsive phase (left) and the free phase
(right) determined numerically. Left: red line is the result from the fit functions obtained from figures
3.23 and 3.28. Right: red dots show α′ after subtracting numerical offset from 〈∆x〉∞. The solid black
line at α′ = 0.4 marks the expected large-current limit. Both: parameters are ζ = 1 and α = 0.4.
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Figure 3.30: Effective parameter κ (blue dots) determined numerically in the repulsive phase (left) and
the free phase (right). Left: red line is a logarithmic fit function. Right: red line is κ calculated from the
second order perturbation theory results for the offset and delay integrals, κ =

(G/D +D/G
)
〈∆y〉∞ ≈

with 〈∆y〉∞ ≈ as in equation 3.57. The inset shows a log-log-plot on a larger region of the current
density. Both: parameters are ζ = 1 and α = 0.4.

Another interesting limiting case that can be discussed analytically is that for large current
density. In this case the leading order contributions of the perturbative ansatz, see appendix
A.3, become the only relevant ones. For the regarded case α = β then the limiting case for α′

becomes

α′ =
G
D

〈∆x〉∞
〈∆y〉∞

j�jc−→ G
D

〈∆x〉PT 2
∞

〈∆y〉PT 2
∞

=
G
D

D
G

= α.

(3.76)

This result is also what one would expect physically as for large current densities the force
by the vacancy as a perturbation becomes very small, until in the limit of very large current



42 3. The Skyrmion Hall Effect, Speed-Up and Effective Damping

densities it asymptotically has no impact on the motion anymore.
In the previous sections on the Hall effect and the speed-up we have already produced all the
data required such that the coefficient α′ and κ for α = β = 0.4 can immediately be calculated.
The results are shown in figures 3.29 and 3.30. What we obtain is an almost linear behaviour
in the repulsive phase, that is for very low current densities, with a negative damping α′. The
negative effective damping is a result of the speed-up at the vacancy in this phase, see section
3.2. In the repulsive phase, that is for large current densities, the situation is different. Here
the effective damping α′ close to the capturing phase starts at a very large value. If we expect
a collective pinning in the capturing phase then α′ really is supposed to diverge at the phase
transition. For much larger current densities then the critical current density, the effects of
the vacancy on the motion should become redundant and hence the for large current densities
α′ → α. This results we also showed within the perturbative ansatz. However, the numerical
data does not fit to this expected result. After the effective damping seems to converge at
current densities j ≈ 0.5j0, it grows up again for even larger current densities. This late revival
can be shown to occur as a consequence of the problem with the convergence when calculating
the delay integral, see section 3.2. There it turned out that the numerical data describes
the perturbative approximation up to an approximately constant offset which disappears with
increasing step-width. It we in a lowest order approximation take the offset to be really constant
and subtract it, we recover the red data points in figure 3.29. The difference between these two
data sets gives an impression for the error estimate for this method. Though this shows that
the regime of large current density can not be described by the numerics, the damping α′ can
be well described close to the capturing phase.
Also the coefficient κ, which relates the damping β′ to the damping α′ and the density of
vacancies n, can be calculated from the previous data. The results are shown in figure 3.30.
Here it turns out that in the repulsive phase the effective damping β′ is a multiple of α′. The
behaviour can only very approximate be described by a logarithmic function. In the repulsive
phase it comes in handy that for large current densities the delay integral is by a factor D|G| � 1
smaller than the offset integral. The last one thus contributes much stronger to the coefficient
κ and as the offset integral is almost free from corrections of higher order than the second order
perturbative contribution, we can describe κ very well by the perturbative approximations.
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4. The Vacancy Wall in Two Dimensions

In this thesis, so far, only point-like vacancies in chapters 2 and 3 have been considered. These
point-like vacancies gained the most attention as they can be described in an almost perfect
approximation by the Thiele equation, see section 2.5. The basic idea, to measure a potential
and apply it to the Thiele equation could in principle also be transfered to other types of

Figure 4.31: Skyrmion at a vacancy wall. Result of
micromagnetic LLG simulation for D = 0.3J , B =
0.09J , j = 0.01Jex, a = 1.

vacancies.
In this chapter the Thiele equation is shown
to also work well for one-dimensional de-
fects. The example discussed here is the
straight vacant wall, see figure 4.31. As we
only consider nearest neighbor interaction
in the lattice model of the full micromag-
netic system, this setup is completely anal-
ogous to a skyrmion at the end of a wire
or domain. It therefore has already been
discussed [33] but not with respect to the
Thiele equation.
To really gain quantitative results from the
Thiele equation 1.11 an expression for the
force term is needed. In section 2.4 we in-
troduced the local and global update al-
gorithms to determine the potential of the
point-vacancy. These methods are not re-
stricted to point-like vacancies, therefore we can use them to determine the potential of the
vacancy wall numerically. However, it turns out that these methods in this case do not yield
good results. To show this we compare the potential calculated with the global update al-
gorithm, which is the slower but more precise algorithm, to the energy of the system while
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Figure 4.32: Potentials of the vacancy wall for D =
0.3J , B = 0.09J , a = 1 in global update algorithm
(green) and tracking approach at j = 0.001J (yellow)
and j = 0.01J (red).

running the full micromagnetic LLG simu-
lation, compare section 2.1. For the second
method we simulate the single skyrmion ap-
proaching the vacancy wall at a constant
current density and meanwhile track both
the distance of the skyrmion to the wall
and the energy of the system, defined as the
value of the free energy functional for the
specific configuration of magnetic moments.
What we recover thus is the energy differ-
ence as a function of the spatial distance,
neglecting the contribution of the current
density itself. This approach includes pos-
sible influences of the current density on the
shape of the skyrmion and has the disadvan-
tage that it can not be used on all distances
but only where the skyrmion gets driven by
the current. A comparison of the results
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from the global update algorithm and the tracking results for two different current densities
is shown in figure 4.32. There also the disadvantage of the tracking method can be seen: its
potential curves are accessible only on large distances to the wall. The minimal distance achiev-
able is the equilibrium distance to which the skyrmion is pushed by the current density. As
an example figure 4.31 shows the magnetization after a sufficiently long time. The therefore
distance to the wall which is approximately 10.5 sites and matches to the minimal distance
given in the potential graph figure 4.32.
The comparison of the methods with and without an applied current density in particular shows
that the potential is not independent of the current density. For larger distances this might not
cause any problems but on the more interesting scales, which are small distances to the wall
and therefore larger current densities, the difference in the potential is approximately a factor
of two. Hence in this section we use a potential which is dependent on both the distance to
the wall and the applied current density. By convention we further assume, as shown in the
figure 4.31, that the vacancy wall is orientated along the y-axis. A rotation of the system such
that this assumption holds is always possible if we do not assume a specific direction for the
current. Further we note that the current density is assumed to be constant such that we drop
its explicit dependency. Thus the force F(r) only acts in x-direction and we can write it as

F(r) = F (x)ex = −V ′(x)ex. (4.77)

For the potential V (r) of the point-like vacancy we could show in section 2.4.5 an asymptotic
exponential behaviour. In the setup considered here the skyrmion does not approach the
vacancy wall closer than approximately 10.5a = 10.5BDR ≈ 3R. This we can assume to be large
enough to apply the same arguments as in section 2.4.5 again such that we can assume the
potential to decay exponentially as a function of distance x to the wall:

V (x) = a e
− |x|

ξ (4.78)

where ξ is a length and a an energy scale. Both still are to be determined. With these
assumptions the Thiele equation 1.11 is exact solvable for any direction of the current density
j = (jx, jy)T:

r(t) = r0 + (t− t0)j−
ξ

D
ln

[
1 +

aD
jxγ2ξ

e
x0
ξ

(
e
jx
ξ
(t−t0) − 1

)]( D
−G

)
(4.79)

for x, x0 < 0 with the starting point r0 = r(t0) = (x0, y0)
T, G = −4π the gyrocoupling constant

and D ≈ 15α the dissipation constant, α the damping. The derivation of this result is given in
the appendix A.4.
Concerning the long time limit t � t0, see appendix A.4, we furthermore obtain for the final
distance of the skyrmion to the vacancy wall x∞ and also the final position parallel to the wall
y∞ as well as the final velocity ṙ∞:

x∞ = x(t� t0) = −ξ ln

[
aD
jxγ2ξ

]
(4.80)

y∞ = y(t� t0) = y0 +
G
D

(x0 − x∞) + (t− t0)
(
jy +

G
D
jx

)
(4.81)

ṙ∞ = ṙ(t� t0) =

(
jy +

G
D
jx

)
ey. (4.82)
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Figure 4.33: Left: skyrmion positions parallel to the wall as a function of time. Right: potential of
the vacancy wall as a function of distance. In both plots the coloured lines are obtained from the full
micromagnetic LLG simulation for D = 0.3J , B = 0.07J (red), B = 0.09J (yellow), B = 0.11J (green),
α = β = 0.4, j = 0.01J , a = 1. The dashed lines are fits using the analytic results of the exponential
ansatz, eq. 4.78.

From these limiting cases we can extract the dependence of the final distance to the wall on
the parameters of the potential and the current density as well as the final total velocity which
is parallel to the wall only. These two conclusions from the limiting cases are shown to be
consistent with the results of the full micromagnetic simulation of the LLG equation. Using
the tracking algorithm we obtain the time dependent position of the skyrmion parallel to the
wall and can compare it to the prediction of the Thiele equation with the exponential ansatz
for the velocity, see equation 4.82. Further we can use the final distance to the wall to eliminate
one of the fitting parameters of the potential and we can show that indeed the potential can be
perfectly approximated by the exponential ansatz 4.78. Both results are shown in figure 4.33
for various shapes of skyrmions at a current density of j = 0.01J . For lower current densities
the exponential approximation also works perfectly but the results are not shown here.

-7.0 -6.5 -6.0 -5.5

-20

-15

-10

-5

0

5

10

x-coordinate�R

y
-

co
o

rd
in

a
te

�R

-5.0 -4.5 -4.0 -3.5

-15

-10

-5

0

5

10

x-coordinate�R

y
-

co
o

rd
in

a
te

�R

Figure 4.34: Trajectories of a skyrmion near a straight vacancy wall at x = 0. In both plots the
coloured lines are obtained from the full micromagnetic LLG simulation for D = 0.3J , B = 0.07J (red),
B = 0.09J (yellow), B = 0.11J (green), α = β = 0.4, j = 0.001J (left plot), j = 0.01J (right plot),
a = 1. The dashed lines are obtained using the analytic solution of the exponential ansatz, eq. 4.79,
with the parameters of the ansatz gained from the potential fit. The holes in the numerical data result
from problems of the tracking algorithm close to the periodic boundary of the simulated grid.
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However, using the perfect fit to the potential and the hereby gained parameters a and ξ we
can also compare the full trajectories of the skyrmion near the vacancy wall. The comparison
of the trajectories gained from the Thiele equation solution with the trajectories of the full
micromagnetic LLG simulation are shown in figure 4.34. For smaller current densities, here as
an example j = 0.001J , the trajectories can be very well described by the Thiele result of the
exponential ansatz. On the contrary, for the larger current densities concerned, here j = 0.01J ,
the Thiele ansatz turns out to be unsufficient. Although from a qualitative point of view the
trajectories from the full simulation are well reproduced by the exponential ansatz, the exact
behaviour can only hardly be described by the Thiele solution. Furthermore small deviations
in the parameters of the exponential ansatz already cause large deviations in the trajectory
such that a reasonable fitting also is very hard to produce.
For even larger current densities than the ones shown here as examples, it happens that the
skyrmion unwinds into the wall. This effect has already been observed previously by other
groups [33].
To conclude with this excursion to higher dimensional vacancies, we find that the movement
of a skyrmion close to the vacancy can also be well described by the Thiele equation. In
contrast to previous cases where we assumed point-like vacancies, this system can be even
solved analytically if the assumption of an exponential potential is made. A nicely visible result
is that the skyrmion, as soon as it has arrived at its equilibrium distance to the wall, by a factor
G
D moves faster along the wall if the current points into the wall than if the current is parallel
to the wall. A misleading conclusion from this expression might be that for an infinitisemal
damping, D → 0, the skyrmion moves infinitely fast along the wall. This is certainly not true
as then it would also move infinitisemally close to the wall, which due to the finite extension
of the skyrmion would finally destroy it. However, although the assumption of an exponential
potential which is leading to the analytic solution is reasonable and well proven numerically, the
solution itself does not completely describe the trajectory of the full micromagnetic simulation
at larger current densities. We believe that this results from other effects which occur at these
larger current densities as there is as an example the slight squeezing of the skyrmion at the
wall which certainly has an impact on the dissipation constant. Furthermore for even slightly
larger current densities the skyrmion already gets destroyed, which can not be described by the
exponential ansatz or the Thiele equation.
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5. Nucleation and Annihilation at a Vacancy in Two Dimensions

As has been shown already by another group [33], it is possible to nucleate skyrmions at defects.
According to the authors, the requirements needed to nucleate a skyrmion at a defect are a
large enough current density and a sufficiently large defect. Also for the vacancies considered
in the previous chapters this effect occurs. An advantage of considering a simple shaped,
round vacancy as shown in figure 5.35, which essentially is an enlarged version of the vacancies
discussed so far in this thesis, is that they are the more natural type. If one thinks about a
possible realization of the setup, the round vacancy is the natural result when preparing a hole
in the sample.

Figure 5.35: Skyrmion created a at vacancy. Result from micromagnetic LLG simulation, see chapter
5, with parameters D = 0.3J , B = 0.09J , α = β = 0.4, j = 0.2Jex, a = 1.

In section 2.1 the full micromagnetic simulation of the Landau-Lifshitz-Gilbert equation 1.3 is
explained. This method we use again to show the creation of skyrmions at a vacancy.
First we prepare a ferromagnetic state as the starting point of the simulation. The vacancy,
as being a missing atom and hence a missing magnetic moment, we model by setting the
magnetization at one site to zero. This is how we constructed vacancies so far in this thesis.
However, to create a skyrmion at a defect, the defect needs to provide an edge that has an
extension of the order of the radius of the skyrmion. Therefore we extend the vacancy to an
extended object by setting the magnetic moment at more than only one site to zero.
The skyrmion radius we defined in section 1.4 given by R = D

B a. Here D is the Dzyaloshinskii-
Moriya-coupling in the lattice model, B is the magnetic field strength and a is the lattice
spacing. In the simulation we use the parameters D = 0.3J and B = 0.09J such that we
are in the field polarized phase. A skyrmion in this phase therefore only is a meta-stable
groundstate. Due to the choice of parameters the skyrmion radius is approximately R = 3.3a.
We decide to choose the vacancy radius to be equal to the skyrmion radius, for that we achieve
the requirement to have a vacancy radius of the order of the skyrmion radius.
It turns out that the creation of skyrmions at the vacancy is highly sensitive to small disturban-
cies of the equilibrium order. For real systems that obey temperature or quantum fluctuations
this means the possibility to create skyrmions at much lower current densities. Thus, for our
numerical setup at zero temperature and no fluctuations it is not sufficient to create a vacancy
by removing a region of sites in the simulated layer and then apply a current density. If one
does so, due to the Dzyaloshinskii-Moriya interaction the magnetic moments around the va-
cancy start to twist as can be seen in figure 5.35 on the left of the vacancy. The twisting after
the sudden creation of the vacancy however needs to relax to an equilibrium configuration. As
this process occurs at finite damping, the domain radius of twisted magnetic moments oscil-
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lates during the relaxation. The temporarily larger radius in this case can already cause the
nucleation of a skyrmion. To really simulate a nucleation at zero temperature and without
fluctuations we therefore need to increase the current density slowly enough to avoid these
oscillations.
The final simulation we perform for the above given parameters on a square lattice of 60× 60
sites with periodic boundary conditions. Further we find that the size of the time steps needs to
be decreased from initially dt = 0.5/J for the simulations of the pinning at a vacancy, section
2.5, to dt = 0.001/J for the simulation of the nucleation. Otherwise again the skyrmions are
created due to fluctuations instead of the intrinsic nucleation process that we want to observe.
The by two orders of magnitude smaller time steps result from a required current density which
is larger by approximately the same amount. To observe a nucleation process we at least needed
a current density of approximately j = 0.2J . The resulting nucleation is shown in figure 5.36.

Figure 5.36: Nucleation of a skyrmion a at vacancy. Result from micromagnetic LLG simulation with
parameters D = 0.3J , B = 0.09J , α = β = 0.4, j = 0.2Jex, a = 1. Skyrmion radius is equal to the
vacancy radius. Figures show configuration at times tJ = 0, 60, 90, 120, 130, 140, 150, 180. The timeline
is top to bottom, left to right.
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One observes that due to the applied current density the twisting of the magnetic moments is
not isotropic. The domain of twisted magnetic moments on the right of the vacancy is larger
as the current pulls the magnetic configuration to the right. During the process of nucleation
this twisted region expands slowly. As soon as the width of the region has become comparable
to the radius of a skyrmion the process speeds up and the Dzyaloshinskii-Moriya interaction
becomes stronger than the coupling to the current density. This causes the magnetic moments
to automatically build a skyrmion center with an interger winding number. Now the winding
on the left of the skyrmion center, which is still attached to the vacancy, has magnetic moments
pointing opposite to the prefered twisting of the vacancy. This effect supports the detaching of
the skyrmion by the strong current density. Finally the skyrmion is completely detached from
the vacancy and gets freely driven through the system. At the same time the magnetic moments
at the vacancy relax again by twisting back to the initial configuration, which will then again
build up an extended region of twisted magnetic moments to finally release a new skyrmion.
This process then continues periodically. It certainly is possible to determine a skyrmion
creation rate dependent on the size of the vacancy, the current density or the magnetic field
strength. However, the aim of this section is only to show that the nucleation of skyrmions at
a vacancy in general is possible, which is the case for at least one presented set of parameters.

A further topic of this section is the annihilation of skyrmions at a vacancy.
In the setup which we consider, meaning single skyrmions in a ferromagnetic background, the
skyrmion is only a metastable excitation of the system. The true groundstate of the system
is the polarized phase, hence for the system it is energetically more favourable to destroy the
skyrmion. Now one special property of skyrmions becomes important again, which is that
skyrmions are topologically protected. The magnetic structure of a skyrmion provides an in-
teger winding number which has to somehow be unwinded. However, this is not possible by
a smooth transformation of the magnetic structure, assumed the magnetization is a smooth,
continuus function. As an example we can consider the pressure acting on the skyrmion in
the ferromagnetic background. Due to the pressure, which is a consequence of the magnetic
field prefering the polarized phase, the skyrmion shrinks but can not be unwinded. This in
particular becomes clear when regarding the magnetization in the center which points opposite
to the background magnetization: at this point the skyrmion is rotation invariant in the plane,
meaning the magnetization has no prefered direction to turn to. Except by flipping the cen-
tral magnetic moment in a non-smooth transformation it cannot be unwinded. But also if we
managed to turn this magnetic moment to any side, the magnetization still is a smooth func-
tion with a constant absolute value and hence the central magnetic moment only gets moved
but not removed. The only way to really destroy the skyrmion therefore is by inverting the
magnetization of the central magnetic moment.
If we consider the magnetization to be localized on a lattice, as we do when simulating the
LLG equation, then the situation is different: here the magnetization is not a smooth function.
Furthermore the before mentioned central spin does only exist if the skyrmion is centered on
a site of the lattice. If this condition is not fulfilled, which in general should be the case, then
the skyrmion can be smoothly unwinded: the pressure of the ferromagnetic background acts
on the skyrmion but in contrast to the continuum case the central magnetic moment does not
even exist. Therefore there is no need to invert it. The process of unwinding is also shown
in figure 5.37. There a skyrmion centered exactly between four lattice sites was prepared at
a lower magnetic field strength. Afterwards the magnetic field strength was turned up to an
arbitrary strength at which the pressure from the polarized background destroys the skyrmion
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Figure 5.37: Destruction of a skyrmion on a lattice. Result of micromagnetic LLG simulation with
parameters D = 0.3J , B = 0.2J , α = β = 0.4, a = 1. Direction of time is left to right in arbitrary
steps.

by shrinking it into the empty space between the lattice sites.
This example shows that by breaking the topology of the skyrmion it can be destroyed smoothly,
but it does not get destroyed automatically. Otherwise the skyrmions at magnetic fields above
the skyrmion phase would always decay on the lattice. Additionally to avoiding the problem
of inverting the central spin smoothly, what also needs to be given to destroy a skyrmion is a
large enough magnetic field pressure compared to the energy gain from leaving the core of the
skyrmion at finite extension. Therefore to destroy a skyrmion by a vacancy, we in a way need
to increase the relative pressure by the magnetic field or reduce the energy contribution from
the center of the skyrmion.
The second condition is exactly fulfilled by a vacancy. In section 2.4 we calculated the energy
difference for a single skyrmion in a ferromagnetic background with a vacancy numerically.
This we used as the potential of a vacancy. For the numerical results see figure 2.10. This data

Figure 5.38: Destruction of a skyrmion by a vacancy (in the center). Result of micromagnetic LLG
simulation with parameters D = 0.3J , B = 0.12J , α = β = 0.4, a = 1. Direction of time is left to right,
top to bottom. Figures show configurations at times tJ = 0, 140, 280, 310, 340, 348, 350, 360.
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does not only give an estimate for the energy gain in the presence of a vacancy. It also yields
the position of the vacancy inside the skyrmion for the equilibrium case.
Concerning the destruction of skyrmions, an interesting combination of parameters therefore
is the skyrmion shape ζ = 4/3 and a hole radius RH = 0.4R. The numerical units shown in
the corresponding figure and section are D = 0.3J , B = 0.12J , square lattice spacing a = 1
and a vacancy as one empty site. From the figure 2.10 we obtain for these parameters that
the potential has a minimum at zero distance, meaning that the skyrmion prefers to have the
vacancy right in the center. According to our previous assumptions this intrinsic placement
of a vacancy in the center and the hereby gain of energy might lead to a destruction of the
skyrmion.
This indeed is what we observe when simulating the full micromagnetic LLG equation with
a single-site vacancy and the above parameters in the absence of a current density, see figure
5.38. The skyrmion gets attracted and finally in a rotation collapses into the vacancy. This
observation is remarkable as the skyrmion without the vacancy is stable.
For lower magnetic fields but otherwise constant parameters we do not observe a destruction
but a pinning of the skyrmion as described in chapter 2. Only if we increase the size of the
vacancy in these parameter regimes we can also observe the skyrmions getting destroyed the
same way as in figure 5.38.
An interesting consequence for a possible application therefore is that a once pinned skyrmion
can be much more easily destroyed than a free skyrmion. Although a vacancy could be used
to pin a skyrmion, it also badly influences another important property of the skyrmion which
is its stability.
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6. Summary and Outlook

In this thesis the interaction of single skyrmions with vacancies in two dimensions has been
studied analytically and numerically.
First we simulated the full micromagnetic LLG equation for a single skyrmion in the presence of
an applied current density and got an impression of the interaction between the skyrmion and a
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Figure 6.39: Phase diagram of single skyrmion-
vacancy-interaction for α = β = 0.4 in two dimensions
and vacancy as one lattice site.

vacancy of the size of one lattice site. The
resulting trajectories we compared to re-
sults that we gained from the analysis of
the Thiele equation. To really make quan-
titative use of the Thiele equation we intro-
duced two different algorithms to calculate
the potential which a skyrmion feels in the
presence of a vacancy. Further we analyzed
the scaling properties and the asymptotic
behaviour of this potential. With these re-
sults we found that the Thiele equation can
describe the movement of a single skyrmion
with a vacancy in very good agreement with
the full micromagnetic LLG equation. Us-
ing properties of the Thiele equation we
could construct a very efficient algorithm
to calculate the separatrices of the two-
body interaction between skyrmion and va-
cancy. These separatrices, which are the
critical trajectories deviding capturing from
non-capturing trajectories, could be used to
extract the capturing cross section (CCS).
The CCS is an effective measure for the
efficiency of the vacancy for capturing a
skyrmion. Also the behaviour of the CCS could be described by the fixed point analysis of
the Thiele equation close to the first critical current density. The result of these calculations
is the phase diagram, figure 6.39. It shows the existance of three elementary phases of the
skyrmion-vacancy-interaction: at low current densities there is repulsion of the skyrmions if
they are outside the separatrix and hence these skyrmions can not get pinned. This phase we
refer to as the repulsive phase. Further for larger current densities the separatrix opens up and
skyrmions can be captured within the capturing cross section: the capturing phase. Finally
for even larger current densities, the force by the current is stronger than the pinning by the
vacancy and skyrmions get never get pinned but always move freely with small disturbance by
the vacancy: the free phase.
Further analysis of the repulsive and the free phase showed that in these phases the skyrmions
obey a skyrmion flow Hall effect. On average, when they are guided past the vacancy they
collect an offset relative to their starting position perpendicular to the direction of the current
density. Also it turns out that the skyrmions in the repulsive phase are accelerated by the
vacancy whereas in the free phase they are on average slowed down. These results we gained
from numerical calculations and could confirm them by a perturbative treatment of the Thiele
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equation in the free phase. The effects thereby both decay to leading order with 1/j2 . Using
the speed-up at the vacancy and the Hall effect we could calculate numerically the effective
damping parameters. The behaviour of the effective damping β′ could also be given by the
perturbative approximations which for the effective damping α′ only gave the limiting value. By
an analytic treatment we could also show that for large current densities the effective damping
parameters converge towards the initial parameters.
Furthermore we showed that the Thiele equation with a reasonable chosen potential can in
a suitable range of the current density also describe the motion of a skyrmion close to an
extended vacancy, here a straight vacancy wall. For this problem with an exponential potential
the Thiele equation could also be solved analytically.
Finally, in the last chapter of this thesis, we showed by numerical simulations of the LLG
equation that extended vacancies can also be used to both nucleate and annihilate skyrmions.

Concerning the pinning of a skyrmion at a vacancy there is one case left that has not been
discussed yet in this thesis: what happens, if a vacancy which is already occupied by a skyrmion
is approached by another skyrmion? Possible consequences that one could analyze in more detail
are a repulsion between the skyrmions, a hitting after which the pinned skyrmion gets freed
or even an accumulation of skyrmions at the vacancy and the formation of a local or extended
skyrmion lattice.
Also in this thesis only purely two-dimensional systems have been considered. However, in
reality two-dimensional materials are hard to build, so an interesting future project could
be to investigate how all the effects discussed in this thesis behave when extending the two-
dimensional system to a bulk system. Further in a bulk with one spatial dimension in addition,
one more geometrical degree of freedom is present, meaning that as well new types of defects
can be considered as also other motions of the one-dimensional skyrmion-tubes will occur.
Another already broadly discussed field in skyrmionics are the pinning forces for the lattice.
Hence not only an extension of the present work into three dimensions but also or alternatively
to the skyrmion lattice could be an option for further research. Alternatively, instead of in-
creasing the number of skyrmions, one could also consider the single skyrmion in the presence
of an increased number of vacancies, e.g. the interaction of a skyrmion with two vacancies.
Although the most natural type of disorder, vacancies are not the only type of disorder which
plays a role in the interaction with skyrmions. Another natural type of disorder which might
easily occur in two-dimensional systems are impurity atoms from the substrate. These would
then not cause a zero-magnetization site as the vacancy does but in a first approximation a
site with just a different absolute magnetization which could lead to pinning or local repulsion
again.
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7. Deutsche Zusammenfassung

In dieser Arbeit wird analytisch wie numerisch der Einfluss von Störstellen des Kristallgitters
auf einzelne magnetische, chirale Skyrmionen im ferromagnetischen Hintergrund untersucht.
Bei den betrachteten Störstellen handelt es sich ausschließlich um Fehlstellen im Sinne von
freien, nicht besetzten Gitterplätzen.
Dazu werden Trajektorien einzelner Skyrmionen, die durch einen Strom getrieben werden, mit-
tels einer numerischen Integration der Landau-Lifshitz-Gilbert Gleichung in Anwesenheit einer
Fehlstelle im Gitter simuliert. Anschließend werden diese Trajektorien mit analytischen Ergeb-
nissen der Thiele-Näherung vergleichen, wobei das Potential, welches in der Thiele-Gleichung
benötigt wird, ebenfalls numerisch bestimmt wird. Zur Bestimmung der Potentiale werden zwei
Algorithmen vorgestellt und deren Ergebnisse vergleich. Der Ergebnis des Vergleichs, dass die
Trajektorien aus voller Simulation der LLG-Gleichung und der Thiele-Gleichung hinreichend
übereinstimmen, wird genutzt, um ein Phasendiagramm der Interaktion von Skyrmion mit
Fehlstellen unter Anwesenheit eines angelegten Stroms erstellen zu können. Eine auftretende
Phase ist die repulsive Phase, in der bei geringen Strömen die Interaktion repulsiv ist und
nur solche Skyrmionen an der Fehlstelle gehalten werden können, die sich bereits nahe genug
an der Fehlstelle befinden. Weiterhin gibt es eine einfangende Phase, in der ein Skyrmion an
einer Fehlstelle eingefangen und festgehalten werden kann. Als Parameter für die Effizienz
des Einfangens wird der Einfangquerschnitt eingeführt, welcher auch in Grafik 6.39 genutzt
wird. Durch Anwenden der Thiele-Gleichung lässt sich dieser extrem effizient berechnen. Die
letzte auftretende Phase ist die freie Phase, in welcher keine Skyrmionen mehr an Fehlstellen
festgehalten werden können, da die treibende Kraft durch den Strom zu stark ist.
Eine weitere Untersuchung der repulsive und freien Phase zeigen einen Hall-Effekt für Skyrmio-
nen in beiden Phasen. In der einfangenden Phase ist dieser durch das Festhalten von Skyrmio-
nen nicht definiert und wird daher nicht weiter untersucht. Weiterhin tritt in der repulsiven
Phase ein Beschleunigungseffekt für Skyrmionen auf. In der freien Phase ist gegenteiliges der
Fall: Die Skyrmionen werden, wie im klassischen Bild von Reibung gewohnt, abgebremst und
nicht beschleunigt. Aus diesen beiden Effekten werden die effektiven Dämpfungsparameter des
Systems durch den Fehlstelleneinfluss berechnet. Die numerischen Ergebnisse der repulsiven
Phase können dabei durch logarithmische Funktionen beschrieben werden. In der freien Phase
ist eine Beschreibung der numerischen Ergebnisse sogar analytisch mittels einer störungstheo-
retischen Rechnung zweiter Ordnung sehr gut möglich.
Abschließend wird in dieser Arbeit gezeigt, dass auch andere als punktförmige Fehlstellen durch
die Thiele-Gleichung beschrieben werden können. Als Beispiel ist hier das Verhalten an einer
Fehlstellenwand aufgeführt, welches durch die Annahme eines exponentiellen Potentials sogar
analytisch exakt lösbar ist. Außerdem wird durch numerische Simulation der LLG-Gleichung
gezeigt, dass Skyrmionen an Fehlstellen sowohl durch Strom erzeugt wie auch leicht vernichtet
werden können.
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A. Appendix

A.1. Fixed Point Analysis of the Thiele Equation

The two-dimensional equation of motion for a skyrmion in the Thiele approximation is given
by:

ṙ = A−1F(r) + j (A.83)

where the fixed point condition leads

−A−1F(rFP) = j. (A.84)

A linearization around the fixed point is done by a Taylor expansion of the position dependent
force around this point up to first order, F(r) ≈ F(rFP) +B(r− rFP), where B is the linear flow
matrix Bi,j = ∂iFj. The derivatives in direction ex can be calculated:
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= −∂x
V ′(r)

r
(xex + yey)

= −V
′(r)

r
ex − (∂xr)

(
∂r
V ′(r)

r

)
r

= −V
′(r)

r
ex −

(x
r

)(
−V

′(r)

r2
+
V ′′(r)

r

)
r

=

(
−V

′(r)

r
+
x2

r2

(
V ′(r)

r
− V ′′(r)

))
ex +

xy

r2

(
V ′(r)

r
− V ′′(r)

)
ey

(A.85)

The derivatives in direction ey are the same with labels x and y inverted. Consequently, the
linear flow matrix B reads:

B =

−V ′(r)
r + x2

r2

(
V ′(r)
r − V ′′(r)

)
xy
r2

(
V ′(r)
r − V ′′(r)

)
xy
r2

(
V ′(r)
r − V ′′(r)

)
−V ′(r)

r + y2

r2

(
V ′(r)
r − V ′′(r)

)
r=rFP

(A.86)

Now we use what followed from equation 2.30 and recover:

B 2.30
=

1

γ2

(
−V ′′(rFP) +

V ′(rFP)

rFP

)(
D2 DG
DG G2

)
− V ′(rFP)

rFP

(
1 0
0 1

)
=: B1 + B2

(A.87)

For later purposes we divide the matrix up into two parts, B1 and B2. Further, we calculate
the determinant of this linear flow matrix as we will need it later on:

det(B) = det

[
1

γ2

(
−V ′′(rFP) +

V ′(rFP)

rFP

)(
D2 DG
DG G2

)
− V ′(rFP)

rFP

(
1 0
0 1

)]
=

[
D2

γ2

(
−V ′′(rFP) +

V ′(rFP)

rFP

)
− V ′(rFP)

rFP

]
·
[
G2

γ2

(
−V ′′(rFP) +

V ′(rFP)

rFP

)
− V ′(rFP)

rFP

]
− G

2D2

γ4

(
−V ′′(rFP) +

V ′(rFP)

rFP

)2

=
V ′(rFP)V ′′(rFP)

rFP
(A.88)
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Finally, using the result of equation 2.31, the determinant becomes:

det(B) = sgn(V ′(rFP))V ′′(rFP)
jγ

rFP
(A.89)

As with this linear flow matrix B the linearized form of the equation of motion around a fixed
point becomes after shifting r→ r + rFP

ṙ = A−1Br = Cr (A.90)

the eigenvalues determine the stability of the given fixed point rFP. As the eigenvalues λ± of
any 2× 2 matrix M are given by the general formula

λ±(M) =
tr(M)

2
±
√

tr(M)2

4
− det(M) (A.91)

where tr(M) denotes the trace and det(M) the determinant of M , the eigenvalues of C now
can easily be calculated. The matrix A−1 can also be written down immediately as for 2 × 2
matrices a general formula for the inverse is known:

A−1 =
1

det(A)

(
D G
−G D

)
. (A.92)

where the determinant is given by det(A) = γ2 and thus det(A−1) = γ−2. Using this result
and that we already calculated the determinant of B, see A.89, the determinant of C is

det(C) = det(A−1) det(B) = sgn(V ′(rFP))V ′′(rFP)
j

rFPγ
(A.93)

For the trace of C we can use that we devided B into two parts where one is given by the unity
matrix only:

tr(C) = tr(A−1B) = tr(A−1B1) + tr(A−1B2)

= tr(A−1B1)−
2D

γ2
V ′(rFP)

rFP

=
1

γ4

(
−V ′′(rFP) +

V ′(rFP)

rFP

)
tr
[(

D G
−G D

)(
D2 DG
DG G2

)]
− 2V ′(rFP)

D

rFPγ2

=
D

γ2

(
−V ′′(rFP) +

V ′(rFP)

rFP

)
− 2V ′(rFP)

D

rFPγ2

= −D
γ2

(
V ′′(rFP) + sgn(V ′(rFP))

jγ

rFP

)
(A.94)

These expressions for the trace and the determinant of the linear flow matrix C we can use to
plug them into the general expression for eigenvalues, A.91, and recover:

λ±(C) =
tr(C)

2
±
√

tr(C)2
4
− det(C)

= − D

2γ2

(
V ′′(rFP) + sgn(V ′(rFP))

jγ

rFP

)
±

√
D2

4γ4

(
V ′′(rFP)2 +

j2γ2

r2FP

)
− sgn(V ′(rFP))

j

2rFPγ3
(D2 + 2G2)V ′′(rFP)

(A.95)
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To gain more insight into the stability of the fixed points, the eigenvalues have to be analyzed
further according to the equations 2.34. The first distinction to make is whether a fixed point
is definite or semidefinite. In the case of a definite fixed point the matrix C has to be definite,
meaning all eigenvalues need to have the same sign. For this to happen, absolute value of the
square root needs to be smaller than the absolute value of the expression in front of the square
root. Apparently, this is the case if the determinant of C is larger than zero. Further using that
the current density j, the distance rFP and the normalization factor γ are all larger than zero,
the condition for having a definite fixed point reads:

sgn(V ′(rFP))V ′′(rFP) > 0 (A.96)

which can also be rewritten such that the exact value of V ′′(rFP) is not of interest anymore:

sgn(V ′(rFP)) sgn(V ′′(rFP)) ≷ 0 definite/semidefinite (A.97)

The other sort of fixed points that is to distinguish are definite fixed points that can either be
stable oder unstable. In the case of a stable fixed point all eigenvalues have to be smaller than
zero. From equation A.91 follows that this can only be the case, if the trace is also smaller
than zero. The prefactors D and γ both are positive, hence the condition to have a stable fixed
point reads:

sgn(V ′(rFP))
jγ

rFP
> −V ′′(rFP) (A.98)

Now one can use that a necessary condition for a stable fixed point is that it has to be definite,
therefore both V ′(rFP) and V ′′(rFP) have to have the same sign. As all factors in the fraction
are always positive, consequently both sides of the equation have opposite signs. The whole
inequality can thus be reduced to a comparison of the signs: If the sign of V ′(rFP) is positive,
then the inequality will always be fulfilled. On the other hand, if the sign is negative, the right
hand side will always be larger. Hence we can conclude:

sgn(V ′(rFP)) ≷ 0 stable/unstable (A.99)

Finally we can calculate the eigenvectors of C which is easy as there exists a general form for
the eigenvectors of a 2× 2 matrix M :

e±(M) =

(
λ± −M2,2

M2,1

)
(A.100)

In the case M = C we need to calculate the matrix elements C2,1 and C2,2. Due to our previous
choice of B1 and B2, we can easily see that the lower two entries of C are given only by A−1B2.
As B2 basically is a unit matrix with a prefactor, the matrix elements can be read off:

C2,1 = sgn(V ′(rFP))
jG
rFPγ

C2,2 = −sgn(V ′(rFP))
jD

rFPγ

(A.101)

Hence the resulting eigenvectors are:

e±(C) =

(
D
2γ2

(
−V ′′(rFP) + sgn(V ′(rFP)) jγ

rFP

)
sgn(V ′(rFP)) jG

rFPγ

)

±

√ D2

4γ4

(
V ′′(rFP)2 + j2γ2

r2FP

)
− sgn(V ′(rFP)) j

2rFPγ3
(D2 + 2G2)V ′′(rFP)

0

 (A.102)
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A.2. Perturbation Theory Part 1: Hall Effect

The aim of this section is to calculate the Hall effect resulting from vacancies in the free phase,
compare section 3.1.2. Thus we need to calculate the offset integral

〈∆y〉∞ =

∞∫
−∞

∆y(y0) dy0 =

∞∫
−∞

y(t→∞, y0)− y0 dy0 (A.103)

since it directly is related to the Hall angle, see equations 3.56 and finally 3.58. The first
contribution y(t→∞, y0) we want to approximate by perturbation theory to second order.
As basic ingredient to find a perturbative solution for the Hall effect caused by a vacancy,
here in the free phase, we need the effective equation of motion for the single skyrmion in the
presence of a vacancy which is the Thiele equation 2.26:

ṙ = −V ′(r)A−1er + j (A.104)

where we have the derivative of the potential V ′(r) dependent on the distance between skyrmion
an vacancy r, er the radial unit vector in cylindrical coordinates, and the inverse rotation matrix
A−1. This matrix is given by

A−1 =
1

γ2

(
D G
−G D

)
(A.105)

with γ2 = D2 + G2. Further we assume, according to all simulations in this thesis, that the
current density j only point in the direction of the x-axis.
To apply perturbation theory in a convenient sense which is as an expansion in a small parameter
ε, we rewrite the Thiele equation in the way we will use it in the following calculation(

ẋ(t)
ẏ(t)

)
= −εV

′(r(t))

γ2r(t)

(
D G
−G D

)(
x(t)
y(t)

)
+

(
j
0

)
(A.106)

with r2(t) = x2(t) + y2(t) the radial coordinate or in the short version

ṙ(t) = εf (r(t)) + j (A.107)

with boundary conditions r(0) = r0 = (x0, y0)
T and ε = 1 which is only introduced to clearify

which term is assumed to be small.
Now we can define the perturbative ansatz rε by expanding in powers of the small parameter
ε to second order where we stop:

rε(t) ≈ r0(t) + εr1(t) + ε2r2(t). (A.108)

This perturbative ansatz we plug into the exact expression for the solution which we gain from
integrating the velocity field from equation A.107 over time and recover

rε(t) ≈
t∫

0

εf
(
rε(t

′)
)

dt′ + jt+ r0. (A.109)

From this equation we see that due to the prefactor ε in the integral we need to expand the
integrand f (rε(t)) only to first order in ε to recover terms of maximally second order in total.
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However, the expansion of f (rε(t)) to first order in ε yields

f (rε(t)) ≈ f (r0(t) + εr1(t)) ≈ f (r0(t)) + εJf (r0(t))r1(t) (A.110)

where Jf (r0(t)) is the Jacobian matrix defined by the entries (Jf (r0(t)))i,j = ∂fi(r0(t))
∂xj

. Com-
bining this expansion with equation A.109 we recover

rε(t) ≈
∫ t

0
εf
(
r0(t

′)
)

+ ε2Jf (r0(t
′))r1(t

′)dt′ + jt+ r0

= jt+ r0 + ε

∫ t

0
f
(
r0(t

′)
)

dt′ + ε2
∫ t

0
Jf (r0(t

′))r1(t
′)dt′

= r0(t) + εr1(t) + ε2r2(t).

(A.111)

This allows us to immediately read off the expressions for the different orders of expansion. In
the following we analyze the contributions of the different terms to the offset integral. Here
only the second component of the vectors which is the y-component are needed. Further we
can apply again ε = 1 as it only was introduced for a better notation.
Starting with the zerost order expansion, r0(t) = jt + r0, we obtain a constant for the offset
integral as

(r0(t))y = y0 (A.112)

which exactly cancels the constant y0 which is included in the definition of the offset integral,
see equation A.103.
The first order expansion, r1(t) =

∫ t
0 f (r0(t

′)) dt′, when including the integration over y0 which
is included in the definition of the offset integral vanishes. This can be shown by the following:

∫ ∞
−∞

dy0 (r1(t→∞, y0))y =

∫ ∞
−∞

dy0

∫ ∞
0

dt′
(
f
(
r0(t

′)
))
y

=

∫ ∞
−∞

dy0

∫ ∞
0

dt′ − V ′(r0(t
′))

γ2r0(t′)

(
−Gx0(t′) +Dy0(t′)

) (A.113)

with what we know from equation A.111: x0(t′) = jt′ + x0, y0(t′) = y0 and r20(t′) = x20(t
′) +

y20(t′). We therefore perform the following substitutions:

x = x0(t
′) = jt′ + x0, dx = jdt′ (A.114)

y = y0(t
′) = y0, dy = dy0 (A.115)

⇒ r =
√
x2 + y2 > 0 (A.116)

Finally what we have to take care of is that for a propper definition of the offset integral not
only t→∞ has to be applied but also x0 → −∞. Thus using the substitution we recover

∞∫
−∞

dy0 (r1(t→∞, y0))y =

∞∫
−∞

d(x, y)− V ′(r)

γ2r
(−Gx+Dy) = 0 (A.117)

as all functions dependent on the radial coordinate r by definition are even functions. Since
they are multiplied with either x or y they become odd with respect to this component and
therefore the integral over the whole two-dimensional plane vanishes.
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After the first orders of expansion do not yield any contribution except for annihilating the
initial offset y0, the offset integral becomes only dependent on the second order contribution

〈∆y〉∞ ≈
∞∫
−∞

(r2(t→∞, y0))y dy0 =

∞∫
−∞

dy0

∞∫
0

dt′
(
Jf (r0(t

′))r1(t
′)
)
y
. (A.118)

What we see here is that we only need half of the Jacobian matrix as in the end only the result
second components are needed. To apply the derivatives we use that

∂

∂xi

V ′(r)

r
=

∂r

∂xi

d

dr

V ′(r)

r
=
xi
r

(
−V

′(r)

r2
+
V ′′(r)

r

)
(A.119)

so that the terms we obtain for the components of the Jacobian matrix are

(Jf (r))y,x =
GV ′(r)
γ2r

− 1

γ2

(
−V

′(r)

r3
+
V ′′(r)

r2

)
x(−Gx+Dy) (A.120)

(Jf (r))y,y = −DV
′(r)

γ2r
− 1

γ2

(
−V

′(r)

r3
+
V ′′(r)

r2

)
y(−Gx+Dy). (A.121)

Further we can obtain the expression for r1(t′) from equation A.113. This contributes another
integration over time,

∫ t′
0 dt′′, such that there in total are two pairs of variables r0(t

′) and
r0(t

′′). Hence we introduce a shorter notation writing r0(t
′) = (x′, y′)T and r0(t

′′) = (x′′, y′′)T.
The expression for the integrand of the offset integral then becomes(

Jf (r0(t
′))r1(t

′)
)
y

=

∫ t′

0
dt′′

1

γ4
V ′(r′)

r′
V ′(r′′)

r′′
(
−2GDx′′ −

(
G2 −D2

)
y′′
)

+
1

γ4

(
−V

′(r′)

r′3
+
V ′′(r′)

r′2

)
V ′(r′′)

r′′

·
[
x′(−Gx′ +Dy′)(Dx′′ + Gy′′) + y′(−Gx′ +Dy′)(−Gx′′ +Dy′′)

]
.

(A.122)

The lengthy expression in the last bracket produces many terms. Fortunately most of them are
either odd in the product of y′ and y′′ or they cancel each other. The terms which are odd in
y′ respectively y′′ drop because due to y′ = y′′ = y0 they are odd in y0 which by the integration
in the offset integral vanishes. Furthermore this is the reason why the one of the first terms
which is linear in y′′ also drops after the integration over y0. The only terms remaining can be
summed up to(

Jf (r0(t
′))r1(t

′)
)
y

=

∫ t′

0
dt′′ − 2GD

γ4
V ′(r′)

r′
V ′(r′′)

r′′
x′′

+
1

γ4

(
−V

′(r′)

r′3
+
V ′′(r′)

r′2

)
V ′(r′′)

r′′
[
−GDx′′

(
x′2 + y′2

)]
=

∫ t′

0
dt′′ − GD

γ4
x′′

r′′
V ′(r′′)

(
V ′(r′)

r′
+ V ′′(r′)

) (A.123)

Now we can use again the first substitution from equation A.114 for the coordinate x′′:

t′∫
0

dt′′ → 1

j

x′′(t′)=x′∫
x′′(0)=x0

dx′′ (A.124)
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and further we can use that x′′

r′′ = ∂r′′

∂x′′ , r
′′(x0, y

′′) = r′(x0, y
′) = r0 and r′′(x′, y′′) = r′(x′, y′) =

r′. Hence a next substitution leads to
x′∫

x0

dx′′
x′′

r′′
V ′(r′′) =

x′∫
x0

dx′′
∂V (r′′)

∂x′′
= V (r′)− V (r0)

r0→−∞−→ V (r′). (A.125)

Here we use that in the definition of the offset integral we need to take the limit x0 → −∞ which
also means r0 → −∞. The definition of the potential we choose such that V (−∞) = V (∞) = 0.
Consequently we arrive at the expression for the offset integral

〈∆y〉∞ ≈ −
GD
jγ4

∞∫
−∞

dy0

∞∫
0

dt′V (r′)

(
V ′(r′)

r′
+ V ′′(r′)

)
(A.126)

Now again we can perform the substitutions A.114 and A.115 and recover and integral over
the full two-dimensional plane which we can simplify even more when changing to cylindrical
coordinates

〈∆y〉∞ ≈ −
GD
j2γ4

∫ ∞
−∞

d(x, y)V (r)

(
V ′(r)

r
+ V ′′(r)

)
= − GD

j2γ4

∫ 2π

0
dφ

∫ ∞
0

rdr V (r)

(
V ′(r)

r
+ V ′′(r)

)
= −2πGD

j2γ4

∫ ∞
0

dr
{
V (r)V ′(r) + rV (r)V ′′(r)

}
(A.127)

If we now perform a partial integration on the second term in the integrand we recover∫ ∞
0

dr rV (r)V ′′(r) = rV (r)V ′(r)
∣∣∞
0
−
∫ ∞
0

dr
{
rV ′(r)V ′(r) + V (r)V ′(r)

}
= −

∫ ∞
0

dr rV ′ 2(r)−
∫ ∞
0

dr V (r)V ′(r)

(A.128)

Apart from a new integral which depends on the distance and the derivative of the potential
only this reproduces the term we already had in the offset integral but with a different sign.
Therefore these terms cancel each other and we arrive at the final expression for the offset
integral

〈∆y〉PT 2
∞ =

2πGD
j2γ4

∞∫
0

dr rV ′ 2(r). (A.129)

In general the potential of the vacancy can only be computed numerically and so does the
integral. An example including numerical values is given in section 3.1.2.

A.3. Perturbation Theory Part 2: Speed-Up

The aim of this section is to calculate the speed-up effect resulting from vacancies in the free
phase, compare section 3.2. Thus we need to calculate the delay integral according to the delay
∆x = j(t− t0) as defined in equation 3.59.

〈∆x〉∞ =

∞∫
−∞

∆x(y0)dy0 =

∞∫
−∞

jt+ x0 − (jt0 + x0)dy0 =

∞∫
−∞

jt+ x0 − x(t, y0)dy0. (A.130)
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In complete analogy to the previous section on the perturbative solution of the Hall effect, we
define our perturbative ansatz in powers of ε and recover again in complete analogy to equation
A.112 for the zerost order:

(r0(t))x = jt+ x0 (A.131)

which cancels with the initial input in the integral form A.130. Furthermore the first order
term of the expansion in ε also is zero as it is linear in the cartesian coordinates, just as is the
term in equation A.117. Hence:

(r1(t→∞))x = 0. (A.132)

To second order in ε we therefore recover for the delay integral:

〈∆x〉PT 2
∞ = −

∞∫
−∞

dy0

∞∫
0

dt′
(
Jf (r0(t

′))r1(t
′)
)
x

(A.133)

where we introduced again the Jacobian matrix Jf as in the previous section.
This time we stay more general to avoid the lengthy calculations. Further we and write the
general integral form, replacing (x, y) = (x1, x2) to perform implicit summation over double
indices:

〈∆xi〉PT 2
∞ = (−1)i

∫ ∞
−∞

dy0

∫ ∞
−∞

dt (Jf (r0(t)))i,j (r1(t))j

= (−1)i
∫ ∞
−∞

dy0

∫ ∞
−∞

dt ∂xj fi(r0(t))

t∫
−∞

dt′ fj(r0(t
′))

= (−1)i
∫ ∞
−∞

dy0

∫ ∞
−∞

dt

∫ t

−∞
dt′ ∂xjA−1i,k∂xkV (r)

∣∣∣
r=r0(t)

A−1j,l ∂x′lV (r′)
∣∣∣
r′=r0(t′)

= (−1)i
∫ ∞
−∞

dy0

∫ ∞
−∞

dt

∫ t

−∞
dt′ A−1i,j A

−1
k,l ∂xj∂xkV (r)

∣∣∣
r=r0(t)

∂x′lV (r′)
∣∣∣
r′=r0(t′)

= (−1)i
1

j2

∫ ∞
−∞

dy0

∫ ∞
−∞

dx

∫ x

−∞
dx′A−1i,j A

−1
k,lCj,k,l(x, x

′, y0)

(A.134)

Here we used again the substitution as in A.124 for t and t′ and thus gain a prefactor 1/j2 .
Further we defined the integrand function Cj,k,l(x, x′, y0) from which we can already conclude
properties of the indices i, j, k, l:

Cj,k,l(x, x
′, y0) ≡ ∂xj∂xkV (r)

∣∣
r=(x,y0)T

∂x′lV (r′)
∣∣∣
r′=(x′,y0)T

= Ck,j,l(x, x
′, y0). (A.135)

From this function we see, that any combination of indices j, k, l, which yields an odd number
of derivatives with respect to x2 = y will lead to Cj,k,l(x, x′, y0) in total being odd in y0. By
the afterwards integration all functions odd in y0 will vanish, therefore only combinations of
indices are allowed, which lead to an even number of derivatives respected to x2 = y:

(j, k, l) ∈ {(1, 1, 1), (1, 2, 2), (2, 1, 2), (2, 2, 1)}. (A.136)

Furthermore, due to the special form of A−1 being a rotation and scaling matrix few more
terms will cancel. To extract only the relevant terms, we rewrite the matrix elements of A−1
also with indices i, j, k, l, compare equation A.105,

A−1i,j =
1

γ2
(δi,jD + εi,j,3G) (A.137)
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using the Kronecker delta δi,j , which is one if both indices are equal and zero otherwise and
the Levi-Civita symbol εi,j,k, which is one for even permutations and minus one for odd per-
mutations of (1, 2, 3) and zero otherwise. This leads:

〈∆xi〉PT 2
∞ ≈ (−1)i

j2γ4

∫ ∞
−∞

dy0

∫ ∞
−∞

dx

∫ x

−∞
dx′ (δi,jD + εi,j,3G) (δk,lD + εk,l,3G)Cj,k,l(x, x

′, y0)

≈ (−1)i

j2γ4

∫ ∞
−∞

dy0

∫ ∞
−∞

dx

∫ x

−∞
dx′ pi,j,k,l Cj,k,l(x, x

′, y0) (A.138)

pi,j,k,l = δi,jδk,lD2 + (εi,j,3δk,l + δi,jεk,l,3)DG + εi,j,3εk,l,3G2 (A.139)

With this prefactor function pi,j,k,l and the constraints on the indices in equation A.136 as well
as that C is unchanged when swapping the first two indices as in equation A.135, one can for
a fixed index i very fast select the few contributing functions C. Let us start with the known
result for the Hall effect, which is already given in equation A.129. In the notation we use now,
the offset integral is recovered for i = 2. With the so far gained constraints on the indices the
remaining terms are:

〈∆y〉PT 2
∞ =

1

j2γ4

∫ ∞
−∞

dy0

∫ ∞
−∞

dx

∫ x

−∞
dx′DG (−C1,1,1 − C2,2,1)

= − DG
j2γ4

∫ ∞
−∞

dy0

∫ ∞
−∞

dx

∫ x

−∞
dx′

(
(∂2x + ∂2y)V (r)

∣∣
r=(x,y0)T

∂x′V (r′)
∣∣
r′=(x′,y0)T

)
= − DG

j2γ4

∫ ∞
−∞

d(x, y0)
(

(∂2x + ∂2y)V (r)
∣∣
r=(x,y0)T

V (r)|r=(x,y0)T

)
= −2πDG

j2γ4

∫ ∞
0

dr V (r)
(
∂rrV

′(r)
)

P.I.
=

2πDG
j2γ4

∫ ∞
0

dr r V ′2(r)

(A.140)

which exactly reproduces in a few lines the result from section A.2. Now we repeat the calcu-
lation for the delay integral which is i = 1:

〈∆x〉PT 2
∞ = − 1

j2γ4

∫ ∞
−∞

dy0

∫ ∞
−∞

dx

∫ x

−∞
dx′D2 (C1,1,1 + C1,2,2) + G2 (C2,1,2 − C2,2,1)

= − 1

j2γ4

∫ ∞
−∞

dy0

∫ ∞
−∞

dx

∫ x

−∞
dx′D2 (C1,1,1 + C2,2,1) + γ2 (C1,2,2 − C2,2,1)

=
D
G
〈∆y〉PT 2

∞ +
1

j2γ2

∫ ∞
−∞

dy0

∫ ∞
−∞

dx

∫ x

−∞
dx′ (C1,2,2 − C2,2,1)

(A.141)

It is now left to show that the last term drops as after partial integrations the last terms cancel
each other. The potential and all its derivatives vanish at infinity, hence all surface terms from
the partial integrations drop.∫ ∞

−∞
dy0

∫ ∞
−∞

dx

∫ x

−∞
dx′C1,2,2 =

∫ ∞
−∞

dy0

∫ ∞
−∞

dx ∂x∂yV (r)

∫ x

−∞
dx′ ∂y′V (r′)

= −
∫ ∞
−∞

dy0

∫ ∞
−∞

dx ∂yV (r) ∂yV (r)
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=

∫ ∞
−∞

dy0

∫ ∞
−∞

dx ∂y∂yV (r)V (r)

=

∫ ∞
−∞

dy0

∫ ∞
−∞

dx ∂y∂yV (r)

∫ x

−∞
dx′ ∂x′V (r′)

=

∫ ∞
−∞

dy0

∫ ∞
−∞

dx

∫ x

−∞
dx′C2,2,1

(A.142)

Hence the we could prove that indeed C1,2,2−C2,2,1 = 0 and therefore the last term drops. The
final expression for the delay integral thus becomes:

〈∆x〉PT 2
∞ =

D
G
〈∆y〉PT 2

∞ =
2πD2

j2γ4

∞∫
0

dr rV ′ 2(r). (A.143)

Note that the gyrocoupling constant G = −4π is negative and hence the signs of the offset and
the delay integral are different.

A.4. The Solution of the Thiele Equation for a Vacancy Wall

We want to solve the two-dimensional Thiele equation in the presence of a vacancy wall. For
reasons of simplicity we rotate our system of coordinates such that the wall is on the y-axis
at x = 0. Hence we have a potential V (r) which we assume to decay exponentially in the x-
direction and to be constant in the y-direction. The current density j we assume to be constant
and jx > 0, such that we approach the wall from the left. Using this condition, x < 0, and that
we cannot overcome the wall, the potential can be written as:

V (x) = a e
x
ξ (A.144)

∇V (x) =
a

ξ
e
x
ξ ex. (A.145)

Plugging this potential into the simplified Thiele equation 2.26 yields:(
ẋ(t)
ẏ(t)

)
= − a

γ2ξ
e
x(t)
ξ

(
D G
−G D

)(
1
0

)
+

(
jx
jy

)
= − a

γ2ξ
e
x(t)
ξ

(
D
−G

)
+

(
jx
jy

) (A.146)

Note that the first line only includes the variable x. Therefore we solve this line first, starting
with a substitution to a dimensionless coordinate x′ = x

ξ and thus ẋ = ξẋ′ from which follows:

ẋ′(t) = − aD
γ2ξ2

ex
′(t) +

jx
ξ

⇔ ẋ′(t)− jx
ξ

= − exp

[
x′(t) + ln

(
aD
γ2ξ2

)]
.

(A.147)
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Now we perform a further substitution x′′ = x′− jx
ξ t+ln

(
aD
γ2ξ2

)
and the corresponding derivative

ẋ′′ = ẋ′ − jx
ξ which yields:

ẋ′′(t) = − e
x′′(t)+ jx

ξ
t

⇔ −ẋ′′(t) e−x
′′(t) = e

jx
ξ
t

⇔ −
∫ t

t0

dt′ẋ′′(t′) e−x
′′(t′) = −

∫ x′′(t)

x′′0

dx′′ e−x
′′(t′) =

∫ t

t0

dt′ e
jx
ξ
t′

⇔ e−x
′′(t) − e−x

′′(t0) =
ξ

jx

(
e
jx
ξ
t − e

jx
ξ
t0
)

(A.148)

such that we can plug in back the substitutions x′′ = x
ξ −

jx
ξ t+ ln

(
aD
γ2ξ2

)
and recover:

e−x
′′(t) = e

−x(t)
ξ

+ jx
ξ
t−ln

(
aD
γ2ξ2

)
=

ξ

jx

(
e
jx
ξ
t − e

jx
ξ
t0
)

+ e
−x0

ξ
+ jx

ξ
t0−ln

(
aD
γ2ξ2

)

⇔ e
−x(t)

ξ =
aD
γ2ξjx

(
1− e

jx
ξ
(t0−t)

)
+ e

−x0
ξ
+ jx

ξ
(t0−t)

= e
−x0

ξ
− jx

ξ
(t−t0)

[
1 +

aD
γ2ξjx

e
x0
ξ

(
e
jx
ξ
(t−t0) − 1

)]
⇔ x(t) = x0 + jx(t− t0)− ξ ln

[
1 +

aD
γ2ξjx

e
x0
ξ

(
e
jx
ξ
(t−t0) − 1

)]
.

(A.149)

This time-dependent solution for the x-coordinate we can now use to solve the second compo-
nent of the differential equation A.146. Here we can just use the result of the second step in
equation A.149, invert it and use it as an expression for the potential:

ẏ(t) =
aG
γ2ξ

e
x(t)
ξ + jy

=
aG
γ2ξ

e
x0
ξ
+ jx

ξ
(t−t0)

1 + aD
γ2ξjx

e
x0
ξ

(
e
jx
ξ
(t−t0) − 1

) + jy

=
aG
γ2ξ

e
x0
ξ

1

aD
γ2ξjx

e
x0
ξ +

(
1− aD

γ2ξjx
e
x0
ξ

)
e
− jx

ξ
(t−t0)

+ jy

= jx
G
D

1

1 +
(
γ2ξjx
aD e

−x0
ξ − 1

)
e
− jx

ξ
(t−t0)

+ jy

= jx
G
D

1

1 + c e
− jx

ξ
(t−t0)

+ jy

(A.150)

with the time independent constant c = γ2ξjx
aD e

−x0
ξ − 1. Now we can integrate both sides of the

equation over time to recover an expression for the time-dependent y-component:

∫ t

t0

dt′ẏ(t) =

∫ t

t0

dt′

{
jx
G
D

1

1 + c e
− jx

ξ
(t′−t0)

+ jy

}

⇔ y(t)− y0 = jy(t− t0) + jx
G
D

∫ t

t0

dt′

1 + c e
− jx

ξ
(t′−t0)

.

(A.151)
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We now introduce a further substitution t′′ = jx
ξ (t′ − t0), dt′′ = jx

ξ dt′ and solve the integral
expression:

jx
G
D

∫ t

t0

dt′

1 + c e
− jx

ξ
(t′−t0)

= ξ
G
D

∫ jx
ξ
(t−t0)

0

dt′′

1 + c e−t′′

= ξ
G
D

ln
[
c+ et

′′
]∣∣∣ jxξ (t−t0)

0

= ξ
G
D

ln

[
c+ e

jx
ξ
(t−t0)

c+ 1

]
.

(A.152)

Finally we plug back in the lengthy expression c+ 1 = γ2ξjx
aD e

−x0
ξ to obtain the final result for

the time-dependent y-coordinate:

y(t) = y0 + jy(t− t0) + ξ
G
D

ln

[
c+ e

jx
ξ
(t−t0)

c+ 1

]

= y0 + jy(t− t0) + ξ
G
D

ln

[
1 +

aD
γ2ξjx

e
x0
ξ

(
e
jx
ξ
(t−t0) − 1

)]
.

(A.153)

Note that the logarithm is the same as for the x-coordinate. Further the first terms again just
describe the movement of a free skyrmion and all corrections from the vacancy come from the
last term. Hence we can combine the solutions for the two coordinates in one equation:

r(t) = r0 + (t− t0)j−
ξ

D
ln

[
1 +

aD
jxγ2ξ

e
x0
ξ

(
e
jx
ξ
(t−t0) − 1

)]( D
−G

)
(A.154)

Of physical importance is the long time limit t� t0. In this limit the logarithm becomes:

ξ ln

[
1 +

aD
jxγ2ξ

e
x0
ξ

(
e
jx
ξ
(t−t0) − 1

)]
≈ ξ ln

[
aD
jxγ2ξ

e
x0
ξ e

jx
ξ
(t−t0)

]
= ξ ln

[
aD
jxγ2ξ

]
+ x0 + jx(t− t0)

(A.155)

which cancels exactly the terms that describe the free motion in x-direction apart from a
constant.

x(t� t0) ≈ x0 + jx(t− t0)−
(
ξ ln

[
aD
jxγ2ξ

]
+ x0 + jx(t− t0)

)
= −ξ ln

[
aD
jxγ2ξ

] (A.156)

y(t� t0) ≈ y0 + jy(t− t0) +
G
D

(
ξ ln

[
aD
jxγ2ξ

]
+ x0 + jx(t− t0)

)
= y0 +

G
D
x0 +

(
jy +

G
D
jx

)
(t− t0) +

G
D
ξ ln

[
aD
jxγ2ξ

] (A.157)
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