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Frustrated quantum magnets can harbor unconventional spin-liquid ground states in which the elementary
magnetic moments fractionalize into new emergent degrees of freedom. While the fractionalization of quantum
numbers is one of the recurring themes in modern condensed matter physics, it often remains a challenge to
devise a controlled analytical framework tracking this phenomenon. A notable exception is the exactly solvable
Kitaev model, in which spin degrees of freedom fractionalize into Majorana fermions and a Z2 gauge field.
Here, we discuss the physics of fractionalization in three-dimensional Kitaev models and demonstrate that the
itinerant Majorana fermions generically form a (semi)metal which, depending on the underlying lattice structure,
exhibits Majorana Fermi surfaces, nodal lines, or topologically protected Weyl nodes. We show that the nature
of these Majorana metals can be deduced from an elementary symmetry analysis of the projective time-reversal
and inversion symmetries for a given lattice. This allows us to comprehensively classify the gapless spin liquids
of Kitaev models for the most elementary tricoordinated lattices in three dimensions. We further expand this
classification by addressing the effects of time-reversal symmetry breaking and additional interactions.
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I. INTRODUCTION

The low-temperature collective physics of interacting quan-
tum many-body systems often calls for a novel description in
terms of emergent degrees of freedom that are not only distinct
from those of the original constituents of the system, but
describe certain “fractions” thereof. Familiar examples include
the spin-charge separation in one-dimensional metals [1], the
electron fractionalization in fractional quantum Hall states of
two-dimensional electron gases [2], as well as the emergence
of monopoles in spin ice [3] or chiral magnets [4]. Quantum
spin liquids in frustrated quantum magnets [5] provide another
important venue for such quantum number fractionalization.
For these spin liquids, the theoretical formulation of this
phenomenon is often closely linked to a lattice gauge theory
description of the quantum magnet; the spin degrees of
freedom typically decompose into spinons coupled to an
emergent U(1) or Z2 gauge field whose elementary excitations
remain deconfined [6–8]. One of the paradigmatic examples
of a model harboring a Z2 spin-liquid ground state is Kitaev’s
exactly solvable honeycomb model [9]. It describes a spin- 1

2
quantum magnet subject to strong exchange frustration arising
from bond-directional interactions of the form

HKitaev = −
∑

γ bonds

Jγ σ
γ

i σ
γ

j , (1)

where γ = x,y,z labels the three different bond directions
of the honeycomb lattice. The low-energy physics of this
spin model can be captured in terms of Majorana degrees
of freedom and a Z2 gauge field. Crucially, the gauge field
remains static for the pure Kitaev model (1), and identifying
the ground-state configuration of the gauge field reduces
to an essentially classical problem. Typically, this yields a
unique ground state with a finite gap for the elementary
vison excitations of the Z2 gauge field. Fixing the gauge
structure then allows to recast the original spin model as
a free Majorana fermion model and thus paves the way to
a full analytical solution. The phase diagram of the Kitaev
model generically exhibits two types of spin-liquid phases.
Around the limits where one of the three couplings dominates

over the other two one finds a gapped spin liquid which, for
the two-dimensional honeycomb model, is known to exhibit
Abelian topological order [9]. The second phase, which is
found for roughly isotropic couplings (i.e., Jx ∼ Jy ∼ Jz), is
gapless and can generically be understood as a metallic state
of the itinerant Majorana fermions. For the two-dimensional
honeycomb model, the itinerant Majorana fermions form a
graphenelike band structure with two Dirac cones [9].

In this paper, we comprehensively classify the nature
of the gapless spin liquids and their underlying Majorana
metals for three-dimensional Kitaev models. Our motivation
has been rooted in the mounting experimental evidence that
spin-orbit entangled Mott insulators can provide solid-state
realizations of the Kitaev model following the theoretical
guidance by Khaliullin and co-workers [10]. This materials-
oriented search [11,12] has produced various candidate 4d and
5d compounds, most notably Na2IrO3, α-Li2IrO3, and RuCl3,
which realize hexagonal arrangements of local, spin-orbit
entangled j = 1

2 moments that are indeed subject to strong
bond-directional exchanges as indicated by recent experiments
[13]. A byproduct of this experimental search has been the
discovery [14,15] of the polymorphs β-Li2IrO3 and γ -Li2IrO3,
which realize three-dimensional arrangements of the spin-orbit
entangled moments which retain the tricoordination familiar
from the hexagonal lattice. This has sparked a surge of
interest in three-dimensional variants of the Kitaev model
which, hitherto, had evaded the attention of the broader
community [16]. It was quickly recognized that the analytical
tractability of the two-dimensional Kitaev model largely
carries over to the three-dimensional variants, and it has
recently been demonstrated that such three-dimensional Kitaev
models harbor a rich variety of gapless Z2 spin liquids in
which the emergent Majorana metals form nodal structures
which include Majorana Fermi surfaces [19], nodal lines
[20], as well as topologically protected Weyl nodes [21].
The purpose of this paper is to go beyond these initial
examples and to impart a more systematic classification of
gapless Kitaev spin liquids in three spatial dimensions. In
particular, we comprehensively discuss how the nature of the
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TABLE I. Overview of elementary tricoordinated lattices in three spatial dimensions. Following the classification of Wells [23], we only
consider lattices of fixed polygonality p (i.e., a fixed length of all elementary closed loops) and vertex coordination c = 3 using the Schläfli
symbol (p,c) followed by a letter. For each lattice, we list alternative names used in the literature along with some basic lattice information
including the number of sites Z in the unit cell, whether the lattice exhibits a (nontrivial) sublattice symmetry (see also the discussion in the
main text), whether the lattice exhibits (nontrivial) inversion symmetry and provide the space-group information. More technical details, such
as precise unit-cell definitions including Wyckoff positions, can be found in an extensive appendix.

Alternative Sites in Sublattice Inversion
Space-group

Lattice names unit cell symmetry symmetry symbol No.

(10,3)a hyperoctagon [19], Laves graph [25], K4 crystal [26] 4 k0 �= 0 chiral I4132 214
(10,3)b hyperhoneycomb [14] 4 � � Fddd 70
(10,3)c 6 � chiral P 3112 151

(9,3)a 12 � R3̄m 166
(9,3)b 24 � P 42/nmc 137

(8,3)a 6 k0 �= 0 chiral P 6222 180
(8,3)b 6 k0 �= 0 � R3̄m 166
(8,3)c 8 � � P 63/mmc 194
(8,3)n 16 � k̃0 �= 0 I4/mmm 139

(6,3) honeycomb 2 � �

emergent Majorana metal depends on the underlying lattice
geometry. We do so by considering Kitaev models for the
most elementary three-dimensional, tricoordinated lattices,
i.e., lattices that have elementary loops of only one fixed length
[22]. For instance, the well-known honeycomb lattice is the
only tricoordinated lattice with elementary loops of length 6.
However, there are multiple lattice structures with elementary
loops of lengths 7, 8, 9 or 10 (and possibly higher), which
are all three dimensional. In fact, such three-dimensional,
tricoordinated structures have been comprehensively classified
in the work of Wells in the 1970s [23]. Here, we focus on
those lattice structures that exhibit equidistant bonds and
approximately 120◦ bond angles at every vertex [24]. An
overview of the so-identified family of three-dimensional,
tricoordinated lattice structures and their basic properties is
provided in Table I. A convenient way to systematically label
the individual lattices is to use the so-called Schläfli symbol
(p,c) followed by a letter, where p is the fixed polygonality
(or elementary loop length) of the lattice, c = 3 refers to
the tricoordination of the vertices, and the additional letter
simply enumerates the lattices for a given Schläfli symbol. It
should be noted that some of these lattices are well known
in the literature under alternative names. These include the
(10,3)a lattice, which has long been known as the Laves
graph [25] in the crystallographic literature or as K4 crystal
[26] in the mathematical literature. It has also been renamed
hyperoctagon lattice [19] by some of the authors of this paper
in an earlier study. Similarly, the (10,3)b lattice has recently
gained some attention under the name hyperhoneycomb lattice
[14] after it had been discovered as the iridium-sublattice in
the iridate β-Li2IrO3.

It is precisely this family of tricoordinated lattice structures
that serves as principal input in our quest to comprehensively
discuss three-dimensional Kitaev models in the following. We
show that these Kitaev models harbor a plethora of gapless spin
liquids that can be cast as different incarnations of Majorana
metals whose precise nature can be systematically understood
from a basic symmetry analysis.

Overview of results

Before going into a detailed discussion of the Kitaev models
for these individual lattices, we provide a brief overview of our
main results. For all but one lattice, i.e., (8,3)n, we find that
there is an extended gapless spin-liquid phase around the point
of isotropic coupling, i.e., Jx ∼ Jy ∼ Jz. This gapless phase
is best described as a Majorana metal (or semimetal) since it
is the band structure of the itinerant Majorana fermions that
exhibits gapless excitations, while the vison excitations of the
static Z2 gauge field remain gapped for all lattices [27]. A
summary of our results characterizing the various Majorana
metals for different lattice geometries is provided in Table II.

TABLE II. Overview of Majorana metals in three-dimensional
Kitaev models. Shown is a characterization of the nodal structure
of the metallic states formed by the itinerant Majorana fermions in
the gapless spin-liquid phase of three-dimensional Kitaev models
defined on tricoordinated lattices of Table I. Results for the pure
Kitaev model (1) are given in the second column. The third column
provides information on how the nodal structure changes if the Kitaev
model is augmented by an explicit time-reversal symmetry (TRS)
breaking magnetic field term (i.e., a magnetic field pointing along the
111 direction). The asterisk indicates that for these two lattices we
are providing results for the lowest-energy flux sector that does not
break any point-group symmetries of the lattice.

Lattice Majorana metal TRS breaking

(10,3)a Fermi surface Fermi surface
(10,3)b Nodal line Weyl nodes
(10,3)c Nodal line Fermi surface

(9,3)a∗ Weyl nodes Weyl nodes

(8,3)a Fermi surface Fermi surface
(8,3)b Weyl nodes Weyl nodes
(8,3)c∗ Nodal line Weyl nodes
(8,3)n Gapped Weyl nodes

(6,3) Dirac cones Gapped
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We do so by listing the nodal manifold of gapless excitations in
the band structure of the itinerant Majorana fermions. As can
be seen from the table, the various three-dimensional lattice
geometries realize multiple examples for the emergence of
Fermi surfaces, nodal lines, or Weyl nodes. As we will lay out
in detail in the remainder of the paper, an understanding of
the systematics in this table is closely linked to a symmetry
analysis of the Kitaev models for the respective lattice geome-
tries (see in particular Sec. III). For instance, the occurrence
of Majorana Fermi surfaces for the two lattices (10,3)a and
(8,3)a is closely linked to a nontrivial sublattice symmetry
for these lattices. Similarly, the emergence of Weyl nodes can
be understood from a close inspection of time-reversal and
inversion symmetry. For instance, for a lattice with an odd
number of bonds in the elementary loop, such as the (9,3)a
lattice, time-reversal symmetry has to be broken spontaneously
for the emergent Majorana degrees of freedom, which in turn
allows for the occurrence of Weyl nodes. For the lattice (8,3)b
it is a more intricate interplay of time-reversal symmetry,
inversion symmetry, and nontrivial sublattice symmetry that
allows for the emergence of Weyl nodes in the Majorana
band structure without breaking time-reversal symmetry nor
inversion symmetry, a situation that cannot occur for electronic
band structures. We will discuss these different incarnations
of Weyl physics in a broader context in Sec. V.

For the two-dimensional Kitaev honeycomb model, it is
well known that the Dirac spin liquid of the pure Kitaev model
(1) gaps out into a massive phase with non-Abelian topological
order when perturbing the spin system with a magnetic
field pointing along the 111 direction, i.e., by considering a
Hamiltonian

H = −
∑

γ bonds

Jγ σ
γ

i σ
γ

j −
∑

j

�h · �σj . (2)

It may, thus, be a natural question to ask whether the breaking
of time-reversal symmetry can give rise to gapped phases
with nontrivial topological order also for three-dimensional
Kitaev models. Bearing in mind that the Kitaev model can be
recast as a free Majorana fermion system, one can immediately
answer this question in the negative by considering the
classification of topological insulators [28] rooted in the
symmetry classification of free-fermion systems [29]. In this
free-fermion classification scheme, the pure Kitaev model (1)
falls into symmetry class BDI, while the one with broken
time-reversal symmetry of Eq. (2) belongs to symmetry class
D. As can readily be seen from the classification tables of
Ref. [28], there are no topologically nontrivial band insulators
in either symmetry class BDI or D for three spatial dimensions,
in contrast to two spatial dimensions where symmetry class D
allows for this possibility [and as realized for Hamiltonian
(2) on the honeycomb lattice]. It is, of course, nevertheless
an interesting question to ask what effect the breaking of
time-reversal symmetry has on the Majorana metals for the
three-dimensional Kitaev models of Table II. The answer is
provided in the third column of that table and is discussed
in much detail in the remainder of the paper. Generically, we
find that the metallic nature per se remains untouched by the
breaking of time-reversal symmetry, i.e., for no system do we
observe a transition into a (topologically trivial) massive phase.
Instead, we find that the nodal structure remains robust under

this perturbation for systems that exhibit Majorana Fermi
surfaces or Weyl nodes. The only effect of a (small) magnetic
field is to either deform the Majorana Fermi surface or move
the positions of the Weyl nodes. A different picture emerges for
those lattices where the pure Kitaev model (1) exhibits nodal
lines. Here, the magnetic field does alter the nodal structure.
For the lattices (10,3)b and (8,3)c the magnetic field gaps
out the nodal line with the exception of two or six nodes,
respectively. These nodes turn out to be one or three pairs of
Weyl nodes. A symmetry analysis again indicates that another
symmetry plays a crucial role in stabilizing this unusual band
structure. It is the presence of inversion symmetry that fixes
these Weyl nodes to the Fermi energy (at zero energy) for these
lattices. Inversion symmetry is absent for the chiral lattice
(10,3)c, which also exhibits nodal lines for the unperturbed
Kitaev model. Upon applying a magnetic field, the nodal lines
vanish and the system creates six pairs of Weyl nodes, which
in the absence of inversion symmetry are no longer fixed to
the Fermi energy and move away from it. The result is the
emergence of 12 pockets of Majorana Fermi surfaces, each
of which encapsulates a Weyl node. As a result, these Fermi
surfaces also acquire some nontrivial topological properties
from the Weyl nodes, as we discuss in further detail in Sec. V B.
As such, the Kitaev model for lattice (10,3)c stands out as
the only system where the effect of breaking time-reversal
symmetry is to increase the nodal structure and the associated
density of states of the Majorana metal.

Finally, we briefly comment on the Z2 gauge structure of
these models. As we will discuss in more detail in Sec. II,
the assignment of local Z2 gauges (on the bonds of the
lattice) corresponds to an assignment of Z2 fluxes through
the elementary loops in the lattice. For the two-dimensional
Kitaev honeycomb model, this correspondence can be used
to readily fix the gauge structure of the ground state via
a theorem by Lieb [30], which states that the ground state
of the honeycomb model has no fluxes through any of the
hexagonal plaquettes (corresponding to the elementary loops).
Lieb’s theorem can also be applied to three-dimensional
Kitaev models if the lattice structure exhibits certain mirror
symmetries. As it turns out, only one of the lattices in our
family, namely the lattice (8,3)b, fulfills this criterion. It is
thus the only lattice for which we can rigorously assign the
flux configuration of the ground state. For all other lattices,
we have to resort to alternative ways to identify precisely
this ground-state configuration of the (static) Z2 gauge field.
In this study, we have resorted to numerical simulations
of this essentially classical problem for finite systems. In
general, we find that the result of this numerical procedure
is a flux configuration that precisely corresponds to the one
indicated by Lieb’s theorem if it were to apply to the lattice
structure at hand. Specifically, all elementary loops of length
2 (mod 4) carry zero flux, while elementary loops of length
0 (mod 4) carry π flux. Nonbipartite lattices with elementary
loops of odd length are not covered by Lieb’s theorem at
all. For these lattices we assign the flux configuration using
symmetry arguments. Notably, however, for the lattice (9,3)a
our numerical checks indicate the possibility of low-energy
flux assignments that break at least one of the point-group
symmetries of the lattice. Such an exotic scenario might also
be relevant to lattice (8,3)c where the π fluxes are subject to
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geometric frustration. We have not explored this possibility
in full detail in the paper at hand, but instead have provided
results for the lowest-energy Z2 flux structure that does not
break any point-group symmetries. We revisit this point in an
outlook at the end of the paper.

The paper is structured as follows. In Sec. II, we briefly
review the general framework to analytically solve the Kitaev
model in arbitrary spatial dimensions. A detailed analysis of
the relevant symmetries of three-dimensional Kitaev models
is presented in Sec. III. We then go through all lattices of
Table I one by one in Sec. IV and provide further details on
the underlying lattices, the definition of the Kitaev model, and
its solution for each of these lattices. This includes the overall
phase diagram of the model along with a detailed discussion of
the gapless phase around the point of isotropic couplings. In the
subsequent Sec. V, we take a step back and discuss the different
scenarios for the emergence of Weyl physics in these three-
dimensional Kitaev models. This also includes a discussion of
the topological properties of some of the observed Majorana
Fermi surfaces. Section VI focuses on a discussion of Majorana
Fermi surfaces in general and their BCS-type spin-Peierls
instabilities. We round off the paper with an outlook in Sec. VII
that touches on the possibility of realizing some of the Kitaev
models of interest here in spin-orbit entangled Mott insulators.
We further lay out some future directions to be pursued for this
family of three-dimensional Kitaev models. The main paper is
complemented by an extensive appendix that provides many
of the technical details on the lattice structures.

II. SOLVING THE KITAEV MODEL

We start our discussion by briefly reviewing the main traits
of Kitaev’s original solution [9] of the honeycomb model
and lay out how it can be adapted to the three-dimensional
model systems of interest here. At the heart of Kitaev’s
exact solution is the existence of a macroscopic number of
conserved quantities, which are associated with closed loops
in the underlying two- or three-dimensional lattice. For each
of these loops, we can define a corresponding loop operator by

W� =
∏
s∈�

Ks,s−1, (3)

where s labels the sites within the loop � and Ki,j is given by

Ki,j =

⎧⎪⎨
⎪⎩

σx
i σ x

j , if 〈i,j 〉 is a x link

σ
y

i σ
y

j , if 〈i,j 〉 is a y link

σ z
i σ z

j , if 〈i,j 〉 is a z link.

(4)

For even-length loops, the operator has eigenvalue ±1, where
eigenvalue −1 is identified with the presence of a Z2 flux
through the enclosed plaquette and eigenvalue +1 implies that
there is no flux through the plaquette. If the operator contains
an odd number of bonds/sites, its eigenvalue is instead ±i.
This case is treated in more detail in the discussion of lattice
(9,3)a in Sec. IV E. Note that the definition (3) is chosen in
order to be consistent with the conventions chosen by Lieb in
discussing his flux theorem [30] for the ground state.

The set of loop operators is generically linearly dependent
for three-dimensional (3D) lattices, due to the presence of
volume constraints as exemplified in Fig. 1. In particular, if a

FIG. 1. Example of a minimal volume arising for the (10,3)b
hyperhoneycomb lattice, for which four elementary loops of length
10 are needed to enclose a closed volume. We provide illustrations of
such minimal volumes for all lattices in Appendix A.

set of loop operators forms the boundary of a closed volume,
the product of their eigenvalues is fixed to +1. Thus, we are
going to restrict the discussion to a linearly independent subset
of these. For each of the lattices considered here, we can
identify M/2 fundamental loop operators (per unit cell), where
M is the number of sites per unit cell, from which all other loop
operators can be built by successive multiplication. The Hilbert
space factorizes into eigenstates of these loop operators (in the
following called “flux sectors”) and we will usually restrict our
analysis to a single such flux sector. Another consequence of
the volume constraint is that flux excitations, also called visons,
always form closed loops; there are no magnetic monopoles
in the corresponding Z2 gauge field.

Following Kitaev’s original solution [9], we proceed to
represent each spin in terms of four Majorana fermion
operators

σ
γ

j (R) = ia
γ

j (R)cj (R) (5)

with γ = x, y, z, and j denoting the site within the unit cell
at position R. The Majorana fermion operators obey the usual
anticommutation relations{

aα
j (R),aβ

k (R′)
} = 2δj,kδα,βδR,R′ ,

{cj (R),ck(R′)} = 2δj,kδR,R′ , (6)

{cj (R),aα
k (R′)} = 0.

This representation faithfully reproduces the spin algebra
within the physical Hilbert space defined by

D̂j |phys〉 ≡ ax
j a

y

j az
j cj |phys〉 = +1|phys〉. (7)

As a second step, we regroup the Majoranas into bond
operators ûjk = ia

γ

j a
γ

k , with γ being the label of the nearest-
neighbor bond 〈j,k〉. The bond operators have eigenvalues
±1, which therefore can be identified with an emergent Z2

gauge field. Note that, in contrast to the loop operators, these
Z2 gauge fields are not physical, but merely a consequence
of enlarging the Hilbert space in Eq. (5). In particular, we
can identify the loop operators (3) as the gauge-invariant
quantities of this emergent Z2 gauge field. It turns out that
gauge transformations play an important role when classifying
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FIG. 2. (a) Mirror line for the honeycomb lattice (6,3). (b) One
of the three mirror planes for (8,3)b. The other two are obtained by
120 ◦ rotations around the ẑ direction. The combination determines
the eigenvalues of all the fundamental loop operators. (c) One of
the mirror planes for (8,3)n. Another is obtained by a 90 ◦ rotation
around ẑ. A third mirror plane (not shown) lies in the xy plane. These
determine the eigenvalues of all but one loop operator per unit cell.

the possible Majorana metals, as they affect how symmetries
are implemented in the Majorana system. This is discussed in
more detail in Sec. III.

It can easily be shown that all bond operators commute with
each other, as well as with all of the loop operators and with
the Hamiltonian. Thus, we can fix their eigenvalues uj,k and
solve the resulting quadratic Hamiltonian for the c Majoranas

H = i
∑

γ bonds

Jγ uj,k cj ck. (8)

Note that when assigning eigenvalues to the bond operators,
we need to pick a directionality as ûj,k = −ûk,j [31]. The
remaining difficulty is to decide on how to assign the bond
eigenvalues. One guiding principle is Lieb’s theorem [30].
This theorem determines the ground-state flux configuration
for any plaquette that is invariant under mirror symmetry, as
long as the mirror line (2D) or plane (3D) does not cut through
lattice sites, but only bonds. The flux per plaquettes is 0 if
the loop length equals 2 (mod 4), whereas it is π for loop
lengths 0 (mod 4). For the honeycomb lattice, we show the
relevant mirror line in Fig. 2(a). The bond length 6 implies
that the ground-state sector has 0 flux per plaquette, i.e., all
loop operators have eigenvalue +1.

For most of the 3D lattices discussed here, Lieb’s theorem
cannot be applied. Notable exceptions are the lattices (8,3)b
and (8,3)n. For the former, Lieb’s theorem determines the
flux of all the fundamental loop operators; for the latter,
Lieb’s theorem determines seven of the eight fundamental loop
operators per unit cell. Examples of the relevant mirror planes
are shown in Fig. 2(b) for the lattice (8,3)b and in Fig. 2(c)
for (8,3)n. For all the other lattices, one needs to resort to
numerical simulations to determine the flux configuration of
the ground state. However, Lieb’s theorem still provides a good
educated guess. In particular, choosing the flux configuration
as explained above and preserving the symmetries of the
underlying lattices often yields the correct ground-state sector.
Notable exceptions are (9,3)a and (8,3)c, where numerical
studies indicate that the system may prefer to spontaneously
break lattice symmetries in the ground state.

Note that the elementary excitations of the Z2 gauge field
remain gapped for all lattices. We calculated this vison gap
for all lattices [but lattices (8,3)c and (9,3)a, see the discussion
above] for the smallest possible vison loop. This can usually be
obtained by flipping a single z-type bond, except for the lattices

TABLE III. Overview of the physics of the Z2 gauge field for
three-dimensional Kitaev models. The second column provides the
flux sector assignment of the elementary loops in the ground state
of the Kitaev model defined for the various tricoordinated lattice
geometries of Table I. The third column indicates whether the ground-
state flux sector can be assigned via a theorem by Lieb [30], which can
only be applied if the underlying lattice has certain mirror symmetries
(see the discussion in the main text). The additional columns provide
information on the physics of the vison excitations of the Z2 gauge
field, in particular, the size of the vison gap and the length of an
elementary vison loop in the ground state (i.e., the number of flipped
loop operators of minimal length). The asterisk indicates that for these
two lattices we are providing results for the lowest-energy flux sector
that does not break any point-group symmetries of the lattice.

Lieb Vison loop
Lattice Flux sector theorem Vison gap length

(10,3)a 0 flux 0.09(1) 10
(10,3)b 0 flux 0.13(1) 6
(10,3)c 0 flux 0.13(1) 3

(9,3)a∗ π/2 fluxes 4

(8,3)a π flux 0.07(1) 2
(8,3)b π flux Yes 0.16(1) 2
(8,3)c∗ 0 flux 4
(8,3)n π flux 0.16(1) 2

(6,3) 0 flux Yes 0.27 2

(10,3)b and (10,3)c, where instead a single x- or y-type bond
is flipped. Results for the vison gap are given in Table III and
Fig. 3, where the explicit system-size dependence of the vison
gap is illustrated. Details on the smallest vison loop and which
bond is flipped can be found in Appendix B.

Magnetic field. When discussing the effect of symmetries
on possible Majorana metals, we are particularly interested in
the effect of time reversal and what consequences breaking
time-reversal symmetry can have. For simplicity, the time-
reversal symmetry breaking term we consider is chosen as
an external magnetic field in the 111 direction. The particular
direction is not essential as long as it couples to all spin compo-
nents, but it ensures that all other (lattice) symmetries remain
intact. As �h · �σ does not commute with the loop operators
(3), the model is no longer exactly solvable. However, as long
as the visons are gapped and the strength of �h sufficiently
small as not to excite them, we can treat the magnetic field
term perturbatively. Following Ref. [9], one finds that the first
nontrivial contribution arises in third-order perturbation theory
and can be written as a three-spin interaction

Heff = −κ
∑

(j,l,k)

σα
j σ

β

k σ
γ

l , (9)

where the summation is over all triples of adjacent sites j , l, and
k such that the bond 〈j,l〉 (〈k,l〉) is of α (β) type and γ is chosen
as the remaining bond type. The prefactor κ ∼ (hxhyhz)/
2

depends on the vison gap 
 and the strength of the magnetic
field. Using the representation in terms of Majorana fermions
(5), we can rewrite this as an effective next-nearest-neighbor
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FIG. 3. Vison gap obtained for the smallest vison loop as a
function of system size. The dotted line marks the extrapolation of the
gap for infinite system size, and the gray bar denotes the error of the
extrapolation. Details on the vison loops can be found in Appendix B.

hopping of the c Majoranas by

σα
j σ

β

k σ
γ

l = iεαβγ D̂lûj l ûlkcj ck, (10)

where we can neglect the operator D̂l as it will act as the
identity on the physical subspace.

III. PROJECTIVE SYMMETRIES

While the general framework of Kitaev’s original solution
of the honeycomb model can be applied to arbitrary tricoor-
dinated lattices, including three-dimensional ones, important
differences between individual lattice structures arise when
considering the most elementary symmetries of the system. In
particular, it is important to note that the symmetries of the
original spin Hamiltonian can manifest themselves in distinct
ways when considering their effect in the physical Majorana
subspace. These projective symmetries turn out to be sensitive
to the underlying lattice geometry. The deeper origin of this
lattice dependence can be traced back to the somewhat subtle
incarnation of the Z2 gauge theory description of the Kitaev
model. All calculations are done in a fixed gauge, i.e., one
chooses a specific set of bond operator eigenvalues that is
compatible with the flux sector. In order for the symmetries
to act within this fixed gauge sector, they often need to be
supplemented by a gauge transformation. As we detail in the
following, such a supplemental gauge transformation may lead
to an additional shift in momentum space in the projective
symmetry relations for the Majorana fermions. As we will
argue in the following, a careful analysis of these projective
symmetries, in particular particle-hole, time-reversal, and

inversion symmetry, will allow us to systematically classify
the Kitaev Hamiltonian in its Majorana representation and
infer the nature of the emergent Majorana metal from it.

Particle-hole symmetry (PHS). Particle-hole symmetry is,
strictly speaking, not a symmetry of our systems, but rather a
consequence of describing the spins in terms of Majorana
fermions (instead of complex fermions) which overcounts
the degrees of freedom by a factor of 2. The Majorana
condition cα(r) = c†α(r) immediately leads to the condition
c†α(k) = cα(−k) in momentum space. For the Hamiltonian and
its eigenenergies, this implies

ĥ(k) = −ĥ�(−k),
(11)

ε(k) = −ε(−k),

where the asterisk indicates complex conjugation. The over-
counting of degrees of freedom can be taken care of in two
ways: either by restricting the allowed momenta to half the
Brillouin zone or by discarding the lower half of the energy
bands.

Sublattice symmetry (SLS). All lattices that are considered
here, with the exception of (9,3)a, are bipartite lattices, i.e., the
lattice sites can be partitioned into two sublattices (referred to
as sublattices A and B in the following) such that nearest
neighbors are always from different sublattices. The pure
Kitaev Hamiltonian (1) has only nearest-neighbor interactions.
Consequently, a sublattice transformation

cα(r) →
{
cα(r) for sublattice A,

−cα(r) for sublattice B
(12)

changes the overall sign of the Hamiltonian and implies that

ĥ(k) = −USLS ĥ(k + k0) U−1
SLS,

(13)
ε(k) = −ε(k + k0),

where USLS is a unitary matrix and k0 is a reciprocal lattice
vector of the sublattice. Note that k0 = 0, if the sublattice has
the same translation vectors as the full lattice. Examples for
this case are the honeycomb lattice in 2D and the (10,3)b
(hyperhoneycomb) lattice in 3D. If the translation vectors
connect the two sublattices, as is the case, e.g., for the square
lattice in Fig. 4, then k0 has a finite value; in particular,
k0 = (π

2 , π
2 ) for the square lattice. In 3D, k0 is nonvanishing

for the lattices (10,3)a (hyperoctagon), (8,3)a, as well as for
(8,3)b.

FIG. 4. Visualization of the A and B sublattices (in white and
blue, respectively) for the honeycomb, square, and hyperoctagon
lattices. While the sublattices of the honeycomb lattice have the same
translation vectors as the original lattice, the same is not true for the
square and hyperoctagon lattices, which lead to a finite value for k0.
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Time-reversal symmetry (TRS). The importance of the
sublattice symmetry becomes apparent when trying to im-
plement time-reversal symmetry for the Majorana system.
As in the Kitaev honeycomb model [9], we consider a time-
reversal transformation T that squares to one, T 2 = 1, which
implies symmetry class BDI. Time-reversal symmetry flips
the spin eigenvalues, and can be implemented in the Majorana
language by

T cj (r)T −1 = cj (r), T aα
j (r)T −1 = aα

j (r) (14)

and complex conjugation. However, due to the complex con-
jugation it also flips the eigenvalue of all the bond operators,
T ûjkT

−1 = −ûjk and, thus, needs to be supplemented by
a gauge transformation so as to remain in the same (fixed)
gauge sector. The required gauge transformation is, in fact,
simply the sublattice transformation discussed above, and we
can implement time reversal by requiring

T̃ cj (r)T̃ −1 = μj (r)cj (r), T̃ aα
j (r)T̃ −1 = μj (r)aα

j (r), (15)

where μj (r) = 1 or −1 depending on whether the site is in the
A or B sublattice. Thus, the gauge-invariant time reversal T̃

inherits the k0 vector from the sublattice transformation, and
we obtain

ĥ(k) = UT ĥ�(−k + k0) U−1
T ,

(16)
ε(k) = ε(−k + k0).

Note that if k0 = 0, the only stable zero-mode manifolds are
nodal lines independent of other symmetries, as was shown
in [19]. If k0 �= 0 or time-reversal symmetry is broken, then
other symmetries become important for determining the stable
zero-energy modes (see also Table II).

Inversion symmetry (I). Analogously to time-reversal in-
variance discussed above, inversion symmetry also needs to
be supplemented by a gauge transformation in order to act
within a fixed gauge sector. However, the exact form of the
gauge transformation depends on the details of the lattice and
the flux configuration. In general, inversion symmetry will act
as

ĥ(k) = UI ĥ(−k + k̃0) U−1
I ,

(17)
ε(k) = ε(−k + k̃0),

where k̃0 is either half a reciprocal lattice vector or zero,
depending on whether the necessary gauge transformation
enlarges the unit cell or not. In particular, k̃0 may or may not
be equal to k0, and various different possibilities are realized
in the models we discuss here. Of particular interest is the
lattice (8,3)b, where k0 �= 0 and k̃0 = 0, thus allowing for the
presence of Weyl nodes with both inversion and time-reversal
symmetries unbroken. An example for k0 = 0 and k̃0 �= 0
is the lattice (8,3)n, where the time-reversal broken model
allows for Majorana Fermi surfaces, even in the presence of
inversion symmetry. Note that other lattice symmetries, such
as rotations, may also have such an additional translation in
momentum space.

IV. 3D KITAEV MODELS

We now turn to a detailed discussion of the 3D Kitaev mod-
els for the various three-dimensional, tricoordinated lattices
of Table I. For each lattice, we go through a similar line of
arguments where we (i) provide some elementary information
about the lattice structure such as its unit cell, associated
lattice vectors, and the assignment of Kitaev couplings to the
bonds of the lattice, (ii) discuss the structure of the elementary
loops and the assignment of Z2 fluxes in the ground state
of the Kitaev model, (iii) determine the manifestation of
the projective symmetries, and (iv) discuss the nature of the
emergent Majorana metal.

This discussion is supplemented by two appendixes where
we provide more detailed technical information for each
lattice. In Appendix A, we present visualizations of the lattice
structures along various high-symmetry projections along with
detailed information on their space group and the Wyckoff
positions for the unit cell. This lattice information is further
supplemented by VESTA [32,33] visualization files, which are
provided in the Supplemental Material [33] of this paper. In
Appendix B, we provide additional information on the 3D
Kitaev models for these lattices. In particular, we provide a
detailed summary of the gauge structure of the ground state
and give an explicit expression for the Kitaev Hamiltonian in
its Majorana representation in this gauge.

A. (8,3)a

We start the discussion with lattices of elementary loop
length 8. Of the 15 nets reported on by Wells [23], only four
have equal-length bonds and 120◦ bond angles and will be
discussed in detail in the coming sections. The first two lattices,
(8,3)a and (8,3)b, are in fact close cousins of each other. Both
of them can be viewed as a three-dimensional version of the
3-12-12 lattice [34] or, alternatively, the Yao-Kivelson lattice
[35], where the triangles are replaced by triangular spirals.
While these spirals are corotating in (8,3)a, resulting in a chiral
lattice, they are counter-rotating in (8,3)b, thus leading to an
inversion-symmetric lattice. A comparison of the two lattices
is given in Fig. 5, where the two different rotation directions
are marked by different colors.

Lattice structure. More formally, the (8,3)a lattice
is a hexagonal lattice with six sites per unit cell at

FIG. 5. The distinct features of the (8,3)a lattice [shown in (a)] are
corotating spirals, while the (8,3)b lattice [shown in (b)] has counter-
rotating spirals. The two different rotation directions are indicated by
orange and blue, respectively.
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FIG. 6. (a) Unit cell and translation vectors for the Kitaev model on the (8,3)a lattice. (b) Phase diagram for (8,3)a. The parameter regions
shaded darker orange have topological Fermi surfaces, while the lighter orange regions have trivial Fermi surfaces. (c) Visualization of the four
Majorana Fermi surfaces for isotropic Kitaev couplings.
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We choose the lattice vectors as

a1 = (1,0,0), a2 =
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)
,

(19)
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(
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3
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and the corresponding reciprocal lattice vectors become
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(
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)
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)
,

(20)
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(
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2π

3

)
.

The unit cell and the translation vectors are illustrated in
Fig. 6(a). The color coding of bonds in this figure indicates the
assignment of the bond-directional coupling along x-, y-, and
z-type bonds with colors green, red, and blue, respectively.
This particular assignment of the bonds is chosen such as to
retain as many of the lattice symmetries as possible, and is
unique up to an overall permutation of the three bond types.
Note that the sets of all x, y, and z bonds are related to one
another by the threefold screw-rotation symmetry around the
ẑ axis; consequently, the phase diagram, shown in Fig. 6(b),
has to be symmetric in all couplings.

Gauge structure. The (8,3)a lattice has three loop operators
of length 8 and three of length 14 per unit cell. These six
loop operators form three closed volumes which lead to only
three linearly independent loop operators per unit cell (see
Appendix B 1 for details). In what follows, we consider the
flux sector where all loop operators of length 8 have eigenvalue
−1 and all loop operators of length 14 have eigenvalue +1.
This configuration of fluxes respects all the lattice symmetries
and, although this lattice does not possess the symmetries
required for rigorous application of Lieb’s theorem [30], is

consistent with the flux assignments one would expect were
Lieb’s theorem to hold. In addition, we have also checked
numerically that this flux sector is indeed the ground-state
sector. The vison gap for this lattice, reported in Fig. 3, is
computed by flipping a single z-bond operator, which changes
the signs of four loop operators. For further details, we refer
the reader to Appendix B 1.

Projective symmetries. This lattice has the property that the
translation vector a3 maps the two sublattices onto each other.
Therefore, sublattice symmetry and time-reversal symmetry
involve a nonvanishing translation in momentum space by
k0 = q3/2 = (0,0, 5π

3
√

2
). As the lattice is chiral, the relevant

energy relations are given by particle-hole and time-reversal
symmetry

ε(k) = −ε(−k) and ε(k) = ε(−k + k0). (21)

Majorana metal. Following the symmetry analysis of
Sec. III, the projective symmetries of lattice (8,3)a indicate that
the only stable zero-energy manifolds are surfaces. Indeed, we
find an extended gapless phase around the point of isotropic
coupling [see the phase diagram shown in Fig. 6(b)], where the
gapless modes sit on four Majorana Fermi surfaces, visualized
in Fig. 6(c). The darker shaded orange region of the phase
diagram denotes the parameter space where these Majorana
Fermi surfaces are topological, i.e., they contain a Weyl point
at finite energy. The Weyl points can be seen in the energy
dispersion in Fig. 7 as the band crossings between the middle
two bands. For isotropic coupling strengths, the Weyl points
are located at k = ±(π

3 , π√
3
,0) and their translations by k0,

while pairs of (oppositely charged) Weyl nodes are located at
the touching points of the surfaces [see Fig. 6(c)]. The latter
are located at k = (0,0,0), (π, π√

3
,0), and (0, 2π√

3
,0), as well as

their translations by k0. Note that combining time-reversal with
particle-hole symmetry implies that the spectrum is antisym-
metric under translation of k0, i.e., εα(k) = −ε7−α(k + k0)
[assuming energies are sorted ε1(k) > ε2(k) > . . . > ε6(k)],
which is clearly visible in the dispersion plot in Fig. 7. For
a more detailed description on topological Fermi surfaces, as
well as the evolution of the position of Weyl points throughout
the phase diagram, we refer the reader to the discussion on
topological Fermi surfaces in Sec. V B.

As can be seen from Fig. 6(c), pairs of Majorana Fermi
surfaces are mapped onto each other by the perfect nesting
vector k0. This suggests a Fermi surface instability as soon as
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Γ Γ

FIG. 7. Left-hand side: Brillouin zone with Majorana Fermi
surfaces and high-symmetry points for (8,3)a. Right-hand side:
Energy dispersion along the high-symmetry lines. The Weyl points
are indicated at the band crossings between the green and pink bands
between K and 
, as well as between A and H .

the Majorana fermions become interacting, which happens
naturally when adding additional interactions to the pure
Kitaev Hamiltonian (1). A very similar situation occurs in
the (10,3)a hyperoctagon lattice (for details, see Sec. IV F) and
was studied in Ref. [36]. It was shown that generic interactions
always induce a BCS-type instability of the Majorana Fermi
surface, albeit with the important difference that it is translation
symmetry that is spontaneously broken, not U(1) symmetry.
Thus, the instability was dubbed spin-Peierls BCS instability.
The resulting phase is still a quantum spin liquid, but with a
nodal line instead of a full Fermi surface. As the arguments in
Ref. [36] are very general and only rely on the perfect nesting
condition, we expect the same type of behavior for (8,3)a in
the presence of interactions. One important difference to the
(10,3)a lattice lies in the larger number of surfaces for the
(8,3)a lattice. As a consequence, time-reversal symmetry does
not guarantee the presence of nodal lines, and interactions
might thus gap the system completely. For further details on
the spin-Peierls instability, as well as the effect of time-reversal
breaking interactions, the reader is referred to Sec. VI.

B. (8,3)b

Lattice structure. The (8,3)b lattice has a lattice structure
very similar to the lattice (8,3)a discussed in the previous
section. It can again be viewed as coupled triangular spirals,
however, in contrast to (8,3)a, the rotation directions alternate
between nearest-neighbor spirals in (8,3)b, leading to an
inversion-symmetric lattice.

It has six sites per unit cell that are located at
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and the lattice vectors are chosen as
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a3 =
(

0,0,

√
6

5

)
.

The corresponding reciprocal lattice vectors are given by

q1 = (4π,0,0), q2 = (−2π,2
√

3π,0),
(24)

q3 =
(

0, − 4π√
3
,5

√
2

3
π

)
.

The unit-cell and translation vectors are illustrated in
Fig. 8(a). The assignment of the three bond types is chosen
analogously to (8,3)a; again, this is the most symmetric
assignment of the different bond types and unique up to overall
permutations of x, y, and z. Note that also for this lattice, the
sets of all x, y, and z bonds are related to one another by the
threefold rotation symmetry around the ẑ axis, and the phase
diagram, consequently, is symmetric in all couplings.

Gauge structure. The lattice (8,3)b takes a special role
among the lattices considered in this paper, as it is the only
three-dimensional lattice that allows for a direct application of
Lieb’s theorem [30] to determine the ground-state flux sector
rigorously. The mirror planes used for determining the flux
are illustrated in Fig. 2. There are three linearly independent
loop operators per unit cell, which all have length eight and,
thus, π flux in the ground state. Flipping a single z-type bond
changes the sign of four plaquettes. The corresponding vison
gap 
 ∼ 0.16 (measured in units of the Kitaev coupling at the
isotropic point Jx = Jy = Jz = 1) is the largest found for the
lattices considered here (see Table III and Fig. 3).

Projective symmetries and Majorana metal. This lattice
has a nonvanishing k0 = q1/2 + q3/2 vector for time-reversal

FIG. 8. (a) Unit cell and translation vectors, (b) phase diagram, and (c) Brillouin zone and position of Weyl points for isotropic couplings
for the lattice (8,3)b. Yellow/red denote Weyl points with negative/positive charge.
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FIG. 9. Left-hand side: At the isotropic point, the Weyl points
are located on the 120◦ rotation invariant line, marked in blue. The
right-hand side shows the energy dispersion along this high-symmetry
line.

symmetry which, in the absence of other symmetries, would
imply that the system exhibits stable Majorana Fermi surfaces.
However, as (8,3)b is also inversion symmetric with k̃0 =
0, the energy dispersion is particle-hole symmetric at every
momentum which, in turn, prohibits stable Fermi surfaces.
Instead, the system exhibits gapless Weyl points in a finite
parameter region around the isotropic point, as shown in the
phase diagram of Fig. 8(b) and the dispersion plot of Fig. 9.
Note that the Weyl points are fixed to zero energy due to
inversion symmetry.

Before discussing the manifestation of Weyl physics in the
3D Kitaev model for the (8,3)b lattice, we want to briefly
recapitulate some elementary aspects of Weyl semimetals as
they are typically discussed in the context of electronic band
structures [37]. Weyl points are, in fact, a very common
phenomenon in three-dimensional band models, as band
touching points generically show a linear dispersion. Projected
onto the two relevant bands, the low-energy band Hamiltonian
can (to leading order) be expanded as

Ĥ2×2 = v0 · q 1 +
3∑

j=1

vj · q σj , (25)

where q denotes the displacement (in momentum space) from
the band-touching point. The “velocities” vj are, in general,
all nonzero and linearly independent, in which case we call
the band touching a Weyl point (WP). Each WP carries a
charge, or chirality, that is defined by sgn [v1 · (v2 × v3)].
More mathematically, we can identify WPs with monopoles
of “Berry flux,” defined by

F = ∇k × A(k),
(26)

A =
∑

n

i〈un,k|∇k|un,k〉,

where the summation in the Berry connection A runs over all
occupied bands and |unk〉 denotes the Bloch state of band
n at momentum k. As such, WPs are topological objects
and can only be gapped out in pairs of opposite chirality.
In absence of scattering between the WPs, this is only possible
by bringing a pair of them with opposite chirality to the same
point in momentum space, where they then can annihilate
each other. Throughout this paper, we will mark Weyl points
of positive/negative chirality by red/yellow dots, respectively.

Due to the overall (Berry) charge neutrality, Weyl points
always occur in pairs. For (8,3)b, however, we find that
Weyl points need to occur in multiples of four as long as
time reversal remains intact. As particle-hole symmetry maps
a Weyl node at k to a Weyl node of opposite chirality at
−k, while time reversal maps it to a Weyl node of the
same chirality at −k + k0. Thus, there are in total four Weyl
points, located at ±k and ±k + k0. At the isotropic point, we
find positively charged Weyl points at W1 = −q1/8 + q2/4 +
q3/8 and W2 = (5/8)q1 + (3/4)q2 + (3/8)q3 and negatively
charged Weyl points at W3 = q1/8 − q2/4 − q3/8 and W4 =
−(5/8)q1 − (3/4)q2 − (3/8)q3. These four Weyl points are
visualized in Fig. 8(c).

The charge or chirality of a WP can be measured by
computing the Chern number on an arbitrary closed surface (in
momentum space) around it. An alternative setup is computing
the Chern number on parallel planes and observing its jump
when moving the plane “through” the WP. That these two
methods give the same information on the WP can readily be
seen by noting that a closed surface can be smoothly deformed
into a pair of planes, albeit with normal vectors that point
in opposite directions. Reversing the normal vector of one
of the planes is equivalent to changing its Chern number,
thus identifying the Chern number of the closed surface to
the difference in Chern number of two planes on either side
of the WP. The latter method is slightly easier to implement
numerically and will be the method of choice in this paper. For
the lattice (8,3)b, the Chern number as a function of k3 is shown
in Fig. 10. The left-hand side shows the Brillouin zone with the
position of the Weyl points and planes at positions k = 0, ± 1

4 ,
the right-hand side shows the corresponding Chern number. As
a guide to the eye, we marked the positions of the Weyl points
and the three example planes in the plot. Note that at each
position of the Weyl points, the Chern number jumps by its
respective charge.

Figure 11(a) shows the evolution of the Weyl nodes in the
3D Brillouin zone as the exchange couplings are varied with
Jx = Jy = (1 − Jz)/2 and 0 � Jz � 0.43. The position of
Weyl nodes of negative chirality is marked by colors changing
from yellow to green as Jz is increased, while Weyl nodes of
positive chirality are marked by colors changing from red to
green. As Jz is increased, Weyl nodes of opposite chirality
are seen to move towards each other, ultimately meeting and
mutually annihilating for Jz ≈ 0.43 at q = (0,0,0) and k0.

FIG. 10. The left-hand side shows the Brillouin zone with
the position of the Weyl points, the right-hand side shows the
corresponding Chern number. The positions of the Weyl points,
as well as the three example planes (defined by k3 = 0, ± 1

4 ), are
indicated as a guide to the eye.
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FIG. 11. (a) Evolution of Weyl points for varying the coupling constants 0 � Jz � 0.43 and Jx = Jy = (1 − Jz)/2 for (8,3)b.
(b) Corresponding Fermi arcs. The Fermi arcs touch and reconnect at Jz ≈ 0.201. (c) Surface Brillouin zone for the 001 surface.

For decreasing Jz the Weyl nodes move in the Brillouin
zone, but rather than meeting and annihilating at isolated
momenta, the velocity vectors of the isolated Weyl points
approach zero, collapsing the bulk gap. Figure 11(b) shows
the associated Fermi arc surface states in the 001-surface
Brillouin zone, visualized in Fig. 11(c), for a slab geometry.
Fermi arcs are exact zero-energy surface modes that connect
Weyl points of opposite chirality. Similar to the Weyl points
themselves, the Fermi arcs are also topologically protected.
As long as the Weyl points remain intact, no disorder or any
other type of perturbation can gap these surface states. As the
Weyl nodes move around, the Fermi arcs are seen to deform,
ultimately shrinking to nothing as the Weyl nodes meet and
annihilate for Jz ≈ 0.43. For Jz ≈ 0.201, the Fermi arcs are
seen to cross each other in the surface Brillouin zone. As Jz

is increased further, the Fermi arcs split once again. While
they still connect the same pairs of Weyl nodes as before,
they now wind differently around the Brillouin zone. This
splitting/reconnecting of Fermi arcs is purely a surface effect
(see Appendix B 2 for details).

Breaking time-reversal symmetry with Eq. (9) also causes
the Weyl nodes to wander around the Brillouin zone. Fig-
ure 12(a) shows the evolution of the Weyl nodes for 0 � κ �
0.25. At κ = 3

√
3 − 5 ≈ 0.2, two Weyl nodes of opposite

chirality meet and mutually annihilate at a high-symmetry
point in the Brillouin zone. In Fig. 12(b) is pictured the
corresponding evolution of the Fermi arcs in the 001-surface
Brillouin zone. As κ is increased from 0 to 0.2, the Fermi
arcs become more warped as two Weyl nodes of opposite
chirality move towards each other. As κ is increased further,
the two Fermi arcs touch at a high-symmetry point and become
one. For still larger values of κ , even more Weyl nodes begin
to appear in charge-neutral pairs while others pairs mutually
annihilate.

C. (8,3)c

Lattice structure. The lattice (8,3)c can be viewed most
simply as parallel zigzag chains along the ẑ direction that are

coupled by vertices lying in the x-y plane. It is a hexagonal
lattice with eight sites per unit cell at positions
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and lattice vectors
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The corresponding reciprocal lattice vectors are given by

q1 =
(

2π,
2π√

3
,0

)
, q2 =

(
0,

4π√
3
,0

)
,

(29)
q3 = (0,0,5π ).

The unit cell and the lattice translation vectors are visualized
in Fig. 13(a). When choosing the assignment of bond types on
this lattice, we notice that for each of the chains there are two
possible choices that are in general inequivalent. We chose an
assignment of bonds such that threefold rotation around the ẑ

axis combined with a cyclic permutation of x, y, and z bonds
is a symmetry of the Hamiltonian. This is the most natural
choice as it ensures that the phase diagram remains symmetric
under interchange of the Jx , Jy , and Jz couplings.

Gauge structure. For this lattice there are four linearly
independent loop operators of length 8. Following the guidance
of Lieb’s theorem [30], one would like to assign π flux through
all of these plaquettes. However, this is not possible as the
minimal volume constraints on the loop operators indicate that

FIG. 12. (a) Evolution of the Weyl nodes for (8,3)b in presence of a magnetic field for varying κ from 0, . . . ,0.25. (b) Corresponding Fermi
arc evolution. (c) Visualization of the surface Brillouin zone for open boundary conditions in the 001 direction.
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FIG. 13. (a) Unit cell and translation vectors for the lattice (8,3)c. (b) Phase diagram of the Kitaev model on (8,3)c. Around the isotropic
point, there is a gapless phase with line nodes. (c) The line nodes (marked in blue) are located precisely at the edge of the Brillouin zone for
isotropic couplings.

only two out three eight-length loops in such a volume can have
π flux (as explained in more detail in Appendix B 3). As such,
the minimal volume constraints induce geometric frustration
in assigning these π fluxes, which gives rise to a macroscopic
number of possible Z2 gauge configurations. While numerical
tests indeed support that the ground state of the Z2 gauge
theory becomes macroscopically degenerate for increasing
system sizes, we dismiss this scenario in the following
discussion of the Majorana physics. Instead, we consider
the flux sector where all loop operators have eigenvalue
+1 instead. This turns out to be the only flux configuration
that obeys all the lattice symmetries, i.e., threefold rotation
and inversion, but is not geometrically frustrated. The reader
should note that this flux configuration is not the ground-state
sector. Note, however, that one can always stabilize this flux
sector as the ground state by adding terms that penalize π flux
through plaquettes, similarly to what was done in Ref. [38]
for the Kitaev model on the two-dimensional square-octagon
lattice.

Projective symmetries. As the translation vectors of this
lattice are identical to those of its two sublattices, sublat-
tice symmetry and time-reversal symmetry are implemented
trivially, i.e., with k0 = 0. In addition, this lattice possesses
inversion symmetry with vanishing k̃0. Thus, the relevant
energy relations are given by

ε(k) = −ε(−k) and ε(k) = ε(−k), (30)

where the first relation comes from particle-hole symmetry and
the second from either time-reversal or inversion symmetry.

Majorana metal. The system exhibits a gapless phase
around the isotropic point, where the gapless modes form
closed nodal lines in accordance with our projective symmetry
analysis. At the isotropic point, these lines are located at
(± 2π

3 ,0,kz), as pictured in Fig. 13(c). In addition, at the
isotropic point one also finds a gapless surface at the top and
bottom boundaries of the Brillouin zone q = (kx,ky, ± 5π/2).
In contrast to the nodal line, the surface is not a stable zero-
mode manifold, as can readily be inferred from time-reversal
invariance. Any infinitesimal changes in the coupling constants
immediately gap the surface, while merely deforming the nodal
line. This becomes clearly visible in the energy dispersion
plot along the high-symmetry lines, shown in Fig. 14. The
colored bands denote the energy dispersion at the isotropic

point. The zero-energy modes at the top and bottom surfaces
of the Brillouin zone gap out immediately when departing
from the isotropic point, which is exemplified by the energy
dispersion at Jx = 0.375 and Jz = Jy = (1 − Jx)/2 marked in
gray.

As discussed in Sec. III, the nodal line is protected by time-
reversal symmetry. Thus, breaking time-reversal symmetry
even infinitesimally causes the Fermi line to gap out almost
entirely, leaving just six Weyl nodes which are fixed to zero
energy by inversion symmetry. A similar behavior was studied
in Ref. [21] for the lattice (10,3)b, discussed in Sec. IV G. The
appearance of Weyl points is far from being a coincidence. In
fact, it can be argued that time-reversal symmetry cannot gap
the nodal line completely and Weyl nodes have to occur. A
simple way to see this is by regarding the 3D model as a 2D
model with an additional (dimensional) parameter, i.e., we will
view two of the momentum directions as physical and the third,
for example, kz in this case, as a parameter that we can tune.
Choosing kz such that the plane of physical momenta does not
cut through the nodal line yields an effective two-dimensional
system that is a trivial insulator [39]. If the plane of physical
momenta instead does cut the line, the effective system will be
gapless and exhibit two-dimensional Dirac points, in complete

Γ

FIG. 14. The left-hand side shows the Brillouin zone with
high-symmetry points, and the gapless modes indicated in blue
for (8,3)c. The right-hand side shows the energy dispersion along
high-symmetry lines for isotropic couplings (colored) and anisotropic
couplings Jx = 3

8 and Jz = Jy = (1 − Jx)/2 = 5
16 (gray). The zero-

energy surface immediately gaps completely when departing from
the isotropic point.
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FIG. 15. (a) Evolution of the Weyl nodes for (8,3)c in presence
of a magnetic field for varying κ from 0, . . . ,0.5. (b) Corresponding
Fermi arc plot for κ = 0.25. (c) Visualization of the surface Brillouin
zone for open boundary conditions in the 100 direction.

analogy to the Kitaev honeycomb model in the gapless phase.
Breaking time-reversal symmetry has different effects for these
two cases. While it leaves the trivial insulator qualitatively
unchanged, it induces a nontrivial gap for the Dirac points and
turns the effective system into a topological Chern insulator.
In particular, the latter has nonvanishing Berry flux through
the two-dimensional Brillouin zone. Thus, we found that
changing the momentum parameter in absence of time-reversal
symmetry tunes the system between a trivial insulator and a
Chern insulator. From general arguments, we know that at the
boundary between these two types of insulators, the system
has to be gapless. What is more, the gapless mode has to be a
source/sink of Berry flux in order to create the nonvanishing
Berry flux in the topological part, i.e., a Weyl point. Note that
due to the periodicity of the Brillouin zone, these Weyl points
always occur in pairs of opposite chirality.

As noted above, breaking time-reversal symmetry infinites-
imally gaps the Fermi line with the exception of six zero-
energy Weyl nodes. Pictured in Fig. 15(a) is the evolution
of these Weyl nodes for 0 < κ � 0.5. For this range of κ ,
the Weyl points move very little in the Brillouin zone along
high-symmetry lines. However, for larger values of κ , many
Weyl points appear in charge-neutral pairs while other pairs
mutually annihilate. Figure 15(b) shows the corresponding
Fermi arcs in the 100-surface Brillouin zone for κ = 0.25.
Figure 15(c) illustrates the projection of the Weyl nodes onto
the 100-surface Brillouin zone.

D. (8,3)n

Finally, we turn to the (8,3)n lattice. This lattice can be
viewed as a three-dimensional generalization of the square-
octagon lattice, where layers of square-octagon lattices are
coupled via mid-bond sites.

Lattice structure. The (8,3)n lattice is a tetragonal lattice
with 16 sites per unit cell. In order to simplify the notation, we
denote all vectors in terms of

a = (1,0,0), b = (0,1,0), c =
(

0,0,
4

2
√

3 + √
2

)
. (31)

The site positions in the unit cell can be written as

r1 = x · a + (
1
2 − x

) · b + 1
4 · c,

r2 = (1 − x) · a + (
1
2 − x

) · b + 1
4 · c,

r3 = (
1
2 + x

) · a + 1
2 b + (

1
2 − z

) · c,

r4 = (1 − x) · a + (
1
2 + x

) · b + 1
4 · c,

r5 = x · a + (
1
2 + x

) · b + 1
4 · c,

r6 = (
1
2 − x

) · a + 1
2 · b + (

1
2 − z

) · c,

r7 = (1 − x) · b + z · c,

r8 = x · b + z · c,
(32)

r9 = (
1
2 − x

) · a + x · b + 1
4 · c,

r10 = 1
2 · a + (

1
2 − x

) · b + (
1
2 − z

) · c,

r11 = (
1
2 + x

) · a + x · b + 1
4 · c,

r12 = (
1
2 + x

) · a + (1 − x) · b + 1
4 · c,

r13 = 1
2 · a + (

1
2 + x

) · b + (
1
2 − z

) · c,

r14 = (
1
2 − x

) · a + (1 − x) · b + 1
4 · c,

r15 = x · a + z · c,

r16 = (1 − x) · a + z · c,

with x =
√

3+√
2

2(2
√

3+√
2)

and z = 1
8 . The lattice vectors are given

by

a1 = a, a2 = b, a3 = 1
2 (a + b + c), (33)

with reciprocal lattice vectors

q1 =
(

2π,0, −
√

7

2
+

√
6π

)
,

q2 =
(

0,2π, −
√

7

2
+

√
6π

)
, (34)

q3 =
(

0,0,2

√
7

2
+

√
6π

)
.

The unit cell and the lattice translation vectors are shown in
Fig. 16(a). The assignment of bonds was chosen in order to be
compatible with fourfold rotation symmetry and inversion. It
is the unique such choice up to an overall permutation of the x,
y, and z bonds. As can be seen from the figure, x and y bonds
are related by lattice symmetries, but the z bonds map only
to themselves. As a result, the phase diagram is symmetric in
interchanging Jx and Jy , only.

Gauge structure. The (8,3)n lattice has eight linearly
independent loop operators per unit cell of lengths 8 and 10,
respectively. Lieb’s theorem [30] can be faithfully applied for
all but a single loop of length eight to determine the flux
configuration of the ground state. An example of the relevant
mirror planes to establish this result is shown in Fig. 2(c). Using
numerical calculations, we verified that also the remaining loop
operator has eigenvalue −1 in the ground state.

Projective symmetries. Sublattice symmetry and, conse-
quently, time-reversal symmetry are implemented trivially
for the Majorana fermions, i.e., k0 = 0. However, when
implementing inversion symmetry, we need to supplement it
with a gauge transformation that (artificially) enlarges the unit
cell in the a3 direction. Thus, inversion symmetry involves a
translation in momentum space by k̃0 = q3/2 = (0,0,2π ).

Phase diagram. The (8,3)n lattice is the only one of
the lattices considered in this paper that does not exhibit a
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FIG. 16. (a) Unit cell and translation vectors for the (8,3)n lattice. (b) The Kitaev model on the (8,3)n lattice has no gapless phase. The
blue line indicates the phase transition between the two distinct gapped phases, and the red dot marks the isotropic point. (c) Phase diagram
for κ = 0.05. For finite κ , the Dirac nodes split into pairs of oppositely charged Weyl nodes, and the phase transition line evolves to an entire
phase of a gapless Weyl spin liquid, marked in light orange.

gapless phase in its phase diagram as shown in Fig. 16(b).
Instead there are two gapped phases, with Fig. 17 showing
an example of a gapped dispersion relation for the isotropic
coupling point Jx = Jy = Jz. The two gapped phases are
separated by a line of phase transitions, at which the dispersion
exhibits a three-dimensional Dirac cone structure of two
doubly degenerate bands (see Fig. 18). One way of thinking
of such three-dimensional Dirac cones is that they are in
fact a combination of two (oppositely charged) Weyl cones
of singly degenerate bands. One way of splitting these Weyl
cones is by breaking time-reversal symmetry. Indeed, we find
that upon applying a magnetic field along the 111 direction
the Dirac cones split into two Weyl nodes each as illustrated in
Fig. 18 for a small coupling strength κ = 0.05. As a result, an
extended gapless phase emerges in the phase diagram (around
the original line of phase transitions) as illustrated in the phase
diagram of Fig. 16(c). This gapless phase (for small values of
κ) is thus a Weyl spin liquid as discussed already in the context
of lattices (8,3)b and (8,3)c. One should, however, note that no
projective symmetry protects this Weyl spin liquid (as it is the
case for the other lattices). In particular, due to the nontrivial
implementation of inversion symmetry, the Weyl nodes are not
generically fixed to zero energy. While for small time-reversal
breaking strength κ they are found to remain strictly at zero
energy and move exclusively along high-symmetry lines in
the Brillouin zone, this is no longer true for large values
of κ , where the system eventually develops Majorana Fermi
surfaces. Note that the emerging Fermi surfaces are related

Γ Γ

FIG. 17. Brillouin zone with high-symmetry points and energy
dispersion along the corresponding high-symmetry lines for (8,3)n.
The spectrum at the isotropic point is fully gapped.

by a perfect nesting vector k̃0 as long as inversion symmetry
remains intact.

E. (9,3)a

We now turn to the (9,3)a lattice, which stands out in our
family of tricoordinated, three-dimensional lattices of Table
I as the only lattice with an odd number of bonds in the
elementary loops. This oddness has important consequences in
particular with regard to the projective time-reversal symmetry
of the Kitaev model. While the original spin model is
time-reversal symmetric, this is no longer the case for the
effective Majorana model, i.e., the effective Majorana model
breaks time-reversal symmetry spontaneously. This has direct
consequences for the emergent Majorana metal as we will
discuss in the following.

Lattice structure. The (9,3)a lattice is one of the more
complicated lattices with 12 sites per unit cell. In order to
simplify notation, we denote all vectors in terms of

a = (1,0,0), b =
(

− 1

2
,

√
3

2
,0

)
,

(35)

c =
(

0,0,

√
6(4 + √

3)

1 + 2
√

3

)
.

The complicated value for c is needed in order to obtain a
lattice with approximately 120◦ bond angles and equal length

FIG. 18. Brillouin zone with a path cutting through the
Dirac/Weyl nodes appearing in the energy dispersion for (8,3)n for
κ = 0 (gray lines) and κ = 0.05 (colored lines), respectively.
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FIG. 19. (a) Unit cell and translation vectors for the (9,3)a lattice. (b) The phase diagram is symmetric for Jx ↔ Jy . (c) Brillouin zone with
position of the gapless Weyl nodes: red denotes a source, yellow a sink, and black a neutral combination of several Weyl nodes.

bonds. The site positions in the unit cell can be written as

r1 = δf · a, r2 = 2δh · a + δh · b + 1
12 · c,

r3 = δf · (a + b), r4 = δh · a + 2δh · b − 1
12 · c,

r5 = δf · b, r6 = −δh · a + δh · b + 1
12 · c,

(36)
r7 = −δf · a, r8 = −2δh · a − δh · b − 1

12 · c,

r9 = −δf · (a + b), r10 = −δh · a − 2δh · b + 1
12 · c,

r11 = −δf · b, r12 = δh · a − δh · b − 1
12 · c,

with δf =
√

3
1+2

√
3

≈ 0.388, δh = 29−3
√

3
132 ≈ 0.180 33. The

translation vectors are given by

a1 = − 1
3 a + 1

3 b + 1
3 c,

a2 = − 1
3 a − 2

3 b + 1
3 c, (37)

a3 = 2
3 a + 1

3 b + 1
3 c.

The unit cell and translation vectors are shown in Fig. 19(a),
as is our choice for assigning the x-, y-, and z-type bonds.
Up to permutations, the bond assignment shown in Fig. 19(a)
is unique when preserving all the lattice symmetries. While x

and y bonds are related by mirror symmetries, the z bonds are
special. This implies that the physics remains unchanged for
interchanging Jx ↔ Jy , and the phase diagram is symmetric
in Jx and Jy .

We note that an equivalent, though deformed, version of
the (9,3)a lattice can be constructed by joining layers of
honeycomb lattices via mid-bond sites, as shown in Fig. 20.
In our subsequent discussion of the gauge structure, we will
refer to this deformed lattice structure as it is somewhat easier
to visualize than the undeformed one.

Gauge structure, projective symmetries, and Majorana
metal. The (9,3)a lattice has loops with an odd number
of bonds, which requires that the corresponding plaquette
operators must have eigenvalues +i or −i. Any such flux
assignment breaks time-reversal symmetry, as acting with
time-reversal flips the sign of all plaquette operators without
changing the energy of the eigenstate. Note that neither the
Hamiltonian nor the plaquette operators break time-reversal
symmetry; both commute with T . Thus, the effective Majorana
model breaks time-reversal symmetry spontaneously and all
eigenstates come in time-reversal pairs. A very similar scenario
was put forward in the discussion of Yao and Kivelson [35] of a

chiral spin-liquid ground state emerging for a two-dimensional
Kitaev model on the 3-12-12 lattice lattice.

The (9,3)a lattice has eight 9-loops per unit cell, in the
following denoted by Wj (R), but only six of them are linearly
independent due to the volume constraints shown in Appendix
B 5. In contrast to lattices that only have plaquettes with
an even number of bonds, we need to specify a direction
when assigning eigenvalues to the loop operators. We use the
convention that the loop is traversed in the mathematically
positive direction when viewed from the center of the unit
cell (see Fig. 21). Note that this convention implies that
inversion maps a loop operator Wj (R) → −Wj+4(R) with
the loop subscripts j = 1, . . . ,8 as defined in Appendix B 5.
The threefold rotation permutes the loop operators Wj (R)
with j = 1,2,3 (j = 5,6,7) cyclically, without changing the
eigenvalues.

There are in total two flux configurations, pictorially
visualized in Fig. 21, that are compatible with all the lattice
symmetries, i.e., threefold rotation around ẑ, inversion with
respect to the center of the unit cell, as well as lattice
translations. They differ by the flux (0 or π ) through the
12-loop defined by

W12(R) = σ
y

1 (R)σy

2 (R)σx
2 (R)σx

3 (R) . . . σ x
12(R)σx

1 (R), (38)

FIG. 20. A deformed version of the (9,3)a lattice can be obtained
by coupling honeycomb layers via mid-bond sites. The eight
elementary plaquettes of length nine per unit cell are marked by
the gray transparent polygons. A visualization of the plaquettes in the
undeformed (9,3)a lattice can be found in Appendix B 5.
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FIG. 21. Possible flux assignments for the (9,3)a lattice for the
eight elementary loops shown in Fig. 20.

i.e., the loop is given by the product of all bonds within the unit
cell at position R. It turns out that the 0-flux configuration has
the lower energy of the two. The reader should note, however,
that (at least for the system sizes we could test numerically)
this symmetric flux sector is not the ground-state sector, even
though the energy difference decreases with system size [40].
Instead, flux configurations that break the threefold rotational
symmetry and/or inversion symmetry appear to have slightly
lower energy.

In the following, we will briefly discuss the properties
of the 0-flux sector. Note that we can always stabilize this
sector as the ground-state sector by assigning an energy to
12-loops that are combinations of two adjacent 9-loops, similar
to what was done in Ref. [41] for the Kitaev model on the
square-octagon lattice (see Appendix B 5 for details). The
analysis in this sector turns out to be slightly tedious. Even
though the flux configuration itself is translation invariant, it
requires a Z2 gauge that enlarges the unit cell by a factor 2
in all three lattice directions, resulting in a 96-site unit cell.
In this flux sector, the system has an extended gapless phase
around the isotropic point, shown in Fig. 19(b), with a varying
number of gapless Weyl points, depending on the coupling
constants. When increasing one of the coupling constants
sufficiently, all the Weyl points annihilate and the system
becomes gapped. At the isotropic point, we find that several of
the Weyl points coincide at k = 0, such that the zero mode is
eightfold degenerate. However, this multiple zero mode is not
stable, and splits into several distinct Weyl points as soon as
the coupling constants are altered. In addition to the eightfold
zero mode at k = 0, there are double Weyl nodes at positions
±(q1 + q2 + q3)/3 with charge ∓2, as shown in Fig. 19(c).

Note that the Brillouin zone is computed for the enlarged unit
cell. Breaking time-reversal symmetry does not change this
physics qualitatively, but only moves the (double) Weyl nodes
in the Brillouin zone.

We want to emphasize that for general flux configurations
that do not break inversion symmetry, the low-energy physics
remains qualitatively the same as in the 0-flux sector discussed
above. In particular, there will be an extended gapless phase
around the isotropic point, where the zero-energy modes are
Weyl points. For inversion-symmetry-breaking flux configu-
rations, one generically finds Majorana Fermi surfaces around
the isotropic point.

F. (10,3)a

We complete our classification program by discussing
the physics of 3D Kitaev models for the three lattices with
elementary loop length of 10 (see Table I). The Kitaev models
for lattices (10,3)a and (10,3)b have already been discussed
in the literature, but for the sake of completeness we briefly
review these results here. For the (10,3)a or hyperoctagon
lattice we summarize the results obtained by some of the
authors of this paper in Ref. [19], while for the (10,3)b or
hyperhoneycomb lattice we report on the results of Ref. [20].

Lattice structure. The (10,3)a lattice can be viewed as
another higher-dimensional variant of the square-octagon
lattice, where the squares and octagons form counter-rotating
spirals to form a three-dimensional lattice as illustrated in
Fig. 22(a). Close inspection of this spiral structure reveals that
it breaks inversion symmetry and as such the (10,3)a lattice is
one of the few chiral lattices in our family of tricoordinated
lattice (see Table I).

More formally, the (10,3)a lattice is a body-centered-cubic
lattice with four sites per unit cell at positions

r1 = (
1
8 , 1

8 , 1
8

)
, r2 = (

5
8 , 3

8 , − 1
8

)
,

(39)
r3 = (

3
8 , 1

8 , − 1
8

)
, r4 = (

7
8 , 3

8 , 1
8

)
.

The lattice vectors are given by

a1 = (1,0,0), a2 = (
1
2 , 1

2 , − 1
2

)
, a3 = (

1
2 , 1

2 , 1
2

)
, (40)

and their corresponding reciprocal lattice vectors are

q1 = (2π, − 2π,0), q2 = (0,2π, − 2π ),
(41)

q3 = (0,2π,2π ).

FIG. 22. (a) Visualization of the Kitaev couplings, unit cell, and translation vectors for the (10,3)a lattice. (b) Phase diagram for (10,3)a;
the gapless region is shaded orange and the gapped blue. The parameter regions shaded darker orange have topological Fermi surfaces, while
the lighter orange regions have trivial Fermi surfaces. (c) Visualization of the gapless modes for isotropic couplings.
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FIG. 23. Brillouin zone with high-symmetry points (left) and
energy dispersion along the corresponding high-symmetry lines
for lattice (10,3)a (right). Gray shaded curves indicate energy
dispersion upon time-reversal symmetry breaking with magnetic field
strength κ .

The 3D Kitaev model for this lattice is defined by assigning
bond-directional couplings to the bonds as illustrated in
Fig. 22(a). Note that all bonds are related to each other by
lattice symmetries. In particular, threefold rotation combined
with a permutation of the x, y, and z bonds is a symmetry of
the Hamiltonian. Thus, the phase diagram is symmetric under
permutation of the three different coupling constants.

Gauge structure. For the (10,3)a lattice there are two
linearly independent elementary loop operators per unit cell,
both of which have length 10. In the following, we will consider
the flux sector, for which all the plaquette operators have
eigenvalue +1, as suggested by Lieb’s theorem [30] were
it to apply. We have verified numerically that this is indeed
the ground-state flux sector. In addition, it is the unique flux
sector that obeys all the lattice symmetries; note that choosing
all plaquettes to have π flux is forbidden due to the volume
constraints comprising three adjacent plaquette operators (see
Appendix B 6 for a more detailed discussion on these volume
constraints).

Projective symmetries. The (10,3)a lattice has the property
that the translation vectors a2 and a3 map the two sublattices
onto each other. Therefore, as discussed in Sec. III, sublattice
symmetry (and consequently also time-reversal symmetry)
involves a nonvanishing translation in momentum space by
k0 = (−q2 + q3)/2 = (0,0,2π ), where q1 and q2 are the
reciprocal lattice vectors defined above. As the lattice is chiral,
the relevant energy relations are given by particle-hole and
time-reversal symmetry

ε(k) = −ε(−k) and ε(k) = ε(−k + k0). (42)

Majorana metal. The phase diagram for the Kitaev model
on lattice (10,3)a is shown in Fig. 22(b); the system exhibits
a gapless phase around the isotropic point, where the gapless
modes sit on two Majorana Fermi surfaces which are visual-
ized in Fig. 22(c), see Fig. 23. The surfaces are centered around
the corners of the Brillouin zone at (π,π,π ) and (π,π, − π ).
The darker shaded orange region of the phase diagram denotes
the parameter space where these Majorana Fermi surfaces are
topological, i.e., they enclose a Weyl node at finite energy, a
scenario which we discuss in further detail in Sec. V B.

The two Majorana Fermi surfaces can be mapped onto each
other by the perfect nesting vector k0, as can be seen from

FIG. 24. Deformation of the Fermi surface of the Majorana metal
for the (10,3)a lattice when breaking time-reversal symmetry. Plots
are shown for varying κ parametrizing the magnetic field strength in
Eq. (9).

Fig. 22(c). This has important consequences. In particular, the
system is susceptible to a BCS-type spin-Peierls instability
[36] driven by interactions between the Majorana fermions,
which can be induced by additional spin exchanges such as
a Heisenberg term augmenting the pure Kitaev model. A
short discussion on the spin-Peierls instability can be found
in Sec. VI.

Breaking time-reversal symmetry does not change the
nature of the Majorana metal, i.e., the Fermi surfaces remain
in place when including the κ term of Eq. (9). However, they
do deform in a nontrivial way with increasing κ as illustrated
in Fig. 24, see also the dispersion plot of Fig. 23.

G. (10,3)b

The (10,3)b lattice is probably the best known tricoordi-
nated lattice in three spatial dimensions and is now typically
referred to as the hyperhoneycomb lattice [14]. The 3D Kitaev
model for this lattice has recently been discussed extensively
[20,21,42–44] in the context of the iridate β-Li2IrO3 [14], for
which spin-orbit entangled j = 1

2 moments form on the irid-
ium sublattice, which is precisely the (10,3)b hyperhoneycomb
lattice.

The most symmetric form of the (10,3)b hyperhoneycomb
lattice can best be visualized as parallel xy-zigzag chains along
two distinct directions (90◦ rotated with respect to each other
[45]) that are coupled by z bonds [see Figs. 25(a) and 25(b)].
It is a close cousin of the third lattice with elementary loop
length 10, the (10,3)c lattice. The latter is made up of three

FIG. 25. View on (10,3)b along (a) (1,0,0). and (b) (0,1,10). View
on (10,3)c along (c) (1,0,0) and (d) along (1,10,1).
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FIG. 26. (a) Visualization of the Kitaev couplings, unit cell, and translation vectors for the (10,3)b lattice. (b) Phase diagram for (10,3)b.
(c) At the isotropic point, the gapless modes form a ring in the kx + ky = 0 plane, indicated in gray.

parallel xy-zigzag chains (120◦ rotated with respect to each
other) that are coupled by z bonds [see Figs. 25(c) and 25(d)].

Lattice structure. More formally, the (10,3)b lattice is a
tetragonal lattice with four sites per unit cell at positions

r1 = (0,0,0),

r2 = (1,2,1),
(43)

r3 = (1,1,0),

r4 = (2,3,1).

The lattice vectors are given by

a1 = (−1,1, − 2), a2 = (−1,1,2), a3 = (2,4,0), (44)

and their corresponding reciprocal lattice vectors are

q1 =
(

− 2π

3
,
π

3
, − π

2

)
, q2 =

(
− 2π

3
,
π

3
,
π

2

)
,

(45)

q3 =
(

π

3
,
π

3
,0

)
.

The unit cell with translation vectors, as well as the assignment
of bond types that defines the Kitaev Hamiltonian, are
illustrated in Fig. 26(a). Note that only the x and y bonds are
related by lattice symmetries, which results in a phase diagram
that is symmetric under exchange of couplings Jx and Jy .

Gauge structure. For the (10,3)b lattice there are two
linearly independent loop operators per unit cell, both of
which have length 10 (see Appendix B 7). In the following,
we consider the flux sector for which all loop operators have
eigenvalue +1. It has been verified numerically in Ref. [20],
and independently by us, that this is indeed the ground-state
flux sector. The vison gap, calculated as the energy gap
arising from flipping either an x or a y bond, is among the
highest found for the lattices considered here with 
 ∼ 0.13
in units of the Kitaev coupling at the isotropic coupling point
Jx = Jy = Jz. Flipping an x- or a y-bond operator implies
switching signs of six plaquette operators (see Appendix B 7
for a visualization).

Projective symmetries. As the translation symmetry of this
lattice is equivalent to that of its two sublattices, sublattice
symmetry and time-reversal symmetry are implemented triv-
ially, i.e., with vanishing k0. As this lattice also possesses
inversion symmetry with vanishing k̃0, the relevant energy

relations become

ε(k) = −ε(−k) and ε(k) = ε(−k) , (46)

the first originating from particle-hole symmetry and the
second from time-reversal or inversion symmetry.

Majorana metal. The phase diagram for the Kitaev model
on lattice (10,3)b is shown in Fig. 26(b); the system exhibits
a gapless phase around the isotropic point where the gapless
modes form a closed line of Dirac nodes, pictured in Fig. 26(c).
The Majorana Fermi line, which lies in the kx = −ky plane, is
protected by time-reversal symmetry. Breaking time-reversal
symmetry causes the Fermi line to gap out almost entirely,
leaving just two Weyl nodes, which are fixed to zero energy as
long as inversion symmetry remains intact [21] (see Fig. 27).

Note that the behavior of (10,3)b is completely analogous to
that of the (8,3)c lattice in Sec. IV C, although the details differ.
In particular, we can use the same argument for why time-
reversal symmetry breaking cannot gap the system completely,
and Weyl points have to occur. For small values of κ , the Weyl

points move along the k̂z axis up until κ = 1
2

√
3
5 , where four

additional Weyl nodes appear. The full evolution of the Weyl
nodes and their corresponding Fermi arc surface states are
visualized in Figs. 28(a) and 28(b). While the Weyl points
which move along the kz axis recombine at κ → ∞, the ones
on the front/back surface do not. Instead, one of the velocities
of the Weyl points vanishes and they become part of gapless
nodal lines at κ = ∞.

Γ Γ

κ
κ
κ
κ
κ
κ

FIG. 27. The energy dispersion of the Kitaev model on the (10,3)b
hyperhoneycomb lattice for various values of κ (parametrizing the
effective magnetic field) along certain high-symmetry lines indicated
in the Brillouin zone on the right-hand side. The gray hexagon
indicates the plane kx = −ky on which the line of gapless mode
(black line) is located. Figure adapted from Ref. [21].
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FIG. 28. (a) Evolution of the Weyl nodes for (10,3)b in the presence of a magnetic field for varying κ from 0, . . . ,∞. (b) Corresponding
Fermi arc evolution. (c) Visualization of the surface Brillouin zone for open boundary conditions in the 100 direction. Figure adapted from
Ref. [21].

H. (10,3)c

The (10,3)c lattice is a close cousin of (10,3)b as already
mentioned above. One main distinction between the two lat-
tices is that (10,3)c is a chiral lattice, while (10,3)b is inversion
symmetric. The chirality has important consequences for the
behavior for broken time reversal, as we will see in the
following.

Lattice structure. More formally, the (10,3)c lattice is a
trigonal lattice with six sites per unit cell at positions

r1 =
(

1

4
,

1

4
√

3
,

1

2
√

3

)
, r2 =

(
3

4
,

1

4
√

3
,

2√
3

)
,

r3 =
(

1

2
,

1√
3
,

7

2
√

3

)
, r4 =

(
3

4
,

1

4
√

3
,

1√
3

)
, (47)

r5 =
(

1

2
,

1√
3
,

5

2
√

3

)
, r6 =

(
1

4
,

1

4
√

3
,

4√
3

)
.

The lattice vectors are given by

a1 = (1,0,0), a2 =
(

− 1

2
,

√
3

2
,0

)
,

(48)

a3 =
(

0,0,
3
√

3

2

)
,

and their corresponding reciprocal lattice vectors are

q1 =
(

2π,
2π√

3
,0

)
, q2=

(
0,

4π√
3
,0

)
, q3=

(
0,0,

4π

3
√

3

)
.

(49)

The choice of bond types for implementing the Kitaev
Hamiltonian is illustrated in Fig. 29(a). Note that we chose
the x and y bonds on each of the chains such that the lattice
is invariant under a 120◦ screw rotation. This ensures that the
phase diagram is symmetric under exchanging Jx ↔ Jy .

Gauge structure. For this lattice there are three loop
operators of length 10 and three of length 12 per unit cell.
These six loop operators form three closed volumes which
leads to only three linearly independent loop operators per unit
cell (see Appendix B 8). In what follows, we consider the flux
sector where all loop operators of length 10 have eigenvalue
+1 and all loop operators of length 12 have eigenvalue −1.
This configuration of fluxes respects all lattice symmetries
and, although this lattice does not possess the symmetries
required for rigorous application of Lieb’s theorem [30], is
consistent with the flux assignments one would expect were
Lieb’s theorem to hold. It should be noted that, although
this flux configuration breaks no lattice symmetries, fixing
a compatible gauge requires an enlargement of the unit cell in
the 010 direction (see Appendix B 8).

Projective symmetries. As the translation symmetry of this
lattice is equivalent to that of its two sublattices, sublattice sym-
metry and time-reversal symmetry are implemented trivially,
i.e., k0 = 0. The lattice lacks inversion symmetry, as discussed
above, and the relevant energy relations are therefore given by
particle-hole and time-reversal symmetry

ε(k) = −ε(−k) and ε(k) = ε(−k). (50)

Majorana metal. The phase diagram for the Kitaev model
for lattice (10,3)c is shown in Fig. 29(b). The model exhibits

FIG. 29. (a) Visualization of the Kitaev couplings, the unit cell, and the translation vectors for the lattice (10,3)c. (b) Phase diagram for
(10,3)c. (c) Visualization of the gapless nodal line in the kz = 0 plane, indicated in gray.
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Γ

FIG. 30. Brillouin zone with high-symmetry points and energy
dispersion along the corresponding high-symmetry lines for (10,3)c.

a gapless phase around the isotropic point where the gapless
modes form two closed nodal lines with a linear Dirac-type
dispersion in the two directions orthogonal to the nodal line
(see the energy dispersion in Fig. 30). These nodal lines, lying
in the kz = 0 plane, are fixed to zero energy by time-reversal
symmetry.

Breaking time-reversal symmetry lifts the dispersion along
the original nodal line from zero energy. In particular, 12 Weyl
nodes form in the dispersion, whose locations are related by
the 120◦ screw rotation. As the (10,3)c lattice lacks inversion
symmetry, the Weyl nodes are not fixed to zero energy and are
found to indeed move to energies above and below zero energy
for arbitrarily small values of κ . As a result, the remaining
nodal structure upon breaking of time-reversal symmetry is
given by 12 Fermi pockets, i.e., small Fermi surfaces that
each enclose one of the 12 Weyl nodes. The formation of
these Fermi surfaces can nicely be tracked in the energy
dispersion along high-symmetry lines shown in Fig. 31, where
the gray bands show the energy dispersion for the time-reversal
invariant system (exhibiting nodal lines) and the colored lines
correspond to the energy dispersion for κ = 0.2 (in units of
the Kitaev coupling). It can clearly be seen that there are two
band crossings between points M and 
; the one nearer to M

is located below zero energy and the other above zero energy.
Note that because the Fermi surfaces enclose a Weyl node,
they inherit topologically nontrivial features as discussed in
Sec. V B in more detail.

Finally, we point out that the (10,3)c lattice is special in
that it is the only lattice for which breaking of time-reversal
symmetry increases the nodal manifold of the Majorana metal
(from a line to a surface) and, thus, also the associated density
of states.

M Γ X
-1

0

1

momentum K

en
er

gy
 E
(K
)

nodal line Weyl

Weyl nodal line

FIG. 31. Illustration of the 12 Fermi pockets enclosing a Weyl
node (indicated by the yellow and red dots) and the energy dispersion
upon breaking of time-reversal symmetry for (10,3)c.

V. WEYL PHYSICS

A generic feature found in the dispersion relation of all
3D Kitaev models studied in this paper is the occurrence of
Weyl nodes, either right at the Fermi energy or above/below
it. If the Weyl nodes sit right at the Fermi energy (i.e., zero
energy), we encounter a spin-liquid analog of the electronic
Weyl semimetal [37], a state which we have dubbed a Weyl
spin liquid in previous work [21]. If the Weyl nodes sit
above/below the Fermi energy, the system exhibits topological
Fermi surfaces (each enclosing at least one Weyl node), the
spin analog of the so-called Weyl metal [46]. Kitaev models in
the first category are those defined for lattices (8,3)b, (8,3)c,
(8,3)n, (9,3)a, and (10,3)b, while the Kitaev models for lattices
(8,3)a, (10,3)a, and (10,3)c are in the second category (see also
Table II). We discuss these two scenarios in further detail in
the following two subsections.

A. Weyl spin liquids

We will first concentrate on the case where the Weyl nodes
for one of our 3D Kitaev models sit precisely at the Fermi
energy. The Majorana energy dispersion relation for these
systems is then in precise analogy to those of electronic
Weyl semimetals [37]. These electronic Weyl semimetals have
garnered considerable attention for their recent observation in
TaAs [47] and photonic materials [48]. An intense experimen-
tal effort is currently underway to observe the unusual response
of these electronic Weyl semimetals to electromagnetic fields
such as the chiral anomaly [49,50] and unusual negative
magnetotransport [51].

For electronic systems, it has been realized early on that
Weyl physics can emerge by either breaking time reversal
or inversion symmetry [37]. For the spin systems at hand, it
turns out that different symmetry scenarios are at play that
give rise to Weyl physics. Primarily, we distinguish three
different scenarios with respect to the role that time-reversal
symmetry plays. In analogy to the electronic systems, we
can find Weyl physics when breaking time-reversal symmetry
explicitly. This is the case, for instance, for the 3D Kitaev
models for lattices (10,3)b and (10,3)c exhibiting nodal lines
in the presence of time-reversal symmetry and a number of
Weyl nodes when breaking time-reversal symmetry. This also
includes the case of the Kitaev model for the lattice (8,3)n, for
which the emergence of Weyl nodes arises from the splitting
of a Dirac cone upon time-reversal symmetry breaking. This
scenario should be carefully distinguished from the physics
that plays out for the Kitaev model on the lattice (9,3)a
where time-reversal symmetry is broken spontaneously and
the system is then found to exhibit Weyl physics. The third and
most unusual scenario is the one found for the Kitaev model
for lattice (8,3)b. Here, neither time-reversal nor inversion
symmetry are broken, but the system nevertheless exhibits
Weyl physics, a symmetry scenario that is not possible for
electronic systems. The reason that we can observe Weyl
physics in the spin system without breaking time-reversal nor
inversion symmetry is that the projective time-reversal and
inversion symmetry for the underlying Majorana fermions are
implemented in a nontrivial way. In particular, these projective
symmetries incorporate momentum shifts by k0 and a pair of
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Weyl nodes at ±k always has a pair of time-reversal partner
at ∓(k − k0) (as long as time-reversal symmetry is intact).
Second, we note that due to particle-hole symmetry (inherent
on the level of the Majorana fermions), each Weyl point at
position k (and energy ε) will have a particle-hole partner of
opposite chirality at position −k (and energy −ε). In contrast
to the Weyl points in an electronic Weyl semimetal, one cannot
regard these as two independent Weyl points. Instead, it is more
instructive to think of them as a single Weyl point of a complex
fermion (rather than two Weyl points of Majorana fermions).
This is a direct consequence of the fact that the system at hand
does not possess U(1) symmetry, but only Z2 symmetry. Thus,
if neither time-reversal nor inversion symmetry are broken, we
will encounter multiples of four Weyl nodes for the underlying
Majorana system as it is indeed the case for the Kitaev model
of lattice (8,3)b. Note that while each pair of Weyl nodes has
a corresponding chiral surface state, their effects cancel out
each other exactly and the resulting spin liquid is not chiral.
Upon breaking of time-reversal symmetry (e.g., by applying
a magnetic field) the perfect nesting between the two pairs of
Weyl nodes as well as the exact cancellation of their respective
Fermi arcs are destroyed.

The lack of U(1) symmetry in Weyl spin liquids has
important consequences for various physical observables.
Most importantly, Weyl spin liquids will not exhibit the usual
chiral anomaly as charge pumping between Weyl nodes is
intimately connected to charge conservation and thus U(1)
symmetry. Instead, Weyl spin liquids will exhibit a more subtle
incarnation of the chiral anomaly, to be discussed elsewhere.

On a more formal level, the different roles of symmetries
in the Weyl physics of electronic and spin systems is
reflected in the classification of their underlying free-fermion
Hamiltonians in the 10-fold way symmetry classification
scheme of Altland and Zirnbauer [29]. For electronic systems,
Weyl semimetals are found in symmetry classes A or AII,
corresponding to the breaking of either time-reversal or
inversion symmetry, respectively. In contrast, for the Kitaev
models at hand, we find Weyl physics in symmetry classes
D or BDI depending on whether time-reversal symmetry is
broken (explicitly or spontaneously) or not. This distinction of
Weyl physics in electronic and spin systems will likely impact
their sensitivity to disorder, a direction that we will pursue in
the future.

B. Topological Fermi surfaces

We now want to turn to Majorana metals where the Weyl
points occur at finite energy, which necessarily implies that
they are encapsulated by a Fermi surface. Such Fermi surfaces
are called topological Fermi surfaces in the following, as they
are found to inherit some of the topological features of the
enclosed Weyl points. The physical properties discussed here
are relevant for the lattices (10,3)a and (8,3)a, as well as (10,3)c
for broken time-reversal symmetry.

Let us first note that the Chern number of a closed 2D
surface is still well defined, as long as it does not cut
through any of the Fermi surfaces. Further, the value of the
associated Chern number cannot depend on whether or not
the enclosed Weyl point sits at zero energy. Thus, even in
the presence of Fermi surfaces, we find that the effective

FIG. 32. (Left) Visualization of the surface Brillouin zone for
the 001 direction of lattice (10,3)a. (Right) Gapless surface modes
illustrated in the surface Brillouin zone. Aside from two puddles
arising from the projection of the Majorana Fermi surfaces, two Fermi
arcs (indicated by the blue line) form between the projected Weyl
nodes (indicated by the red and yellow dots).

two-dimensional Hamiltonian defined on an arbitrary closed
surface that surrounds a topological Majorana Fermi surface is
that of a topological Chern insulator. Using the same arguments
as above, we find that in the presence of boundaries the
Majorana Fermi surfaces cannot lie isolated in the surface
Brillouin zone, but must again be connected by (chiral) Fermi
arcs (see Fig. 32 for an example).

The fact that Weyl nodes cannot be gapped out individually
readily implies that the same is true for topological Fermi
surfaces. In fact, in order to gap them, one usually has to first
annihilate their enclosed Weyl nodes pairwise. For the lattices
(10,3)a and (8,3)a, such pair annihilation can be observed when
varying the relative strength of the three Kitaev couplings. In
particular, we find that pair annihilation occurs at touching
points of two Fermi surfaces. These touching points are, in fact,
a pair of Weyl nodes of opposite chirality. Figures 33 and 34
show the evolution of the Fermi surfaces along the line Jx = Jy

with the position of the enclosed Weyl nodes denoted by the
red (positive) and yellow (negative) spheres. For the lattice
(10,3)a, the Weyl nodes have charge ±2 and are located at
(π,π, ± π ) for Jz < 1

3 . At Jz = 1
3 , they split and pair annihilate

with the Weyl nodes of opposite charge at Jz = √
2 − 1. The

FIG. 33. Deformation of the Majorana Fermi surface of the
(10,3)a lattice when changing the Jz coupling constant from 0 to
Jz = 1

2 where the system becomes gapped. Red (yellow) dots denote
the position of Weyl points of positive (negative) chirality. The black
dots are pairs of Weyl points of opposite chirality. For Jz > 1

3 the

Weyl points start to split and annihilate at Jz = √
2 − 1.
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FIG. 34. Deformation of the (topological) Majorana Fermi sur-
faces of lattice (8,3)a when changing Jz. Red (yellow) dots denote
the position of Weyl points of positive (negative) chirality. The black
dots are pairs of Weyl points of opposite chirality. Around Jz ≈ 0.31,
each Weyl point splits into three. At the isotropic point, two pairs
of Weyl points with opposite charges are annihilated while one is
created at the touching points of the Fermi surfaces. This results in
topologically trivial Fermi surfaces for Jz > 1

3 .

resulting trivial Fermi surface persists until Jz = 1
2 , where the

system becomes gapped. The behavior for the Kiteav model
on lattice (8,3)a is slightly different. The Fermi surfaces are
topological for Jz < 1

3 . The touching point at Jz = 1
3 marks the

pair creation/annihilation of opposite-charge Weyl nodes that
split for Jz > 1

3 and annihilate with the original Weyl points at
Jz ≈ 0.34 (see the sequence of Fig. 34).

VI. SPIN-PEIERLS INSTABILITIES

While our entire discussion so far has concentrated on
the pure Kitaev model, it is of course interesting to also
discuss the effect of additional interactions (e.g., Heisenberg
exchange) on the nature of the gapless spin-liquid ground
state. Such additional terms have in general two effects: the
vison excitations of the Z2 gauge field gain dynamics and
obtain a dispersion, while the Majorana fermions generically
become interacting. The former effect may be ignored for
sufficiently small perturbations, as the vison excitations remain
gapped. The effect of interactions between Majorana fermions
depends crucially on the nature of the gapless modes. For
quantum spin liquids with a Fermi line or Weyl points, a scaling
analysis as, e.g., done in Ref. [42] shows that interaction terms
are irrelevant at the Kitaev point and that the spin liquid
is therefore stable against small perturbations. For quantum
spin liquids with a Majorana Fermi surface, interactions
turn out to be marginal. A careful analysis for the (10,3)a
hyperoctagon lattice in Ref. [36] has shown that time-reversal
symmetric interactions generically destabilize the Majorana
Fermi surfaces even for infinitesimal coupling strength, and the
surfaces gap out except for an odd number of nodal lines. In the
following, we will briefly review the underlying mechanism
and the main features of this instability, which will be referred
to as a spin-Peierls BCS instability for reasons that will become
clear in the following. For further details, we refer the reader
to Ref. [36].

As we have seen in Sec. III, a Majorana Fermi surface
can only be stable if time-reversal symmetry is implemented

FIG. 35. Effect of time-reversal symmetry breaking on (a) the
(10,3)a and (b) the (8,3)a lattice, with the time-reversal invariant
system on the left and the time-reversal symmetry breaking system
(κ = JK/10) on the right, respectively. Breaking time-reversal sym-
metry destroys the perfect nesting condition with wave vector k0,
marked by the arrow.

nontrivially, i.e., with ε(k) = ε(−k + k0). Combining this
relation with particle-hole symmetry, we find that the spectrum
necessarily exhibits perfect nesting of the Majorana Fermi
surfaces ε(k) = −ε(k + k0). This perfect nesting for lattices
(10,3)a and (8,3)a is visualized on the left-hand sides of
Figs. 35(a) and 35(b), respectively, with the perfect nesting
vector indicated by the arrow. Alternatively, we could have
chosen to express the system in terms of complex fermions

fj (k) = γj (k)/
√

2 with j = 1, . . . ,n, (51)

where γj (k) denote the eigenmodes of the Majorana Hamilton-
inan with εj (k) > εi(k) for j < i and γj (k)† = γ2n+1−j (−k)
due to particle-hole symmetry. The 2n Majorana Fermi
surfaces, thus, combine into n complex Fermi surfaces, and
the perfect nesting condition becomes the usual BCS pairing
condition ε(k0/2 + k) = ε(k0/2 − k), centered around k0/2.
Note that there is no U(1) symmetry in the system. Instead,
a nonvanishing pair correlator 〈f †

α (k0/2 + k)f †
β (k0/2 − k)〉

breaks translation symmetry spontaneously. The resulting
dimerization of the system is reflected, e.g., in the spin-
spin correlations that acquire a staggered component. Due
to the spontaneous breaking of translation symmetry, this
BCS-type instability shows similar features to the usual
spin-Peierls instability, except that the dimerization always
sets in for infinitesimal interaction strength. As was shown in
Ref. [36], any additional time-reversal symmetric interaction
will, independent of the microscopic details, give rise to this
kind of instability. For the Kitaev model on lattice (10,3)a,
time-reversal symmetry ensures that the Fermi surface cannot
be gapped out completely, and an odd number of nodal lines
remains. For the Kitaev model on lattice (8,3)a, one finds four
Majorana surfaces instead of (the minimal number of) two.
This additional freedom, in principle, allows for interactions
to gap out the system completely.

One way to stabilize the Majorana Fermi surfaces is by
breaking time-reversal symmetry. This leads to a deformation
of the Majorana Fermi surfaces (as illustrated, e.g., in Fig. 24)
that destroys the perfect nesting condition, i.e., the original
nesting vector k0 does not map the two Majorana Fermi
surfaces onto each other any longer. For the lattice (10,3)a,
breaking time-reversal symmetry causes elongating/flattening
of the surface along the four 111 directions as shown in
Fig. 35(a); for (8,3)a the surfaces are elongated/shortened
along the 001 direction as shown in Fig. 35(b). In both cases,
translation along k0 does not map the surfaces exactly onto
each other. The resulting mismatch in energy cuts off the BCS
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instability at low enough temperatures and restores the Fermi
surface.

VII. OUTLOOK

The physics of fractionalization, accompanied by the
formation of spin-liquid ground states, is beautifully embodied
in the Kitaev model. The model is unique in that it allows
to precisely track on an analytical level the splitting of the
original spin degrees of freedom into Majorana fermions and
a Z2 gauge field. This study has explored this phenomenon for
three-dimensional Kitaev models with a focus on the collective
physics of the itinerant Majorana fermions, the formation
of Majorana metals whose nature intimately depends on
the topology of the underlying lattice. We have provided a
comprehensive classification of these Majorana metals for
the most elementary tricoordinated lattices in three spatial
dimensions (summarized in Tables I and II), which is rooted
in an elementary symmetry analysis of the projective time-
reversal and inversion symmetries for these lattices. Focusing
primarily on the Majorana physics, our study already attests
to the rich physics of three-dimensional Kitaev models, while
also pointing to a number of future research directions which
we briefly comment on in the following.

On a conceptual level, it will be interesting to complement
the current analysis with a more rigorous study of the physics of
the Z2 gauge field for the family of three-dimensional Kitaev
models at hand. Even for the pure Kitaev model, for which
the gauge field remains static, the ground state of the gauge
field might be somewhat nontrivial for some of the lattices
under scrutiny in this study. In particular, for lattice (9,3)a
we have found possible evidence that some of the low-energy
states or even the ground state of the Z2 gauge field might
break some of the point-group symmetries of the lattice. To
further elucidate this possibility, a more stringent numerical
approach is needed such as the Monte Carlo sampling approach
recently developed by the Motome group [52]. Such an
unbiased, ergodic sampling approach would also be helpful
in understanding the low-energy physics of the Z2 gauge field
for lattice (8,3)c, for which we find evidence of geometric
frustration in the assignment of Z2 fluxes, possibly leading
to an extensive degeneracy of gauge field configurations in
the ground state. It will be interesting to further explore how
this possibly somewhat unusual physics of the Z2 gauge field
couples back to the formation of a collective state of the
Majorana fermions.

One key distinction between Kitaev models in two and three
spatial dimensions is their finite-temperature behavior. For
the three-dimensional Kitaev models we expect to observe a
finite-temperature phase transition at which the Z2 gauge field
orders [7,43]. Indeed such a finite-temperature phase transition
has recently been observed in Monte Carlo simulations of
the (10,3)b hyperhoneycomb lattice [52]. Generically, this
transition is expected to be a continuous phase transition in the
inverted 3D Ising universality class. However, this must not
be the case for lattice geometries where the zero-temperature
physics indicates a breaking of time-reversal and/or point-
group symmetries in addition to the Z2 symmetry associated
with the gauge theory. It will be interesting to numerically
explore whether these systems exhibit a single continuous

finite-temperature phase transition, at which simultaneously
multiple symmetries are broken spontaneously. If so, they
will establish remarkable instances of lattice models whose
critical behavior evades a description in terms of the Landau-
Ginzburg-Wilson (LGW) paradigm. In fact, such unconven-
tional finite-temperature transitions in Kitaev models might
provide the most “natural” instances of non-LGW criticality
in three-dimensional systems, which so far has been explored
in the context of classical dimer [53] and loop [54] models,
somewhat more artificially constructed systems that have no
direct realization in a microscopic setting.

Complementary to this study of the gapless spin liquids
arising for roughly equal coupling strength Jx ∼ Jy ∼ Jz in
three-dimensional Kitaev models, it should be compelling to
systematically investigate the gapped spin liquids which arise
when one of the three couplings dominates over the other
two. In particular, it will be interesting to go beyond initial
studies of the (10,3)b hyperhoneycomb lattice [44] and see
whether some of these gapped phases give rise to nontrivial
loop statistics [55].

Another important avenue will be to study the effect of
disorder in these three-dimensional Kitaev models. Such an
analysis is of particular interest for the Weyl spin liquids
found in a number of lattice geometries (see Table II and the
discussion in Sec. V). What sets these Weyl spin liquids apart
from their electronic counterparts is their respective symmetry
classification in terms of the tenfold way classification scheme
of free-fermion systems [29]. Weyl semimetals in electronic
systems can arise from breaking either time-reversal or inver-
sion symmetry, putting these systems into symmetry classes
A or AII, respectively. In contrast, Weyl physics in Majorana
systems (which per se exhibit particle-hole symmetry) can
arise from breaking time-reversal symmetry (akin to the
electronic system) but also without breaking of time-reversal
symmetry nor inversion symmetry, putting the Majorana
systems into symmetry classes D or BDI, respectively. It will
be interesting to identify to what extent disorder physics in
Weyl semimetals is sensitive to the underlying symmetry class.

One of the most salient future research directions will be
to go beyond the pure Kitaev model and to study the physics
arising from additional spin exchanges such as a Heisenberg
exchange. These magnetic interactions have two effects. They
render dynamics to theZ2 gauge field, allowing the elementary
vison excitations to disperse through the lattice. At the same
time, these additional spin exchanges also induce interactions
between the Majorana fermions, possibly destabilizing the
Majorana metal of the pure Kitaev model as discussed in
Sec. VI on the spin-Peierls instability of Majorana metals with
a Majorana Fermi surface [36].

Finally, we hope that our study highlighting the rich
physics arising from fractionalization in three-dimensional
Kitaev models will provide further stimulus to the ongoing
search for materials realizing spin-orbit entangled j = 1

2
Mott insulators with strong bond-directional Kitaev-type
exchanges. It would be most enthralling if candidate j = 1

2
Mott materials for tricoordinated lattice structures beyond the
(10,3)b hyperhoneycomb lattice of β-Li2IrO3 (and its higher
harmonic in γ -Li2IrO3) could be realized. While certainly not
the focus of this study, we might offer some minimal guidance
for this experimental search in noting that one prerequisite
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FIG. 36. The lattices (a) (10,3)a, (b) (10,3)b, and (c) (8,3)b can be embedded in a network of edge-sharing octahedra, the elementary building
block of all candidate materials realizing bond-directional Kitaev-type exchange [10]. Lattice (10,3)b is realized in the iridate β-Li2IrO3, while
the other two lattice structures still await a material realization in the form of a spin-orbit entangled Mott insulator.

facilitating the emergence of strong bond-directional Kitaev
exchanges is the occurrence of double exchange paths between
the spin-orbit entangled moments on the tricoordinated lattice
structure [10]. One way to realize such a scenario is found in
the iridates A2IrO3 (with A = Na, Li) where 5d5 Ir4+ ions
are embedded in IrO6 oxygen cages that form an edge-sharing
network. Such an edge-sharing network structure can also be
realized for the lattices (10,3)a and (8,3)b visualized in Fig. 36
in addition to the experimentally observed realization of the
lattice (10,3)b in β-Li2IrO3. It would be thus highly tantalizing
if spin-orbit entangled j = 1

2 Mott insulators could be realized
for one of these lattice structures.
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APPENDIX A: THREE-DIMENSIONAL KITAEV LATTICES

In this first appendix, we expand the discussion of the
lattice structure for each of the tricoordinated lattices of
Table I. In particular, we show visualizations of each lattice
structure along various high-symmetry projections, with the
underlying VESTA [32] visualization files provided in the
Supplemental Material [33] of this paper. The latter also
define the crystallographic axes referred to in the captions.
In addition, we give detailed information on the space group
of each lattice and the Wyckoff positions for their unit cell.

1. (8,3)a

Lattice (8,3)a is described by the hexagonal space group
P 6222 (No. 180) with c/a = (3

√
2)/5. The Wyckoff positions

for the unit cell are 6(i) with x = 2
5 .

This lattice is bipartite with k0 = q3/2, where q3 is a
reciprocal lattice vector defined in Eq. (20), due to q3

connecting different sublattices, and lacks inversion symmetry.
There are two distinct sets of x, y, and z bonds which

cannot be related by symmetries, those which make up the
corotating spirals [see Fig. 5(a)] and those that connect two
nearest-neighbor spirals. All bonds of a given set are related by
a combination of C2 symmetry and a threefold screw rotation.
The symmetry between x, y, and z bonds is reflected in a phase
diagram symmetric in all couplings.

The lattice (8,3)a is depicted in certain high-symmetry
projections in Fig. 37: in (a) the lattice is viewed along a
threefold screw axis and (b) shows the lattice along a twofold
rotation axis.

2. (8,3)b

Lattice (8,3)b is described by the trigonal space group R3̄m

(No. 166) with c/a = √
6/5. The Wyckoff positions for the

(hexagonal) unit cell are 18(f ) with x = 2
5 .

This lattice is bipartite with k0 = (q1 + q3)/2, where q1

and q3 are reciprocal lattice vectors defined in Eq. (24), due
to q1 and q3 connecting different sublattices, and possesses
inversion symmetry with vanishing k̃0. There are two distinct
sets of x, y, and z bonds which cannot be related by
symmetries, those which make up the counter-rotating spirals
[see Fig. 5(b)] and those which connect them. All bonds of a
given set are related by a combination of C3 and inversion
symmetries. The symmetry between x, y, and z bonds is
reflected in a phase diagram symmetric in all couplings.

The lattice (8,3)b is depicted in certain high-symmetry
projections in Fig. 38: in (a) the lattice is viewed along a
threefold rotation axis and (b) shows the lattice along a twofold
rotation axis.

FIG. 37. The (8,3)a lattice viewed along the (a) crystallographic
ĉ axis and (b) crystallographic â axis.
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FIG. 38. The (8,3)b lattice viewed along the (a) crystallographic
ĉ axis and (b) crystallographic â axis.

3. (8,3)c

Lattice (8,3)c is described by the hexagonal space group
P 63/mmc (No. 194) with c/a = 2

5 . The Wyckoff positions
for the unit cell are 2(c) and 6(h) with x = 7

15 .
This lattice is bipartite with vanishing k0 and possesses

inversion symmetry with vanishing k̃0. There are two distinct
sets of x, y, and z bonds: those forming the zigzag chains
along ẑ, and those lying in the xy plane. The sets of all x,
y, and z bonds are related to each other by a sixfold screw
rotation, which is reflected in a phase diagram symmetric in
all couplings.

Figure 39(a) depicts the lattice along this sixfold screw
rotation axis (alternatively threefold rotation axis), while (b)
shows the lattice along the crystallographic â axis.

4. (8,3)n

Lattice (8,3)n is described by the tetragonal space group
I4/mmm (No. 139) with c/a = 4/(2

√
3 + √

2). The Wyckoff
positions for the unit cell are 16(k) (x, 1

2 + x, 1
4 ) with x =√

3+√
2

2(2
√

3+√
2)

, and 16(n) (0xz) with x =
√

3+√
2

2(2
√

3+√
2)

and z = 1
8 .

This lattice is bipartite with vanishing k0 and possesses
inversion symmetry with k̃0 = q3/2, where q3 is a reciprocal
lattice vector defined in Eq. (34). All x and y bonds are related
by a combination of inversion, fourfold rotation, and mirror
symmetries. The z bonds come in two distinct sets: those that
lie in the xy plane and connect nearest-neighbor “squares”
and those that are along ẑ and connect neighboring “square-
octagon planes.” Within each set, the bonds are related to
each other by fourfold rotation symmetry. However, z bonds
are not related to any other bond type by lattice symmetries.

FIG. 39. The (8,3)c lattice viewed along the (a) crystallographic
ĉ axis and (b) crystallographic â axis.

FIG. 40. The (8,3)n lattice viewed along (a) â + b̂ axis and
(b) ĉ axis.

The symmetry between x and y bonds is reflected in a phase
diagram symmetric under Jx ↔ Jy .

The lattice (8,3)n is depicted in certain high-symmetry
projections in Fig. 40: in (a) the lattice is viewed along a
twofold rotation axis and (b) shows the lattice along a fourfold
rotation axis.

5. (9,3)a

Lattice (9,3)a is described by the trigonal space group R3̄m

(No. 166) with c/a =
√

6(4+√
3)

1+2
√

3
. The Wyckoff positions for

the (hexagonal) unit cell are 18(f ) (xyz) with x =
√

3
1+2

√
3
,

y = z = 0, and 18(h) (x0z) with x = 1+√
3

4(1+2
√

3)
and z = 3

4 .
This lattice is the only nonbipartite lattice considered in

this paper. It possesses inversion symmetry with vanishing
k̃0. All x and y bonds are related by a combination of C3

and mirror symmetries. There are two distinct sets of z bonds
which are not related by any symmetries, however, all bonds
of a given set may be mapped to each other via C3 symmetry.
The symmetry between x and y bonds is reflected in a phase
diagram symmetric under Jx ↔ Jy .

The lattice (9,3)a is depicted along the threefold rotation
axis in Fig. 41(a) and along b̂ in Fig. 41(b).

6. (10,3)a

Lattice (10,3)a is described by the cubic space group I4132
(No. 214). The Wyckoff positions for the unit cell are 8(a)
( 1

8
1
8

1
8 ).

This lattice is bipartite with k0 = (q2 + q3)/2, where q2

and q3 are reciprocal lattice vectors defined in Eq. (41), but
lacks inversion symmetry. All x, y, and z bonds are related
by a combination of C3 symmetry and a fourfold screw

FIG. 41. The (9,3)a lattice viewed along the (a) crystallographic
ĉ axis and (b) crystallographic b̂ axis.

085101-25



KEVIN O’BRIEN, MARIA HERMANNS, AND SIMON TREBST PHYSICAL REVIEW B 93, 085101 (2016)

FIG. 42. The (10,3)a lattice viewed along the (a) fourfold screw
rotation axis â, (b) twofold rotation axis â + b̂, and (c) threefold
rotation axis â + b̂ + ĉ.

rotation, which is reflected in a phase diagram symmetric in
all couplings.

The lattice (10,3)a is depicted in certain high-symmetry
projections in Fig. 42: in (a) the lattice is viewed along a
fourfold screw axis and shows the lattice in its square-octagon
projection, (b) shows the lattice along a twofold rotation axis,
and (c) shows the lattice viewed along a threefold rotation axis.

7. (10,3)b

Lattice (10,3)b is described by the tetragonal space group
I41/amd (No. 141) with c/a = 2

√
3. The Wyckoff positions

for the unit cell are 8(e) (00z) with z = 1
12 .

This lattice is bipartite with vanishing k0 and possesses
inversion symmetry with vanishing k̃0. All x and y bonds are
related by a combination of C2 symmetry and a twofold screw
rotation. Additionally, all z bonds are related to each other by
inversion symmetry, but are not related to any other bond type
by lattice symmetries. The symmetry between x and y bonds
is reflected in a phase diagram symmetric under Jx ↔ Jy .

The lattice (10,3)b is depicted in certain high-symmetry
projections in Fig. 43: in (a) the lattice is viewed along the
fourfold screw rotation axis and (b) shows the lattice along a
twofold screw axis.

8. (10,3)c

Lattice (10,3)c is described by the trigonal space group
P 3112 (No. 151) with c/a = (3

√
3)/2. The Wyckoff positions

for the unit cell are 6(c) with x = 1
3 , y = 1

6 , and z = 1
9 .

This lattice is bipartite with vanishing k0, but lacks
inversion symmetry. All x and y bonds are related by a
sixfold screw rotation. Additionally, all z bonds are related
to each other by the same sixfold screw rotation, but are not
related to any other bond type by lattice symmetries. The
symmetry between x and y bonds is reflected in a phase
diagram symmetric under Jx ↔ Jy .

The lattice (10,3)c is depicted in certain high-symmetry
projections in Fig. 44: in (a) the lattice is viewed along a

FIG. 43. The (10,3)b lattice viewed along the (a) crystallographic
ĉ axis and (b) crystallographic b̂ axis.

FIG. 44. The (10,3)c lattice viewed along the (a) crystallographic
ĉ axis and (b) crystallographic b̂ axis.

threefold screw axis and shows the lattice in its kagome
projection and (b) shows the lattice along a twofold screw
axis.

APPENDIX B: THREE-DIMENSIONAL KITAEV LATTICES

In this second appendix, we provide additional information
on the 3D Kitaev models for the tricoordinated lattices
reviewed in the first appendix. Our focus here is on a detailed
exposé of the gauge structure of the ground state of the Kitaev
model defined on one of these lattices. In particular, we give an
explicit expression for the Kitaev Hamiltonian in its Majorana
representation in this gauge.

1. (8,3)a

The lattice (8,3)a possesses three loop operators of length
8 and three of length 14 per unit cell. These six loop operators
can be combined to form three closed volumes, each of which
must have vanishing total flux, resulting in only three linearly
independent loop operators per unit cell. One of these closed
volumes is illustrated in Fig. 45. The remaining two volumes
are related by a threefold screw rotation. The smallest vison
loop in this lattice threads two plaquettes of length 8, as well
as several plaquettes of length 14, as visualized in Fig. 46.

The calculations for lattice (8,3)a were performed using the
following reference gauge:

ux
21 = +1, u

y

14 = +1, uz
15 = +1,

ux
34 = +1, u

y

26 = +1, uz
24 = +1, (B1)

ux
56 = +1, u

y

35 = +1, uz
36 = +1.

FIG. 45. Loop operators of the lattice (8,3)a forming a volume
constraint.
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FIG. 46. Vison excitation threading two plaquettes of length 8 in
the lattice (8,3)a, as depicted on the left. In addition, it threads several
plaquettes of length 14, two examples of which are depicted on the
right shaded in magenta. The flipped bond operator is pictured in red.

In this gauge, the momentum-space Hamiltonian reads as

H (k) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 −iA3 0 iJy iA2 0
iA�

3 0 0 iJz 0 iA1

0 0 0 iJx iJy iJz

−iJy −iJz −iJx 0 0 0
−iA�

2 0 −iJy 0 0 iA3

0 −iA�
1 −iJz 0 −iA�

3 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,

(B2)
where

A1 = e2ik1πJy, A2 = e−2ik2πJz, A3 = e−2ik3πJx. (B3)

The gauge-fixed matrix representations of the symmetry
operators relevant to our classification scheme are

USLS = UT =
(
13×3 0

0 −13×3

)
. (B4)

2. (8,3)b

The lattice (8,3)b possesses three loop operators of length
8 and one of length 12 per unit cell. These four loop operators
can be combined with four loop operators from neighboring
unit cells to form a closed volume which must have vanishing
total flux, resulting in only three linearly independent loop
operators per unit cell. This closed volume is illustrated in
Fig. 47. The smallest vison loop in this lattice threads two
plaquettes of length 8 and two of length 12 and is visualized
in Fig. 48.

The calculations for the lattice (8,3)b were performed using
the following reference gauge:

ux
43 = +1, u

y

42 = +1, uz
14 = +1,

ux
21 = +1, u

y

53 = +1, uz
25 = +1, (B5)

ux
56 = +1, u

y

61 = +1, uz
36 = +1.

FIG. 47. Loop operators of the lattice (8,3)b forming a volume
constraint. The loop operators in the bottom row are related to those
in the top row by lattice translation vectors.

FIG. 48. Vison excitation threading four plaquettes in the lattice
(8,3)b, two of length 8 shaded in yellow and two of length 12 shaded
in magenta. The flipped bond operator is pictured in red.

In this gauge, the momentum-space Hamiltonian reads as

H (k) =

⎛
⎜⎜⎜⎜⎜⎝

0 −iA3 0 iJz 0 −iA13

iA�
3 0 0 −iJy iJz 0

0 0 0 −iA2 −iJy iJz

−iJz iJy iA�
2 0 0 0

0 −iJz iJy 0 0 iA3

iA�
13 0 −iJz 0 −iA�

3 0

⎞
⎟⎟⎟⎟⎟⎠

,

(B6)
where

A13 = e−2i(k1+k3)πJy, A2 = e2ik2πJx, A3 = e−2ik3πJx.

(B7)

The gauge-fixed matrix representations of the symmetry
operators relevant to our classification scheme are

USLS = UT =
(
13×3 0

0 −13×3

)
(B8)

and

UI =
(

0 13×3

−13×3 0

)
. (B9)

As mentioned in Sec. IV B, the exchange couplings of
the Kitaev Hamiltonian can be tuned such that the surface
Fermi arcs touch one another. As the exchange couplings
are tuned away from this point, the Fermi arcs split once
more, connecting the same pairs of Weyl points as before,
but winding differently around the surface Brillouin zone (see
Fig. 11 in the main text). This crossing of Fermi arcs is
pictured in Fig. 49 with Jx = Jy = (1 − Jz)/2 and Jz ≈ 0.201
for a slab geometry with 512 layers. Also pictured in Fig. 49
are the probability densities as functions of slab layer of the
zero-energy states with momentum corresponding to one of the
crossing points of the Fermi arcs. The zero modes continue to
be highly localized to the surface as the Fermi arcs cross, and
the splitting/reconnecting of the Fermi arcs appears to be a
purely surface effect with no corresponding bulk effects.

FIG. 49. (Left) Fermi arc surface states in the [001]-surface
Brillouin zone of lattice (8,3)b for a slab geometry 512 layers
thick. (Right) Probability densities as functions of slab layer of
the zero-energy states with momentum corresponding to one of the
crossing points of the Fermi arcs.
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FIG. 50. Loop operators of the lattice (8,3)c forming two unique
volume constraints in (a) and (b).

3. (8,3)c

The lattice (8,3)c possesses six loop operators of length 8
and one of length 18 per unit cell. These seven loop operators
can be combined to form three closed volumes, each of which
must have vanishing total flux, resulting in only four linearly
independent loop operators per unit cell. Two of these volumes
are constructed only from loops of length 8 and are related to
each other by a sixfold screw rotation. The remaining volume
is constructed from six loops of length 8 and two of length
18. This larger closed volume and one of the smaller closed
volumes are illustrated in Fig. 50. The smallest vison loop in
this lattice threads four plaquettes of length 8, visualized in
Fig. 51 shaded in yellow. A number of plaquettes of length 18
are also excited; two examples of such plaquettes (shaded in
magenta) are visualized in the second row in Fig. 51.

When considering the assignment of fluxes to the loop
operators in this lattice, one might be guided by Lieb’s theorem
and wish to assign π flux through the plaquettes of length
8. However, such a flux assignment is frustrated due to the
volume constraints discussed above. In Fig. 50(b), one sees
that it takes three such loop operators to form a closed volume.
Such a volume must have vanishing total flux, thus making it
impossible to assign π flux through all plaquettes of length 8.
In the main text, we thus considered the zero flux sector, the
only remaining flux sector that obeys all the lattice symmetries.

FIG. 51. Vison excitation threading four plaquettes of length 8
(shaded in yellow) in the lattice (8,3)c. The flipped bond operator is
pictured in red.

The calculations for lattice (8,3)c were performed using the
following reference gauge:

ux
15 = +1, u

y

18 = +1, uz
18 = +1,

ux
27 = +1, u

y

27 = +1, uz
25 = +1,

(B10)
ux

36 = +1, u
y

35 = +1, uz
36 = +1,

ux
48 = +1, u

y

46 = +1, uz
47 = +1.

In this gauge, the momentum-space Hamiltonian reads as

H (k) =
(

0 A(k)
A†(k) 0

)
, (B11)

where the matrix A(k) is given by

A(k) =

⎛
⎜⎜⎝

iJx 0 0 iA13

iJz 0 iA23 0
iJy iA3 0 0
0 iJy iJz iJx

⎞
⎟⎟⎠ (B12)

and

A13 = e−2ik1πJy + e−2i(k1+k3)πJz,

A23 = e2ik2πJx + e2i(k2−k3)πJy, (B13)

A3 = e−2ik3πJx + Jz.

The gauge-fixed matrix representations of the symmetry
operators relevant to our classification scheme are

USLS = UT =
(
14×4 0

0 −14×4

)
(B14)

FIG. 52. Loop operators of the lattice (8,3)n forming four unique
volume constraints in (a), (b), (c), and (d).
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FIG. 53. Vison excitation threading two plaquettes of length 8
(yellow) and two plaquettes of length 10 (magenta) in the lattice
(8,3)n. The flipped bond operator is pictured in red.

and

UI =
(

0 14×4

−14×4 0

)
. (B15)

4. (8,3)n

The lattice (8,3)n possesses six loop operators of length 8,
four of length 10, and two of length 12 per unit cell. These
12 loop operators can be combined to form 4 closed volumes,
each of which must have vanishing total flux, resulting in only
eight linearly independent loop operators per unit cell. These
closed volumes are illustrated in Fig. 52. The smallest vison

loop in this lattice threads two plaquettes of length 8 and two
of length 10 and is visualized in Fig. 53.
The calculations for lattice (8,3)n were performed using the
following reference gauge:

ux
8,9 = −1, u

y

7,14 = +1, uz
5,14 = +1,

ux
16,2 = +1, u

y

15,1 = +1, uz
9,1 = −1,

ux
14,6 = +1, u

y

6,9 = +1, uz
2,11 = +1,

ux
1,10 = +1, u

y

10,2 = +1, uz
12,4 = +1,

(B16)
ux

1,13 = +1, u
y

3,12 = +1, uz
13,8 = +1,

ux
4,13 = +1, u

y

13,5 = +1, uz
3,15 = −1,

ux
12,7 = +1, u

y

11,8 = +1, uz
6,16 = +1,

ux
5,15 = +1, u

y

4,16 = −1, uz
10,7 = −1.

In this gauge, the momentum-space Hamiltonian reads as

H (k) =
(

0 A(k)
A†(k) 0

)
, (B17)

where the matrix A(k) is given by

A(k) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

iJz iJx 0 0 0 0 −iJy 0
0 −iJy iJz 0 0 0 0 −iJx

0 0 −iJx iJy 0 0 −iA3Jz 0
0 0 0 −iJz iJx 0 0 −iA2Jy

0 0 0 0 −iJy iJz iA2Jx 0
iJy 0 0 0 0 −iJx 0 iA13Jz

0 iA23Jz 0 −iA1Jx 0 iJy 0 0
−iJx 0 −iA1Jy 0 −iA�

3Jz 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(B18)

and

A1 = e−2ik1π , A13 = e−2i(k1−k3)π , A2 = e2ik2π , A23 = e2i(k2−k3)π A3 = e2ik3π . (B19)

The gauge-fixed matrix representations of the symmetry operators relevant to our classification scheme are

USLS = UT =
(
18×8 0

0 −18×8

)
(B20)

and

UI =
(

0 B(k)
−B(k) 0

)
, (B21)

where

B(k) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

B3 0 0 0 0 0 0 0
0 0 −B13 0 0 0 0 0
0 0 0 0 0 0 0 −B13

0 0 0 B123 0 0 0 0
0 0 0 0 0 B23 0 0
0 0 0 0 0 0 −B3 0
0 0 0 0 −B23 0 0 0
0 −B3 0 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(B22)

and

B123 = e−2i(k1+k2−k3)π , B13 = e−2i(k1−k3)π , B23 = e−2i(k2−k3)π , B3 = e2ik3π . (B23)
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FIG. 54. The lattice (9,3)a has eight loops of length 9 per unit cell,
labeled by 1,. . . , 8 in (a), that are subject to two volume constraints
shown in (a) and (b).

5. (9,3)a

The lattice (9,3)a has 8 loops per unit cell, all of length 9.
These form two distinct volumes as shown in Fig. 54 where,
for the sake of clarity, we only show a small section of the
lattice. Flipping a z-type bond creates a vison loop of length
four, visualized in Fig. 55.

Even though the flux sector considered in the main text
is likely not the ground-state sector, note that we can always
stabilize this sector as the ground state by adding additional,
local terms to the Hamiltonian. To that end, we define six
12-loops per unit cell by using the combinations W4(R) ·
Wj (R) with j = 1,2,3 and W8(R) · Wj (R) with j = 5,6,7
[see Fig. 54(a) for the definition of the loops]. Assigning a
negative energy to π flux for each of these loops stabilizes
the flux sector considered in the main text. Note that this
necessarily implies that the flux through the remaining 12-loop
in Eq. (38) vanishes. Thus, assigning π flux through all
12-loops is prohibited, i.e., the Z2 gauge theory in the (9,3)a
lattice is “frustrated,” similarly as for the lattice (8,3)c.

6. (10,3)a

The lattice (10,3)a possesses six loop operators of length
10 per unit cell. These six loop operators can be combined
into four closed volumes, each of which must have vanishing

FIG. 55. Vison excitation threading four plaquettes of length 9 in
the lattice (9,3)a. The flipped bond operator is pictured in red.

FIG. 56. Loop operators of the lattice (10,3)a forming a volume
constraint.

total flux, resulting in only two independent loop operators per
unit cell. One of these closed volumes is illustrated in Fig. 56.
The remaining three volumes are related by a fourfold screw
rotation. The smallest vison loop in this lattice threads 10 such
plaquettes and is visualized in Fig. 57.

The calculations for lattice (10,3)a were performed using
the following reference gauge:

ux
12 = −1, u

y

13 = −1, uz
32 = +1,

(B24)
ux

34 = −1, u
y

24 = +1, uz
14 = −1.

In this gauge, the momentum-space Hamiltonian reads as

H (k) =

⎛
⎜⎜⎝

0 −iA2 −iJy −iA1

iA�
2 0 −iJz iJy

iJy iJz 0 −iA3

iA�
1 −iJy iA�

3 0

⎞
⎟⎟⎠, (B25)

where

A1 = e−2ik1πJz,

A2 = e−2ik2πJx, (B26)

A3 = e−2ik3πJx.

The gauge-fixed matrix representations of the symmetry
operators relevant to our classification scheme are

USLS = UT =
(
12×2 0

0 −12×2

)
. (B27)

7. (10,3)b

The lattice (10,3)b possesses four loop operators of length
10 per unit cell. These four loop operators can be combined to
form two closed volumes, each of which must have vanishing
total flux, resulting in only two independent loop operators

FIG. 57. Vison excitation threading 10 plaquettes of length 10 in
the lattice (10,3)a. The flipped bond operator is pictured in red.
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FIG. 58. Loop operators of the lattice (10,3)b forming a volume
constraint.

per unit cell. One of these closed volumes is illustrated in
Fig. 58. The remaining volume is related by a twofold screw
rotation. The smallest vison loop in this lattice threads six such
plaquettes and is visualized in Fig. 59.

The calculations for lattice (10,3)b were performed using
the following reference gauge:

ux
23 = +1, u

y

14 = +1, uz
13 = +1,

(B28)
ux

14 = +1, u
y

24 = +1, uz
24 = +1.

In this gauge, the momentum-space Hamiltonian reads as
⎛
⎜⎜⎝

0 0 iJz iA13

0 0 iA2 iJz

−iJz −iA�
2 0 0

−iA�
13 −iJz 0 0

⎞
⎟⎟⎠, (B29)

where

A13 = e−2ik3π (Jx + e2ik1πJy),
(B30)

A2 = Jx + e2ik2πJy.

The gauge-fixed matrix representations of the symmetry
operators relevant to our classification scheme are

USLS = UT =
(
12×2 0

0 −12×2

)
(B31)

and

UI =
(

0 12×2

−12×2 0

)
. (B32)

8. (10,3)c

The lattice (10,3)c possesses three loop operators of length
10 and three of length 12 per elementary 6-site unit cell.
These six loop operators can be combined to form three
closed volumes, each of which must have vanishing total flux,
resulting in only three linearly independent loop operators per
unit cell. One of these closed volumes is illustrated in Fig. 60;

FIG. 59. Vison excitation threading six plaquettes of length 10 in
the lattice (10,3)b. The flipped bond operator is pictured in red.

FIG. 60. Loop operators of the lattice (10,3)c forming a volume
constraint.

note that this particular visualization obscures the fact that
the loop operators of length 12 are symmetry related. The
remaining two volumes are related by a sixfold screw rotation.
The smallest vison loop in this lattice threads three plaquettes
of length 10 and 11 of length 12 and is visualized in Fig. 61.

As mentioned in Sec. IV H, in order to accommodate the
ground-state flux configuration, the unit cell must be enlarged
in the 010 direction to a 12-site unit cell. The sites have been
relabeled for the enlarged unit cell, which is depicted in Fig. 62.
The calculations for lattice (10,3)c were performed using the
following reference gauge:

ux
1,7 = +1, u

y

1,7 = +1, uz
7,2 = −1,

ux
2,8 = −1, u

y

8,5 = −1, uz
8,3 = −1,

ux
3,9 = −1, u

y

3,12 = +1, uz
9,1 = +1,

(B33)
ux

4,10 = −1, u
y

4,10 = +1, uz
10,5 = −1,

ux
5,11 = +1, u

y

11,2 = −1, uz
11,6 = −1,

ux
6,12 = −1, u

y

6,9 = +1, uz
12,4 = +1.

In this gauge, the momentum-space Hamiltonian reads as

H (k) =
(

0 A(k)
A†(k) 0

)
, (B34)

where

A(k) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

iA1 0 −iA2 0 0 0
iJz −iJx 0 0 iA3 0
0 iJz −iJx 0 0 iA4

0 0 0 iA5 0 −iA2

0 iJy 0 iJz iJx 0
0 0 iA6 0 iJz −iJx

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,

(B35)

FIG. 61. Vison excitation threading three plaquettes of length 10
(yellow) in the lattice (10,3)c. In addition, 11 plaquettes of length 12
are excited; two examples of such plaquettes (shaded in magenta) are
shown in the second row. The flipped bond operator is pictured in
red.
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FIG. 62. Visualization of the Kitaev couplings, the unit cell, and
the translation vectors for the lattice (10,3)c with enlarged unit cell.

with

A1 = Jx + e−2ik1πJy,

A2 = e−2ik3πJz,

A3 = e−2ik2πJy, (B36)
A4 = e2ik1πJy,

A5 = −Jx + e−2ik1πJy,

A6 = e2i(k1+k2)πJy.

The gauge-fixed matrix representations of the symmetry
operators relevant to our classification scheme are

USLS = UT =
(
16×6 0

0 −16×6

)
. (B37)
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[25] H. Heesch and F. Laves, Über dünne Kugelpackungen, Z.
Kristallogr. 85, 443 (1933).

[26] T. Sunada, Crystals That Nature Might Miss Creating, Not. AMS
55, 208 (2008).

[27] For the lattices (9, 3)a and (8, 3)c, the flux sector we consider is
not the ground-state sector for the pure Kitaev model. However,
one can always stabilize it as the ground-state sector by adding
additional terms to the Kitaev Hamiltonian that favor/penalize
flux through the plaquettes. For such an augmented Hamiltonian,
also the lattices (9, 3)a and (8, 3)c have fully gapped vison
excitations throughout the phase diagram.

[28] A. P. Schnyder, S. Ryu, A. Furusaki, and A. W. W. Ludwig,
Classification of topological insulators and superconductors in
three spatial dimensions, Phys. Rev. B 78, 195125 (2008);
A. Y. Kitaev, Periodic table for topological insulators and
superconductors, AIP Conf. Proc. 1134, 22 (2009); S. Ryu, A.
P. Schnyder, A. Furusaki, and A. W. W. Ludwig, Topological
insulators and superconductors: ten-fold way and dimensional
hierarchy, New J. Phys. 12, 065010 (2010).

[29] A. Altland and M. R. Zirnbauer, Nonstandard symmetry classes
in mesoscopic normal-superconducting hybrid structures, Phys.
Rev. B 55, 1142 (1997).

[30] E. H. Lieb, Flux Phase of the Half-Filled Band, Phys. Rev. Lett.
73, 2158 (1994).

[31] For lattices where k0 = 0, we usually choose the directionality
from A to B lattice. For lattices with k0 �= 0 or the nonbipartite
lattice (9, 3)a, the reader is referred to Appendix B where we
provide the details of our choice of directionality.

[32] K. Momma and F. Izumi, VESTA 3 for three-dimensional
visualization of crystal, volumetric and morphology data, J.
Appl. Crystallogr. 44, 1272 (2011).

[33] See Supplemental Material at http://link.aps.org/supplemental/
10.1103/PhysRevB.93.085101 for VESTA files of all the lattices
considered here.

[34] S. Yang, D. L. Zhou, and C. P. Sun, Mosaic spin models with
topological order, Phys. Rev. B 76, 180404(R) (2007).

[35] H. Yao and S. A. Kivelson, Exact Chiral Spin Liquid with Non-
Abelian Anyons, Phys. Rev. Lett. 99, 247203 (2007).

[36] M. Hermanns, S. Trebst, and A. Rosch, Spin-Peierls Instability
of Three-Dimensional Spin Liquids with Majorana Fermi
Surfaces, Phys. Rev. Lett. 115, 177205 (2015).

[37] X. Wan, A. M. Turner, A. Vishwanath, and S. Y. Savrasov,
Topological semimetal and Fermi-arc surface states in the
electronic structure of pyrochlore iridates, Phys. Rev. B 83,
205101 (2011).

[38] Hsin-Hua Lai and Olexei I. Motrunich, SU(2)-invariant Majo-
rana spin liquid with stable parton Fermi surfaces in an exactly
solvable model, Phys. Rev. B 84, 085141 (2011).

[39] As the nodal structure of the (8, 3)c lattice is rather nongeneric
at the isotropic point, one should consider anisotropic coupling,
where the lines form contractable loops, for this argument.

[40] As the unit cell for this flux configuration contains already 96
sites, a thorough finite-size scaling analysis is extremely hard.

[41] Hsin-Hua Lai and Olexei I. MotrunichPower-law behavior of
bond energy correlators in a Kitaev-type model with a stable
parton Fermi surface, Phys. Rev. B 83, 155104 (2011).

[42] E. K.-H. Lee, R. Schaffer, S. Bhattacharjee, and Y. B. Kim,
Heisenberg-Kitaev model on the hyperhoneycomb lattice, Phys.
Rev. B 89, 045117 (2014).

085101-33

http://arxiv.org/abs/arXiv:1503.07593
http://dx.doi.org/10.1103/PhysRevB.91.094422
http://dx.doi.org/10.1103/PhysRevB.91.094422
http://dx.doi.org/10.1103/PhysRevB.91.094422
http://dx.doi.org/10.1103/PhysRevB.91.094422
http://arxiv.org/abs/arXiv:1504.08037
http://dx.doi.org/10.1038/nphys3322
http://dx.doi.org/10.1038/nphys3322
http://dx.doi.org/10.1038/nphys3322
http://dx.doi.org/10.1038/nphys3322
http://dx.doi.org/10.1103/PhysRevLett.114.077202
http://dx.doi.org/10.1103/PhysRevLett.114.077202
http://dx.doi.org/10.1103/PhysRevLett.114.077202
http://dx.doi.org/10.1103/PhysRevLett.114.077202
http://dx.doi.org/10.1038/ncomms5203
http://dx.doi.org/10.1038/ncomms5203
http://dx.doi.org/10.1038/ncomms5203
http://dx.doi.org/10.1038/ncomms5203
http://dx.doi.org/10.1103/PhysRevB.79.075124
http://dx.doi.org/10.1103/PhysRevB.79.075124
http://dx.doi.org/10.1103/PhysRevB.79.075124
http://dx.doi.org/10.1103/PhysRevB.79.075124
http://arxiv.org/abs/arXiv:0709.1302
http://dx.doi.org/10.1016/j.nuclphysb.2008.06.009
http://dx.doi.org/10.1016/j.nuclphysb.2008.06.009
http://dx.doi.org/10.1016/j.nuclphysb.2008.06.009
http://dx.doi.org/10.1016/j.nuclphysb.2008.06.009
http://dx.doi.org/10.1103/PhysRevB.89.235102
http://dx.doi.org/10.1103/PhysRevB.89.235102
http://dx.doi.org/10.1103/PhysRevB.89.235102
http://dx.doi.org/10.1103/PhysRevB.89.235102
http://dx.doi.org/10.1103/PhysRevB.79.024426
http://dx.doi.org/10.1103/PhysRevB.79.024426
http://dx.doi.org/10.1103/PhysRevB.79.024426
http://dx.doi.org/10.1103/PhysRevB.79.024426
http://dx.doi.org/10.1103/PhysRevLett.114.157202
http://dx.doi.org/10.1103/PhysRevLett.114.157202
http://dx.doi.org/10.1103/PhysRevLett.114.157202
http://dx.doi.org/10.1103/PhysRevLett.114.157202
http://dx.doi.org/10.1103/PhysRevB.78.195125
http://dx.doi.org/10.1103/PhysRevB.78.195125
http://dx.doi.org/10.1103/PhysRevB.78.195125
http://dx.doi.org/10.1103/PhysRevB.78.195125
http://dx.doi.org/10.1063/1.3149495
http://dx.doi.org/10.1063/1.3149495
http://dx.doi.org/10.1063/1.3149495
http://dx.doi.org/10.1063/1.3149495
http://dx.doi.org/10.1088/1367-2630/12/6/065010
http://dx.doi.org/10.1088/1367-2630/12/6/065010
http://dx.doi.org/10.1088/1367-2630/12/6/065010
http://dx.doi.org/10.1088/1367-2630/12/6/065010
http://dx.doi.org/10.1103/PhysRevB.55.1142
http://dx.doi.org/10.1103/PhysRevB.55.1142
http://dx.doi.org/10.1103/PhysRevB.55.1142
http://dx.doi.org/10.1103/PhysRevB.55.1142
http://dx.doi.org/10.1103/PhysRevLett.73.2158
http://dx.doi.org/10.1103/PhysRevLett.73.2158
http://dx.doi.org/10.1103/PhysRevLett.73.2158
http://dx.doi.org/10.1103/PhysRevLett.73.2158
http://dx.doi.org/10.1107/S0021889811038970
http://dx.doi.org/10.1107/S0021889811038970
http://dx.doi.org/10.1107/S0021889811038970
http://dx.doi.org/10.1107/S0021889811038970
http://link.aps.org/supplemental/10.1103/PhysRevB.93.085101
http://dx.doi.org/10.1103/PhysRevB.76.180404
http://dx.doi.org/10.1103/PhysRevB.76.180404
http://dx.doi.org/10.1103/PhysRevB.76.180404
http://dx.doi.org/10.1103/PhysRevB.76.180404
http://dx.doi.org/10.1103/PhysRevLett.99.247203
http://dx.doi.org/10.1103/PhysRevLett.99.247203
http://dx.doi.org/10.1103/PhysRevLett.99.247203
http://dx.doi.org/10.1103/PhysRevLett.99.247203
http://dx.doi.org/10.1103/PhysRevLett.115.177205
http://dx.doi.org/10.1103/PhysRevLett.115.177205
http://dx.doi.org/10.1103/PhysRevLett.115.177205
http://dx.doi.org/10.1103/PhysRevLett.115.177205
http://dx.doi.org/10.1103/PhysRevB.83.205101
http://dx.doi.org/10.1103/PhysRevB.83.205101
http://dx.doi.org/10.1103/PhysRevB.83.205101
http://dx.doi.org/10.1103/PhysRevB.83.205101
http://dx.doi.org/10.1103/PhysRevB.84.085141
http://dx.doi.org/10.1103/PhysRevB.84.085141
http://dx.doi.org/10.1103/PhysRevB.84.085141
http://dx.doi.org/10.1103/PhysRevB.84.085141
http://dx.doi.org/10.1103/PhysRevB.83.155104
http://dx.doi.org/10.1103/PhysRevB.83.155104
http://dx.doi.org/10.1103/PhysRevB.83.155104
http://dx.doi.org/10.1103/PhysRevB.83.155104
http://dx.doi.org/10.1103/PhysRevB.89.045117
http://dx.doi.org/10.1103/PhysRevB.89.045117
http://dx.doi.org/10.1103/PhysRevB.89.045117
http://dx.doi.org/10.1103/PhysRevB.89.045117


KEVIN O’BRIEN, MARIA HERMANNS, AND SIMON TREBST PHYSICAL REVIEW B 93, 085101 (2016)

[43] I. Kimchi, J. G. Analytis, and A. Vishwanath, Three-dimensional
quantum spin liquids in models of harmonic-honeycomb iridates
and phase diagram in an infinite-D approximation, Phys. Rev. B
90, 205126 (2014).

[44] J. Nasu, T. Kaji, K. Matsuura, M. Udagawa, and Y. Motome,
Finite-temperature phase transition to a quantum spin liquid in
a three-dimensional Kitaev model on a hyperhoneycomb lattice,
Phys. Rev. B 89, 115125 (2014).

[45] While the most symmetric incarnation of the (10,3)b lattice
exhibits 90 degree angles between the zig-zag chains (see
Fig. 25), we use a smooth deformation of the lattice in our
calculations which corresponds to the hyperhoneycomb lattice
structure studied in the context of β-Li2IrO3 [14].

[46] For a recent review, see e.g. A. A. Burkov, Chiral anomaly and
transort in Weyl metals, J. Phys.: Condens. Matter 27, 113201
(2015).

[47] B. Q. Lv et al., Observation of Weyl nodes in TaAs, Nat.
Phys. 11, 724 (2015); S.-Y. Xu et al., Discovery of a Weyl
Fermion Semimetal and Topological Fermi Arcs, Science 349,
613 (2015).

[48] L. Lu et al., Experimental observation of Weyl points, Science
349, 622 (2015).

[49] A. A. Zyuzin and A. A. Burkov, Topological response in Weyl
semimetals and the chiral anomaly, Phys. Rev. B 86, 115133
(2012).

[50] J. Xiong et al., Evidence for the chiral anomaly in the Dirac
semimetal Na3Bi, Science 350, 413 (2015).

[51] X. Huang et al., Observation of the chiral anomaly induced
negative magneto-resistance in 3D Weyl semi-metal TaAs, Phys.
Rev. X 5, 031023 (2015).

[52] J. Nasu, M. Udagawa, and Y. Motome, Vaporization of Kitaev
Spin Liquids, Phys. Rev. Lett. 113, 197205 (2014).

[53] G. Chen, J. Gukelberger, S. Trebst, F. Alet, and L. Balents,
Coulomb gas transitions in three-dimensional classical dimer
models, Phys. Rev. B 80, 045112 (2009).

[54] A. Nahum, J. T. Chalker, P. Serna, M. Ortuño, and A. M.
Somoza, Deconfined Quantum Criticality, Scaling Violations,
and Classical Loop Models, Phys. Rev. X 5, 041048 (2015).

[55] C. Wang and M. Levin, Braiding Statistics of Loop Excitations
in Three Dimensions, Phys. Rev. Lett. 113, 080403 (2014).

085101-34

http://dx.doi.org/10.1103/PhysRevB.90.205126
http://dx.doi.org/10.1103/PhysRevB.90.205126
http://dx.doi.org/10.1103/PhysRevB.90.205126
http://dx.doi.org/10.1103/PhysRevB.90.205126
http://dx.doi.org/10.1103/PhysRevB.89.115125
http://dx.doi.org/10.1103/PhysRevB.89.115125
http://dx.doi.org/10.1103/PhysRevB.89.115125
http://dx.doi.org/10.1103/PhysRevB.89.115125
http://dx.doi.org/10.1088/0953-8984/27/11/113201
http://dx.doi.org/10.1088/0953-8984/27/11/113201
http://dx.doi.org/10.1088/0953-8984/27/11/113201
http://dx.doi.org/10.1088/0953-8984/27/11/113201
http://dx.doi.org/10.1038/nphys3426
http://dx.doi.org/10.1038/nphys3426
http://dx.doi.org/10.1038/nphys3426
http://dx.doi.org/10.1038/nphys3426
http://dx.doi.org/10.1126/science.aaa9297
http://dx.doi.org/10.1126/science.aaa9297
http://dx.doi.org/10.1126/science.aaa9297
http://dx.doi.org/10.1126/science.aaa9297
http://dx.doi.org/10.1126/science.aaa9273
http://dx.doi.org/10.1126/science.aaa9273
http://dx.doi.org/10.1126/science.aaa9273
http://dx.doi.org/10.1126/science.aaa9273
http://dx.doi.org/10.1103/PhysRevB.86.115133
http://dx.doi.org/10.1103/PhysRevB.86.115133
http://dx.doi.org/10.1103/PhysRevB.86.115133
http://dx.doi.org/10.1103/PhysRevB.86.115133
http://dx.doi.org/10.1126/science.aac6089
http://dx.doi.org/10.1126/science.aac6089
http://dx.doi.org/10.1126/science.aac6089
http://dx.doi.org/10.1126/science.aac6089
http://dx.doi.org/10.1103/PhysRevX.5.031023
http://dx.doi.org/10.1103/PhysRevX.5.031023
http://dx.doi.org/10.1103/PhysRevX.5.031023
http://dx.doi.org/10.1103/PhysRevX.5.031023
http://dx.doi.org/10.1103/PhysRevLett.113.197205
http://dx.doi.org/10.1103/PhysRevLett.113.197205
http://dx.doi.org/10.1103/PhysRevLett.113.197205
http://dx.doi.org/10.1103/PhysRevLett.113.197205
http://dx.doi.org/10.1103/PhysRevB.80.045112
http://dx.doi.org/10.1103/PhysRevB.80.045112
http://dx.doi.org/10.1103/PhysRevB.80.045112
http://dx.doi.org/10.1103/PhysRevB.80.045112
http://dx.doi.org/10.1103/PhysRevX.5.041048
http://dx.doi.org/10.1103/PhysRevX.5.041048
http://dx.doi.org/10.1103/PhysRevX.5.041048
http://dx.doi.org/10.1103/PhysRevX.5.041048
http://dx.doi.org/10.1103/PhysRevLett.113.080403
http://dx.doi.org/10.1103/PhysRevLett.113.080403
http://dx.doi.org/10.1103/PhysRevLett.113.080403
http://dx.doi.org/10.1103/PhysRevLett.113.080403



