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Frustrated magnets can elude the paradigm of conventional symmetry breaking and instead exhibit signatures
of emergent symmetries at low temperatures. Such symmetries arise from “accidental” degeneracies within the
ground state manifold and have been explored in a number of disparate models, in both two and three dimen-
sions. Here we report the systematic construction of a family of classical spin models that, for a wide variety
of lattice geometries with triangular motifs in one, two and three spatial dimensions, such as the kagome or hy-
perkagome lattices, exhibit an emergent, continuous U(1) symmetry. This is particularly surprising because the
underlying Hamiltonian actually has very little symmetry — a bond-directional, off-diagonal exchange model
inspired by the microscopics of spin-orbit entangled materials (the T”-model). The construction thus allows
for a systematic study of the interplay between the emergent continuous U(1) symmetry and the underlying
discrete Hamiltonian symmetries in different lattices across different spatial dimensions. We discuss the impact
of thermal and quantum fluctuations in lifting the accidental ground state degeneracy via the thermal and quan-
tum order-by-disorder mechanisms, and how spatial dimensionality and lattice symmetries play a crucial role
in shaping the physics of the model. Complementary Monte Carlo simulations, for representative one-, two-,
and three-dimensional lattice geometries, provide a complete account of the thermodynamics and confirm our

analytical expectations.

Magnetic frustration can induce a wide range of fascinating
phenomena beyond conventional magnetic order, including
the formation of valence bond crystals [1], entangled states of
matter [2], and, more broadly, fractionalization [3]. In classi-
cal magnetic systems, one of its most striking manifestations
is in the formation of non-trivial classical ground-state man-
ifolds [4-9]. In the most extreme case, local constraints can
generate manifolds that are extensive in size, as in the case of
classical spin liquids [10-12]. However, it’s also possible to
generate emergent global symmetries, even emergent contin-
uous symmetries in models that possess only discrete symme-
tries. This leads to a rich interplay between these emergent
symmetries and the true underlying symmetries of the Hamil-
tonian, an interplay that can have dramatic consequences for
the finite-temperature physics of the model. In particular, the
accidental nature of the degenerate manifolds that emergent
symmetries live in means they are not protected against ther-
mal fluctuations, leaving the door open to thermal order-by-
disorder [6, 13].

There have been a number of disparate models that
have been shown to exhibit emergent continuous symme-
tries within their classical ground-state manifold. In two
spatial dimensions, a particularly relevant recent example
is the Kitaev-Heisenberg model on the honeycomb lattice.
Despite the strongly anisotropic nature of the interactions,
the model exhibits an emergent continuous U(1) symmetry
in its ground-state manifold for all couplings [14, 15]. In
three spatial dimensions, one of the most well-studied exam-
ples is the Hamiltonian describing the rare-earth pyrochlore
magnet ErTioO7 [16-19]. Within an extended parameter
regime, its ground-state manifold consists of a continuous
one-dimensional family of states with the four spins in each
tetrahedra pointing within the plane perpendicular to the local
[111] axis at each site. The model thus also exhibits an emer-
gent U(1) symmetry, and the corresponding material has been
shown to exhibit experimental signatures of quantum order-

by-disorder [20].

In this manuscript we turn to a family of models, in which
an emergent U (1) symmetry arises from an interplay of lat-
tice geometry and bond-directional interactions — the classical
limit of the I'"-model, defined by the bond-directional Hamil-
tonian

H = +I' Z Z (8287 + 5755) (1)
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with the factor of +I" denoting the antiferromagnetic (AFM)
and ferromagnetic (FM) versions of the model. This form of
symmetric off-diagonal interaction, which possesses only dis-
crete spin and lattice symmetries, is perhaps most well-known
as part of the Hamiltonian describing the honeycomb Kitaev
materials [21, 22]. In such materials, it is typically small rel-
ative to the other symmetry-allowed terms, whereas here we
study it in its own right in splendid isolation. Considering
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FIG. 1. Emergent symmetries in the I’ model. (a) Lattice building
blocks: The kagome lattice as an example lattice geometry built from
corner-sharing triangles, with three types of bond-directional spin
anisotropic interactions. (b) Common origin plot: Sublattice spins in
the ground state manifold of the antiferromagnetic I'-models align
along one-dimensional rings in spin space. (c) Net magnetization
vector in the ground-state manifold lies within the plane perpendicu-
lar to the [111] direction.



the individual properties of such symmetric off-diagonal ex-
change, our study of the I'"-model extends a line of previ-
ous work considering classical variants of the Kitaev model
[23, 24] and the I'-model [25, 26], both of which are known
to give rise to classical spin liquids.

The basic physics of the I'-model can be understood by
solving its AFM version on a single triangle, with one of
each bond type, x, y and z, as given in Fig. 1(a). This 3-
spin model already gives rise to a ground-state manifold with
an emergent continuous U(1) symmetry, as schematically il-
lustrated in Fig. 1(b). By combining multiple such triangles
together, subject to certain constraints, one can construct lat-
tice geometries in one, two and three spatial dimensions, all
of which exhibit the exact same ground-state manifold and
associated emergent symmetry. This unique situation allows
us to systematically study the interplay between emergent
continuous symmetries and underlying discrete symmetries,
and the impact of thermal and quantum fluctuations, in one,
two and three spatial dimensions. As representative exam-
ples, we focus on the two-dimensional kagome and three-
dimensional hyperkagome lattices, which both feature an un-
derlying discrete Zg symmetry (and only briefly discuss a one-
dimensional example). Such a high-order Z y symmetry gives
rise to non-trivial finite-temperature physics (see Appendix A
for an example of a lattice with an underlying Zo symmetry).

We first discuss, in Sec. I, the model at the level of a single
triangle and the ground states of the ferromagnetic (FM) and
antiferromagnetic (AFM) versions of the model. In Sec. II
we extend the model to full lattices in one, two, and three
spatial dimensions by elucidating a set of lattice construc-
tion rules that preserve the structure of the AFM ground-state
manifold. We then turn to finite temperatures in Sec. III.
A thermal order-by-disorder calculation indicates that ther-
mal fluctuations select a discrete subset of maximally non-
coplanar ground states. Classical Monte Carlo simulations
on the kagome and hyperkagome lattices confirm this ther-
mal order-by-disorder selection, as well as the expected finite-
temperature criticality. In Sec. IV, we examine the impact
of quantum fluctuations and which states they favor. Finally,
Sec. V offers some concluding remarks and discussion.

I. PHYSICS OF A SINGLE TRIANGLE

Let us begin by discussing the physics of the model at the
level of a single triangle, which turns out to provide general
guidance to the collective physics of the model. For a single
triangle, there are three sites, which we label as A, By, C.,
each of which is connected to only two out of the three bond
types I",, I, or I, as shown in Fig. 1(a). The subscript in
the site labels indicates the bond they are not connected to,
e.g. the A, site is only connected to y and z bonds. Writing

the bond-directional exchange in matrix form,
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FIG. 2. Ferromagnetic ground state. Common origin plots for the
two-fold degenerate ferromagnetic ground state, with spins tilted by
an angle ¢ = (1/2) arctan (v/2/5) away from (a) the [111] direc-

tion and (b) the [111] direction.

one can straightforwardly see the specific symmetric off-
diagonal nature of the interactions. Of course, it’s important
to note that, by a change of local basis, it’s also possible to
rewrite the above interactions in a different form. For our pur-
poses, the I-parameterization is the simplest and most trans-
parent form of the Hamiltonian.

A. Ferromagnetic Model

When solving this elementary 3-spin model for FM inter-
actions, one finds — unsurprisingly — that the classical ground
state on a single triangle is two-fold degenerate. Specifically,
one finds two possible spin configurations where the three
spins are canted either slightly away from the [111] or [111]
direction, as shown in Fig. 2, by a fixed opening angle ¢ to-
ward the —x, —y, —z (or z,y, 2) axes for sites A,, By, C..
This allows to explicitly write the FM ground state spin con-
figurations as

V2cos ¢ — 2sin¢g

Sa, ::i:i V2cosp +sing |,
VG V2 cos ¢ + sin ¢
1 V2cos ¢+ sing
SByZiT V2cos¢—2sing |, 3)
6 V2 cos ¢ + sin ¢
1 V2 cos ¢ + sin ¢
Sc. =+— | V2cos¢ +sin¢g ,
R

V2 cos ¢ — 2sin ¢

with a fixed angle ¢ = (1/2)arctan (v2/5). The corre-

sponding ground-state energy per site is Fy = 7%1”.

B. Antiferromagnetic Model

In contrast, when moving to AFM interactions the 3-spin
model shows a notable distinction in exhibiting a degenerate
manifold of possible ground-state spin configurations. This



manifold of ground states can be parameterized by a single,
continuous angle 6 as

D) —cosf

Sa, =/= | +cos(60+27/3) |,
3 + cos(f — 27/3)
5 [+ cos(0+2m/3)

Sa, = | —cos(8 —27/3) |, 4)
3 cos 6
5 [+ cos(0 —2m/3)

Sc, = cos 0 ,
3 —cos(0 + 27/3)

with a ground-state energy per site of £y = —I" (independent

of ¢). The spins S4,,Sp,,Sc, lie in planes perpendicular
to the [111], [111] and [111] axes respectively, as illustrated
in Fig. 1(b). Local site-dependent rotations about these three
axes naturally shift the angle 0, transforming one ground state
into another — generating a continuous U (1) symmetry within
the ground-state manifold.

Importantly, for any choice of the angle 6 these states ex-
hibit a finite net magnetization, with the magnetization vector,
m = % > S;, lying in the plane perpendicular to the [111]
direction and given by

9 /3 cos
m:—g\/; cosé —2;; , (5)

cos 9—|—%’T

with a fixed magnitude |m| = 2/3. Though all ground states
possess the same fixed net magnetization, they turn out to dif-
fer in their scalar spin chirality

2 /2
X =S4, - (Sg, XSCZ)Z?)\/QCOS(&Q) . (6)

This chirality exhibits a cos(36) periodicity and for almost
all angles describe a non-coplanar state (but § = mm /6 with
m=1,3,5,7,9,11), see also Fig. 5(b) below.

C. Emergent U(1) symmetry

The continuous U (1) symmetry present in the ground-state
manifold of the AFM model might be rather surprising given
that the Hamiltonian, as written in Eq. (1), does not obviously
possess any continuous symmetries. However, it could be that,
given a suitably judicious choice of basis transformation, the
Hamiltonian could, in fact, be rewritten in an explicitly U (1)
symmetric form. To rule out such an underlying, hidden sym-
metry one can simply pick a representative spin configuration
from the set of FM and AFM ground states and track their en-
ergies as one performs the site-dependent rotations that move
you within the AFM ground-state manifold. As shown in Fig-
ure 3, the energy of the AFM ground state, as expected, stays
fixed, while the energy of the FM ground state continuously
changes.

We can thus safely conclude that the U (1) symmetry within
the AFM ground-state manifold is emergent, a result of the
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FIG. 3. Absence of a continuous symmetry in the Hamiltonian
demonstrated by comparing the energies of representative ground
states of the AFM and FM models as a function of the U(1) rota-
tion that traverses the AFM ground-state manifold.

accidental degeneracy, and not related to any underlying sym-
metry of the Hamiltonian. In other words, the Hamiltonian
itself possesses only discrete spin and lattice symmetries, and
the U(1) symmetry emerges only in the zero-temperature
ground-state manifold.

II. LATTICE CONSTRUCTION RULES

Having explored the physics of the model on a single tri-
angle, we now turn to combining such triangles together to
construct full lattice geometries in one, two, and three spatial
dimensions.

The task of combining two triangles together can be done
by either sharing a site i.e. corner-sharing or a bond i.e. edge-
sharing. The key finding here is that, by following a specific
set of rules, ensuring that shared site(s) are of the same type,
it is possible to preserve the exact same ground-state mani-
fold and associated emergent U (1) symmetry as in the single
triangle. Thus, one can systematically build lattice models
from scratch that will exhibit an emergent continuous sym-
metry and study the consequences of the same emergent sym-
metry in different spatial dimensionalities.

A. Corner-sharing

For lattices of corner-sharing triangles, in which shared
sites are of the same type, the Hamiltonian can be written as a
sum over individual triangles

H=> MHn. (7
JAN

For classical spins, all terms appearing in the Hamiltonian
commute and so the ground state of the full Hamiltonian is
simply the ground state of each individual triangle [27].

As an example, consider the simplest case in which a single
site is shared between just two triangles. Labelling the sites as
Ay, By, C, and A}, By, C’, the resulting Hamiltonian is sim-
ply the sum H + H’. The ground state for each triangle can
be defined by a single parameter § and #’ which minimizes
the individual Hamiltonian for each respective triangle. As-
suming, without loss of generality, that it is A, that is shared
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FIG. 4. Lattice construction. Shown are a number of one-, two-
and three-dimensional lattice geometries that allow to us to define
an AFM I'"-model with an emergent U(1) symmetry. The left col-
umn shows corner-sharing lattice geometries including (a) a corner-
sharing triangular chain, (c) the kagome and (e) the hyperkagome
lattices. The right column shows edge-sharing lattice geometries in-
cluding (b) an edge-sharing trianglular chain, (d) the triangular and
(f) the octahedral lattices.

between the triangles sets A, = A/,. Following the definition
of S4, in Eq. 4, this necessarily implies that § = 6’ (mod-
ulo 27), and the two triangles together thus possess a single
continuous emergent U (1) symmetry.

Example lattice geometries that can be constructed using
this method of connecting corner-sharing triangles, such that
sites of the same type are shared, are illustrated in the left col-
umn Figure 4, including the much studied kagome and hyper-
kagome lattices, which will also serve as principal examples
in our further analysis.

B. Edge-sharing

The edge-sharing scenario refers to the case where two sites
of the same type (along an edge) are shared between two tri-
angles that are connected within a larger lattice geometry. In
other words, bonds of the same type must be shared between
triangles. A few examples of lattices that can be constructed
using this edge-sharing approach are visualized in the right
column of Figure 4, which includes the triangular lattice with
an enlarged unit cell as a principal example. We have con-

firmed that all of these examples exhibit the same ground
state manifold and emergent U (1) symmetry for the AFM I"-
model. However, more generally, for edge-sharing lattices the
Hamiltonian does not have a neat representation as a sum over
independent triangles, making it difficult to definitively rule
out degenerate magnetic orders with larger unit cells on other
edge-sharing lattices.

C. Bottom-up approach

While we have not carried out a complete classification of
all possible lattice geometries with a built-in U(1) symmetry
for their respective AFM I'-model, we conjecture that the key
properties required are that (i) every site must be connected
by only two out of the three bond types, and (ii) the graph
must be assembled from connecting triangles. These proper-
ties can be fulfilled by all graphs that satisfy two conditions:
(a) the graph must be three-colorable, and (b) the graph must
be decomposable into triangles with repeating edges. The rea-
soning behind these conditions is as follows, since every site
on the lattice must be missing one type of bond and there are
only three types of bonds, the lattice must be three colorable
and since the graphs must be assembled from triangles using
the construction methods mentioned above, it must remain tri-
angle decomposable when accounting for repeating edges as
in the case for edge-sharing lattices.

III. THERMODYNAMICS

With a family of lattice geometries in one, two, and three
spatial dimensions, for which we know — by construction —
that the ground-state manifold of the AFM I''-model exhibits
a continuous U(1) symmetry, we now move to their finite-
temperature physics. In particular, we investigate the impact
of thermal fluctuations on this emergent symmetry and its de-
pendence on spatial dimensionality. While we argue that our
results will hold on general grounds (supported by arguments
from renormalization group calculations), we will also study
two models in great detail — the I'-model on the kagome and
hyperkagome lattices as two particularly rich representative
examples in 2D and 3D.

A. Thermal Order-by-Disorder

The emergent U(1) symmetry is a direct manifestation of
the formation of a degenerate, one-dimensional ground-state
manifold, i.e. of equal energy spin configurations at zero tem-
perature. However, since the symmetry is emergent, rather
than intrinsic to the Hamiltonian, it is not capable of pro-
tecting this ground-state manifold against fluctuations. This
lack of protection is reflected in the common description of
the ground-state degeneracy as “accidental”. In fact, even the
simplest of perturbations — thermal fluctuations — are potent
enough to lift this degeneracy, by introducing small variations



in the free energy of different configurations. This has impor-
tant consequences for the thermodynamics of the model. At
small but finite temperatures, thermal fluctuations will select
the configurations which minimize the free energy, i.e. those
with the largest entropy. Such an entropy-driven selection
mechanism is referred to as thermal order-by-disorder [13].
The entropy correction due to thermal fluctuations can be
explicitly computed by expanding in fluctuations about the
manifold of ground-state spin configurations. We begin by
rotating the sublattice spins into a local basis aligned along
the local z-axis, S; = R;S;. We can then expand in two or-
thogonal fluctuations du;, dv; about this ordered direction

5ui
(5’01'
V1 —6u? —év?
5ui
5v; . (8)
1— L (6u2 + 602)
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Substituting this expansion of the spin into the Hamiltonian
yields

H=Ey+H® ..., )

where E is the classical ground-state energy, all linear fluc-
tuation terms vanish since the selected state is a ground state
of the system, and H® contains all of the terms quadratic in
the fluctuations.

The problem now involves the diagonalization of H(?),
which can be straightforwardly done in Fourier space by tak-
ing a Fourier transform of the fluctuations and collecting them
in a fluctuation vector @(q) = [du(q), 5v(¢)]" . This allows us
to write H(?) as

H® == "i(—q)" - M(q) - i(q), (10)

q

1
2

where M (q) is built from 2N x 2N blocks, with N the num-
ber of sublattice spins. We can diagonalize the matrix M (q)
using an orthogonal transformation U = (UT) ™1, resulting in

2N,
) .
H? = 3 SN FnaVngtn—q (11)

q n=1

where v, , represent the normal modes of the system, and
Kn,q are the respective eigenvalues.

Now that we have the fluctuation spectrum up to quadratic
order, we can approximate the classical partition function as

()" = () [T

n=1 gq

z(2)

2N,

1
exp <_2T Z Z ﬁn’qun’qun7q>

n=1 gq

—Eo\ ¢ | T
= exp (TO> H ( an) . (12)
n=1 gq ’

In the low temperature limit where 7' — 0 the free energy
can then be approximated by

T
f:EO+§Zlnnn,quTlnT, (13)

nq

and the entropy per spin at low temperatures becomes

S__1oF
N  NOT
1
=InT+1-— ﬁ%q:lnfin,qa (14)

where N is the number of sites. Finally, we are interested not
in the absolute value of the entropy, but rather in the differ-
ences in entropy between different states within the ground-
state manifold. We therefore subtract off the average en-
tropy within the manifold and focus on the entropy splitting
AS(0) = S(0) — S(0).

For our example lattice geometries, the kagome and hyper-
kagome lattices, we find that this correction takes the form

AS(0) = Sthermal - cos (66) (15)

with a coefficient Sipermal = 4 X 1077 for both lattices. No-
tably, this points to a six-fold periodic modulation of the en-
tropy correction as plotted in Fig. 5(c) and a Zg symmetry
describing the resulting six minima of the free energy at an-
gles

™ .

Hzmg with m=20,1,2,3,4,5.

This implies that, at finite temperatures, the continuous U (1)
symmetry is broken down to a discrete Zg symmetry and
six specific spin configurations (corresponding to the angles
0 above) are selected in a thermal order-by-disorder process.
The six states are indicated by the six solid points in Fig. 5(a).
Plugging the six relevant angles into the expression of the spin
chirality of Eq. (6), we note that the maxima in entropy, i.e. the
minima of the free energy, correspond to the six states with the
maximum magnitude of x, as shown in Fig. 5. Thus, thermal
fluctuations select the states that are maximally non-coplanar.

B. Finite-Temperature Criticality

We have shown in the previous subsection that thermal fluc-
tuations favor a discrete subset of the AFM ground states via
the thermal order-by-disorder mechanism. This six-fold se-
lection of states reflects the fact that the underlying symmetry
of the Hamiltonian at play here, for the kagome and hyper-
kagome lattices, is in fact a discrete Zg symmetry, a simple
consequence of the fact that a combined 27 /3 spin rotation
about the [111] axis, Cj5 lattice rotation and spin inversion
(S; — —8,) leaves the Hamiltonian unchanged, rather than
the accidental U(1) symmetry observed within the ground-
state manifold. The question thus arises of how these sym-
metries are broken at finite temperatures. Fortunately, the
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FIG. 5. Zs ordering induced by thermal order-by-disorder in the antiferromagnetic ground-state manifold. Figure (a) schematically
illustrates the thermal order-by-disorder selection of six states (solid points) amongst the U(1) symmetric ground-state manifold (rings). Panel
(b) shows the chirality (eq. (6)) of the ground states and (c) the entropy corrections (eq. (15)) for the kagome and hyperkagome lattices. States
with a maxima in AS correspond to free energy minima, and end up being selected due to thermal fluctuations. These states are maximally
chiral states i.e. they have the maximum magnitude of x = 2/3,/2/3 ~ 0.544.

outcome is well-known from renormalization group calcula-
tions for the XY universality class with Zg clock anisotropy
[28, 29], which we summarize in the following (though such
calculations were carried out for planar O(2) spins, one ex-
pects the same universal physics to occur for O(3) spins).

Two spatial dimensions

In two spatial dimensions, such as the kagome lattice case,
there are two distinct finite temperature phase transitions [28].
At high temperatures, the system is of course in a para-
magnetic state. At low temperatures, the clock anisotropy
is relevant and drives the system into a long-range ordered
ground state breaking the discrete Zg symmetry. However,
at intermediate temperatures, the clock anisotropy becomes
irrelevant and there is an intermediate critical XY phase
with quasi-long range order and power-law decaying cor-
relations. This intermediate phase is flanked by two criti-
cal temperatures, an upper 7" separating it from the high-
temperature paramagnet and a lower 7!’ separating it from the
low-temperature long-range ordered phase. Both transitions
are within the Berezinskii-Kosterlitz-Thouless (BKT) univer-
sality class, with the expected sequence of transitions illus-
trated in Fig. 6(a).

Three spatial dimensions

In three dimensions, such as the hyperkagome lattice case,
the historical development of the phase diagram was more
complicated. It is now believed that there is just a single di-
rect transition from the high-temperature paramagnetic phase
to the long-ranged ordered Zg symmetry-breaking phase [29].
The transition belongs to the three-dimensional XY universal-
ity class. This scenario is illustrated in Fig. 6(b). However, for
temperatures slightly below the transition, the relevance of the
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FIG. 6. Schematic of finite-temperature criticality for two and
three-dimensional systems. Illustrated are the schematic phase di-
agrams for the anti-ferromagnetic T model on (a) two-dimensional
lattices such as kagome and (b) three-dimensional lattices such as
hyperkagome. In the two-dimensional case, there is an intermedi-
ate continuous U(1) phase (XY phase) that exists at finite tempera-
tures even after properly accounting for thermal fluctuations, sand-
wiched between two BKT transitions at 7" and T*'. However, in the
3-dimensional case, the U(1) phase gets destroyed by thermal fluctu-
ations at all temperatures in the thermodynamic limit, leading to the
absence of any intermediate phase.

clock anisotropy is small and thus, in any finite-sized system,
the ordered phase here actually resembles a symmetric XY
phase. This implies that in finite-sized systems, within the
long-range ordered phase, there will be a crossover from U(1)
symmetric correlations to true Zg symmetry-breaking behav-
ior at lower temperatures (with the window of U (1) symmet-
ric correlations shrinking with increasing system size).

There is thus a stark contrast between the two- and
three-dimensional cases, the former possesses two finite-
temperature phase transitions with an intermediate XY phase
while the latter possesses just a single finite-temperature tran-
sition and thermal crossover.



C. Classical Monte-Carlo Simulations

Now that we know what to expect at finite temperatures, we
turn to classical Markov-Chain Monte Carlo techniques [30]
to investigate the thermodynamics of the AFM I''-model and
confirm these expectations. The technical details of the Monte
Carlo simulations are discussed in Appendix B.

Before proceeding to specific examples, we first define the
useful quantities of interest. Defining the total magnetization
vector as m = Zl S;/N, with N the number of sites, we
can then define the magnetization m = |m|. By projecting
the total magnetization vector into the plane perpendicular to
the [111] direction we obtain the planar magnetization vector
m? = (m%,my)", with  and § forming a two-dimensional
coordinate system in the place perpendicular to [111]. Within
the AFM ground-state manifold m = mP = 2/3.

We can define an order parameter for the Zg symmetry bro-
ken phase as

26 = cos(60) , (16)

where 6 is the angle of the planar magnetization vector within
the Z-y plane (defined such that § = 0 corresponds to a max-
imally non-coplanar ground state with x = +2/3,/2/3 =
0.544). Within the XY phase, € is uniformly distributed and
thus the average order parameter vanishes, zg = 0, while in
the Zg symmetry broken phase we expect from the thermal
order-by-disorder calculations that zZg — 1.

Two dimensions: Kagome lattice

An overview of the results for the two-dimesional kagome
lattice case is shown in the left panels of Fig. 7. The specific
heat exhibits a single peak that does not appear to scale with
system size, at which a finite magnetization begins to onset.
Such behavior is consistent with a BKT transition from the
high-temperature paramagnet to an intermediate XY phase.
The existence of a second transition is not visible in the spe-
cific heat as the U(1) and Zg states have the same energy and
only differ in their free energy. It is instead indicated by the
development of a small but finite zg order parameter at low
temperatures.

To verify the existence of an intermediate XY phase, and to
obtain its upper and lower critical temperatures, we turn to an
analysis of the finite-size scaling behavior of the magnetiza-
tion. Within the XY phase, the planar magnetization m? (L)
for a system of length L scales as

mP(L) o< L% a7

where 7 is the critical exponent [31]. For the upper transition,
it is expected that n = 1/4, while for the lower transition,
n = 1/9 [28]. At each temperature, one can obtain 7) as the
slope of a linear fit of log(m? (L)) versus log(L). This is indi-
cated in Fig. 8(a), which shows a subset of these curves for a
range of temperatures, as well as the extracted 7 as a function
of temperature in its panel (b). We clearly observe an interme-
diate temperature region with power-law scaling of the planar
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FIG. 7. Thermodynamics. Shown are numerical results from classi-
cal Monte Carlo simulations for the kagome (left) and hyperkagome
(right) lattices for system sizes L = 30, 45, 60,90 and L = 4,6,8,10
respectively, i.e. up to a total of N = 24,300 and N = 12,000
spins, respectively. The top panel shows the specific heat, the sec-
ond panel shows the energy, the third panel shows the magnetiza-
tion and the bottom panel shows the z¢ order parameter of Eq. (16)).
While the peak in the specific heat points to a transition out of the
high-temperature paramagnet the latter indicates a transition to a Zg
ordered phase. The dash-dotted lines indicate the transition temper-
atures T and T extracted from the scaling behavior of the planar
magnetization in Fig. 8 below. The data is obtained as averages over
10° measurements.

magnetization and can estimate the critical temperatures as
Th ~ 0.56 and T!! = 0.41 (with a precise error estimate hard
to determine).

The existence of an emergent U (1) symmetry for the in-
termediate phase can be visualized in a straight-forward man-
ner by creating a histogram of m? at a fixed temperature, as
shown in Fig. 9. The planar magnetization vector lies on a
clear symmetric “ring”, with a radius mP” that continuously
increases with decreasing temperature below 7.

Note that the extracted upper critical temperature is just be-
low the peak in the specific heat, as expected for a BKT transi-
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FIG. 8. Scaling behavior of planar magnetization. (a) Curves of
the planar magnetization mP (L) versus linear system size L corre-
sponding to select temperatures on a log-log scale for a kagome sys-
tem. The slope of a linear fit defines the exponent 7 in Eq. (17), with
the curves between 7 = 1/4 and n = 1/9 defining the two transi-
tion temperatures 7. and 7} bounding the extent of the intermediate
U(1) phase. (b) The exponent 7 as a function of temperature with
the intersection of the curve with n = 1/9,1/4 used to pinpoint the
two transition temperatures 7" and 7T7..

tion. The lower critical temperature is above the regime in our
simulations in which we observe a finite zg. Furthermore, the
magnitude of zg, even at the lowest temperatures, is just over
10% of its expected saturated value. This is also evident in
the histogram of m? at T' = 0.12, well below the lower criti-
cal temperature, shown in Fig. 9(d), which still maintains ap-
proximate circular symmetry. We ascribe this extremely slow
and weak onset of the Zg order parameter to the extremely
small entropy differences between the different states within
the AFM ground-state manifold, being on the order of 1075
per site (see Fig. 5). In fact, the simulations required an un-
usually large number of Monte Carlo measurements, about
1 billion (10%) sweeps, before the relatively clean z4 data in
Fig. 7 could be obtained in the first place.

An alternative method for pinpointing the upper critical
temperature is to use the crossing of the Binder cumulant de-
fined as

(m*)r

It is well known that the crossing point indicates a transi-

FIG. 9. Visualization of the intermediate U(1) phase. (a)-(c) Com-
mon origin plots at various temperatures and Figures (d)-(f) show the
corresponding phase space diagram for the planar magnetization vec-
tor which is computed as a histogram of the samples taken during a
Monte Carlo simulation for a kagome system with L = 30. On the
left, we see the low temperature (7' = 0.12) phase with m, ~ 2/3
as the radius with corresponding rings in the common origin plot. In
the center figures, we see the U(1) phase (1" = 0.45) and on the right
we see the high temperature (1" = 1.0) paramagnetic phase with
my ~ 0. Each common origin plot is a combination of spin configu-
ration snapshots and each histogram contains 10% samples. They are
both computed from the same set of 100 independent runs.
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FIG. 10. Binder cumulant at U(1) transition. Shown is the Binder
cumulant Uz, (equation 18) and its crossing point from Monte Carlo
simulations of kagome and hyperkagome lattices. The crossing point
indiciates the U(1) transition temperature. For each temperature
point 10° samples are averaged over, resulting in statistical error bars
that are smaller than the symbol sizes.

tion from a phase with zero magnetization to one with finite
magnetization [32]. Fig. 10(a) shows the crossing point for
the kagome lattice with an extracted transition temperature of
T! = 0.560(3), in good agreement with the value extracted
from the finite-sized scaling of m/ with 7 (note that a finite-
size drift is taken into account by extrapolating to the thermo-
dynamic limit using the method described in Ref. [33]).



Three dimensions: Hyperkagome lattice

An overview of the results for the three-dimensional hy-
perkagome lattice is shown in the right panels of Fig. 7. In
this case, there is a system-size dependent peak in the specific
heat whose peak height systemically increases with increas-
ing system size. At the same temperature, there is an onset
of finite magnetization. This temperature marks the transi-
tion from the high-temperature paramagnetic phase into the
low-temperature Zg symmetry broken phase. Its precise loca-
tion can again be pinpointed by examining the crossing point
of the Binder cumulant for the magnetization, as defined in
Eq. (18). As shown in Fig. 10(b), the crossing occurs at
T, = 0.6692(2).

As expected, the zg order parameter does not onset at the
same temperature as the magnetization. Below T, there is a
crossover from symmetric U(1) correlations, with finite mag-
netization and negligible zg, to true Zg symmetry breaking
behavior, with both finite magnetization and finite zg order
parameter.

D. One-dimensional scenario

To round off our discussion of the thermodynamic behavior
on spatial dimensionality, we provide a brief overview of re-
sults for the one-dimensional edge-sharing chain of Fig. 4(b).
Our analytical expectation, based on the 1D nature of the
model, is that no true long-range order can be stabilized at
finite temperatures, but instead the system will show a cross-
over to a regime with local short-range magnetic correlations
that mimic the unstable long-range order.

Our numerical simulations indeed corroborate the expected
physics. As shown in the summary in Fig. 11(a) the sys-
tem is devoid of any true phase transition — the bump in the
specific heat exhibits no scaling behavior with increasing sys-
tem size and the magnetization remains zero for all tempera-
tures. The model does exhibit local, short-range structure, as
can be seen in the histograms of the local planar magnetiza-
tion, (mkLP, mfy’p), defined on a single triangle (rather than the
whole lattice), in Fig. 11(b)-(d). As the temperature is low-
ered, short-range correlations with a distinctive circular ring
structure emerge, reminiscent of the U(1) symmetric struc-
ture observed in the global magnetization in the 2D case. The
ring in fact has a small Z, modulation, most clearly seen in the
lowest temperature histogram at 7" = 0.14 in Fig. 11(b). The
Hamiltonian in this 1D lattice geometry possesses only dis-
crete Zo symmetries, in contrast to the Zg symmetry intrinsic
to the kagome and hyperkagome on account of their C'5 lattice
rotational symmetry.

IV. QUANTUM ORDER-BY-DISORDER

Having established the interplay of thermal fluctuations and
the emergent U (1) symmetry in the AFM I'"-model, a natural
follow-up question is to address the effect of quantum fluc-
tuations, expecting that they will similarly drive a quantum

(a) one spatial dimension
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FIG. 11. Finite temperature physics for one-dimensional systems.
(a) Schematic phase diagram. In the one-dimensional case, there
is no finite-temperature phase transition. There is only a thermal
crossover at T, from a fully paramagnetic regime to one with short-
range spin-spin correlations. (b)-(d) Histograms of the local planar
magnetization, i.e. the planar magnetization of a single triangle. (e)-
(f) Specific heat and energy as a function of temperature. The broad
bump in the heat capacity indicates the location of the expected ther-
mal crossover. The Monte Carlo simulations are for system sizes
L = 50,500, 5000, i.e. up to a total of N = 30, 000 spins. The data
is obtained as averages over 10 measurements.

order-by-disorder selection of a discrete set of ground states
(not necessarily identical to their thermal counterparts).

The quantum order-by-disorder calculation shares many
similarities with the classical calculation outlined in detail in
Sec. IIT A. Therefore, we only briefly summarize the steps of
the quantum calculation here and refer the inclined reader to
Ref. [34] for details. For the quantum case, the quadratic fluc-
tuations about the ordered ground state can be captured via
a Holstein-Primakoff transformation and subsequent expan-
sion in 1/S [35]. After a Fourier transformation, the resulting
quadratic Hamiltonian at order O(.S) in the expansion can be
diagonalized, giving the magnon band structure familiar from
linear spin-wave theory (LSWT). The quantum correction to
the classical ground state energy is then simply the sum of all
of the LSWT eigenvalues (as opposed to the sum of the loga-
rithm of the eigenvalues that we saw in the case of the entropy
correction for the case of thermal fluctuations). This correc-
tion, solely due to quantum zero-point fluctuations, will break
the emergent U(1) symmetry of the classical AFM ground-
state manifold and is again found to select a discrete six-fold
subset of states.



1 1
| 1
1 1
& 1 |
b>5 1 1
5 1.5 1 1 1
= | |
v 1 1
1 1
1 1
0.0 } }
T M R r
momentum k
(b) 3.0
K a .
>
20 1.5 -
<] I |
S
Q
0.0
I Iy

momentum k

FIG. 12. Quantum order-by-disorder magnon band structures.
[lustrated are the magnon band structures resulting from quantum
fluctuations for (a) the kagome and (b) the hyperkagome lattice for
the AFM ground state corresponding to § = 0. The I point refers to
the center of the Brillouin zone, R refers to the corner, M refers to
the center of the edges and X refers to the center of the face.

The magnon band structures from LSWT for a represen-
tative example of the AFM ground-state manifold (the case
@ = 0) are shown in Fig. 12 for both the two-dimensional
kagome lattice and the three-dimensional hyperkagome lat-
tice. Note that both band structures exhibit gapless points at
zero momentum. This zero energy, zero momentum mode is
a reflection of the emergent U(1) symmetry and is an artifact
of the approximations used to generate the spectrum. In real-
ity, quantum fluctuations will lift this pseudo-Goldstone mode
and fully gap the magnon spectrum, as expected for a model
with only discrete Hamiltonian symmetries.

Similar to before we are not interested in the magnitude
of the energy correction itself but rather in the difference be-
tween states within the ground-state manifold. We find that,
for both lattices, this difference can be written as

AEQ(0) = dquantum - cos(66) , (19)

with dquantum = 7.9 - 107° for the kagome and dquantum =
7.1-10~6 for the hyperkagome lattice. Exactly as in the case of
thermal fluctuations, quantum fluctuations select the six max-
imally non-coplanar ground states within the AFM ground-
state manifold. In other words, both thermal and quantum
order-by-disorder drive the selection of the exact same six-
fold set of ground states.

10
V. DISCUSSION

We have shown that the classical AFM I''-model, defined
on lattices constructed using an elementary 3-site triangle as
the building block, exhibits an emergent continuous U(1)
symmetry due to a purely accidental ground state degener-
acy. This systematic construction allows for a systematic
study of the impact of thermal and quantum fluctuations on
such an inherently fragile emergent symmetry. Focusing on
lattices with a combined spin and lattice Zg symmetry, ther-
mal fluctuations generate a rich finite temperature phase di-
agram with distinct physics depending on the dimensionality
of the lattice, as expected due to the renormalization group
flow of high-order clock anisotropy in the planar XY model
[28, 29]. Interestingly, both thermal and quantum fluctuations
select, via the thermal and quantum order-by-disorder mecha-
nisms, the same maximally non-coplanar ground states. It’s
important to note that not all lattices constructed using the
rules discussed in Sec. II will possess an underlying Zg sym-
metry. The 2D square-kagome lattice, constructed via con-
necting corner-sharing triangles, is an obvious example. In
this case, the model possesses only discrete Zo symmetries,
which are highly relevant perturbations that trigger a single
finite-temperature transition from the high-temperature para-
magnetic phase to a low-temperature Z Ising ordered phase
(see Appendix A for more details). Let us also note that the
order-by-disorder physics of the 2D kagome lattice discussed
here complements a number of existing 2D studies, for exam-
ple, the generic nearest-neighbor models on the kagome lat-
tice discussed in Ref. [36], and the Kitaev-Heisenberg model
on the honeycomb lattice [14, 15]. Similarly, the 3D hyperk-
agome results complement the order-by-disorder phenomena
heavily discussed on the pyrochlore lattice, e.g. in Refs. [16—
19, 27, 37].

The relevance of the model, or more realistically a model
with dominant I'/ interactions, for materials is not at all clear
at this moment in time. Though there are candidate materials
in which the TV interaction appears, it is always sub-dominant
and, as far as we are aware, there is no currently known mi-
croscopic mechanism to generate a dominant symmetric off-
diagonal exchange interaction. However, there is evidence for
substantial off-diagonal interactions of I'-type in a recent rare-
earth based hyperhoneycomb material [38]. It has also been
suggested that an extended Kitaev model may be of relevance
to the rare-earth based kagome lattice compounds of the type
AoRE;3Sb3014, where A = Mg or Zn and RE is a rare-earth
ion [39—43]. Future materials studies may uncover more con-
crete candidate materials.

Though we have focused on lattices of corner-sharing trian-
gles in this work, the I'V-model is perhaps most well-known as
a component of the extended Kitaev model on the honeycomb
lattice. However, the classical ground states of the model on
the honeycomb lattice are actually rather unexciting, for both
the FM and AFM cases (see Appendix A for more details). It
exhibits a simple fully FM ground state, with all spins pointing
along the [111] direction, for the FM case, and a simple Neel
ground state, with the spins on the A sublattice pointing along

[111] and on the B sublattice along [111] (as well as in both



cases a second partner ground state with all spins flipped).
The T-model thus provides an example in which much richer
physics can be unlocked by moving beyond honeycomb-based
lattices and studying extended Kitaev models on triangular-
based lattices.
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Appendix A: I''-model on alternative lattice geometries

The lattice models discussed in the main text, kagome and
hyperkagome, are just two examples of lattices that maintain
the emergent U (1) symmetry of the AFM I"V-model of a single
triangle. Here we briefly discuss the physics of two alterna-
tive lattice geometries, (i) the honeycomb lattice, which does
not exhibit an emergent U(1) symmetry, and (ii) the square-
kagome lattice, which does not possess a C5 lattice rotation
symmetry and thus only has a Zs symmetry, rather than a Zg
symmetry.

(a) (b)

FIG. 13. Alternative lattice geometries. Illustrated are additional
lattice geometries for the IV model. These are (a) honeycomb and
(b) square-kagome (squagome).

honeycomb lattice

The T model is most well-known as a component of the
extended Kitaev model on the honeycomb lattice, used to de-
scribe the physics of the “Kitaev materials” [21]. A very nat-
ural question then is what is the ground state of the pure I"-
model on the honeycomb lattice? The answer turns out to
be rather straightforward. For the ferromagnetic model, the
ground state is a simple [111] ferromagnet, with the spins on
the A and B sublattices given by

1 1
Sa=Sp==—7 11

Al
NA® (AL)

For the anti-ferromagnetic model, the ground state is a simple
[111] Neel antiferromagnet, with the spins on the A and B
sublattices given by

g g
V31 v3\1

where o = £1.

square-kagome lattice

The square-kagome (or squagome) lattice is, like the
kagome lattice, a two-dimensional lattice of corner-sharing
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FIG. 14. Thermodynamics for the square-kagome lattice. Shown
are the numerical results from classical Monte Carlo simulations for
the square-kagome lattice for systems sizes L = 30, 45, 60, i.e. up to
atotal of N = 21, 600. The geometry of the lattice leads to a distinct
finite-temperature phase diagram, resembling the XY model with a
Zs, rather than Zg, perturbation. Specifically, the square-kagome
lattice exhibits a direct Ising transition to a Z» ordered phase, that is
captured by a z2 order parameter.

triangles. In other words, it can also be constructed using
the lattice construction rules outlined in the main text that
maintain the emergent U (1) symmetry of the AFM I''-model.
However, highly relevant for the finite temperature physics of
the model, the lattice crucially does not possess a C3 lattice
rotation symmetry (unlike the kagome and hyperkagome lat-
tices considered in the main text). Thus, when considering
the impact of thermal fluctuations, the resulting entropy cor-
rections are given by

AS =dcos(20 +27/3), (A3)
which exhibits a 26, rather than 66, dependence. This is in
sharp contrast to the kagome and hyperkagome lattices con-
sidered in the main text and reflects the distinct underlying
symmetry of the I''-Hamiltonian on the square-kagome lat-
tice.

The physics of the model resembles the planar XY model
with a Zo, rather than Zg, perturbation. In this case, such a
perturbation is relevant even close to the critical point and
one expects a single, direct Ising transition from the high-
temperature paramagnetic phase to the low-temperature Zo
ordered phase [28]. This expectation is again confirmed by
numerical Monte Carlo simulations, with the results shown
in Fig. 14. The specific heat exhibits a single peak at which
there is a simultaneous onset of a finite magnetization and 2o
parameter, defined as zy = cos(26 + 27/3).

Appendix B: Monte Carlo

The technique of choice for the numerical simulations is
Markov Chain Monte Carlo (MCMC). This technique suits
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our investigation of the model since it is an exact technique
that allows us to explore the full thermodynamics including
entropic effects across multiple dimensions. Moreover, it does
not suffer from the sign problem since our model is based on
classical Heisenberg spins.

1. Methodology

The Monte Carlo technique used for these simulations is
based on Ref. [27]. Here, the thermalization for the configu-
rations is done in two steps.

1. Simulated annealing

2. Parallel tempering

The measurements are also done using the parallel tem-
pering (replica exchange) Monte Carlo method. Each Monte
Carlo Sweep (MCS) consists of the following steps.

1. Conical local updates based on Ref. [46]
2. Over-relaxation updates

3. Replica exchange

4. Measurement

We improved the phase space sampling for the Monte Carlo
simulations by using the optimization discussed in [46]. The
simulations were implemented in Julia [47] using the pack-
ages in Ref. [48, 49] and the visualizations are implemented
using packages in Ref. [50, 51].

2. Parameters for Monte Carlo simulations

Here we discuss the parameters used for the Monte Carlo
simulations. The number of thermalization sweeps (/N7) is
done in two steps. First, a total of N thermalization sweeps
spread across all temperatures higher than or equal to the
necessary temperature performed using simulated annealing.
Second, N thermalization sweeps performed at the fixed
temperature. The number of measurement sweeps (Njy) is
generally Nj; = 10Ng. Other parameters used when per-
forming the simulations are given in table /.

Parameter Value
Measurement rate 1 per sweep
Replica exchange rate 1 per 10 sweeps
Over-relaxation update rate 1 per sweep

TABLE 1. Monte Carlo Parameters. The parameters used for par-
allel tempering (replica exchange) Monte Carlo simulations



3. Statistics

This subsection gives information on the number of mea-
surements and technique used for the data presented in this
work. For the kagome and hyperkagome lattices, Figure 7
shows data from parallel tempering Monte Carlo runs. For
each system size, we perform 100 independent runs with each
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run containing 107 measurements for a total of 10° measure-
ments.

Figure 9 shows data from a Monte Carlo run that records the
magnetization vector from each measurement which is then
plotted using a 2D histogram. The bins are spaced evenly from
—1 to 1 with 100 bins in each direction. The data is gathered
from 100 independent simulated annealing runs with each run
containing 10 measurements for a total of 10 measurements.
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