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Abstract

Magnets have fascinated people for centuries and strongly shaped society—from compass nee-
dles guiding explorers to electric motors powering modern technology. The best-known examples
are ferromagnets, where aligned electron spins produce macroscopic magnetization. Depending
on the ions and crystal structure, however, many other magnetically ordered states can emerge,
such as antiferromagnets with alternating spin alignment. This thesis focuses on even more ex-
otic cases in which competing interactions in combination with quantum fluctuations suppress
such order entirely—even at zero temperature. In such systems, spins instead remain in a quan-
tum superposition of many configurations with strong long-range entanglement, forming what is
known as a quantum spin liquid (QSL).

QSLs are a phase of matter beyond the Landau paradigm, as—by definition—they do not
break any conventional symmetries. Moreover, their entangled nature produces fractionalized
excitations—quasiparticles carrying only fractions of the electron’s quantum numbers—which in
two dimensions can even obey anyonic statistics and have no counterpart in fundamental parti-
cles. These properties make QSLs a fascinating phase of matter, in principle readily accessible
through tabletop experiments. Furthermore, initial interest in QSLs was motivated by proposed
links to high-temperature superconductivity and topological quantum computing, highlighting
their potential practical relevance. Yet since Anderson’s original proposal in 1973, no material
has been unambiguously identified to host a QSL.

In this thesis, we numerically study quantum spin models for three promising classes of can-
didate systems: pyrochlore rare-earth oxides, maple-leaf magnets, and moiré materials. Each
hosts mechanisms that are believed to amplify the effects of quantum fluctuations and thus may
stabilize exotic quantum ground states without classical counterparts.

In pyrochlore rare-earth oxides, strong spin—orbit coupling gives rise to highly anisotropic
interactions that can produce strong frustration. Prime examples are the classical spin-ice ma-
terials, which realize a classical spin liquid state described by an emergent gauge theory. For
a more general Hamiltonian relevant to many of these compounds, a broad family of classical
spin liquids has been identified, characterized by exotic higher-rank emergent gauge theories.
We investigate how quantum fluctuations affect the classical spin-liquid phases and discuss the
corresponding implications for rare-earth compounds.

Motivated by recent material realizations, we also investigate spin models on the maple-leaf
lattice—a two-dimensional network of triangles and hexagons closely related to the triangular
and highly frustrated kagome lattice. Spin models on this lattice have been shown to host
several valence-bond solid states close to antiferromagnetic phases, which may enable exotic
phase transitions involving deconfined criticality or intermediate spin-liquid regimes. We map
out the as of yet relatively unexplored phase diagram of the nearest-neighbor model and explore
the effect of longer-range interactions, which on related lattices are known to stabilize chiral spin
liquids.

The last class we study are moiré materials, where stacking two-dimensional layers with a
twist or lattice mismatch induces strong correlations in otherwise weakly interacting systems.
Their tunability has revealed a wide range of correlated phases, including Mott insulating states
and superconductivity, most prominently in twisted bilayer graphene and related materials. In
the strong-coupling regime relevant to the insulating phases, spin becomes entangled with an
emergent valley degree of freedom, giving rise to local moments transforming under an enlarged



SU(4) symmetry, that is believed to amplify quantum fluctuations. We investigate such a model
for trilayer graphene aligned with hexagonal boron nitride (TG/h-BN), identifying both novel
ordered states and putative spin—valley entangled quantum spin liquids.

All of these systems are governed by frustrated quantum spin models, which remain notoriously
difficult to analyze even with state-of-the-art many-body methods. The challenges are amplified
by the three-dimensional geometry and anisotropic interactions of pyrochlores, the large unit
cell of the maple-leaf lattice, and the enlarged local Hilbert space of SU(4) spin—valley models.
A central part of this thesis is therefore devoted to extending the pseudo-fermion functional
renormalization group (pf-FRG) to these settings. The pf-FRG is by now a well-established
method for distinguishing ordered from quantum paramagnetic phases across a broad range
of frustrated systems where most other approaches fail. In addition, we develop and apply
complementary methods—including classical and mean-field approaches—to support the pf~-FRG
analysis. Most notably, we introduce a semiclassical Monte Carlo method tailored to SU(4)
spin models, which allows us to investigate exotic ordered states of spin—valley and spin—orbit
entangled materials.
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Outline

This thesis develops and applies several numerical approaches—most notably the pseudo-fermion
functional renormalization group (pf~-FRG)—to three classes of candidate quantum materials: py-
rochlore rare-earth oxides, maple-leaf magnets, and moiré systems. Beyond the two introductory
chapters, the thesis is divided into Part I, which discusses the methods employed, and Part II,
which presents the results of applying them. The detailed structure is as follows.

Chapter 1 introduces the fundamental theoretical concepts underlying exotic ground states
in quantum spin models. We first discuss how frustration can give rise to classical spin liquids
and then how quantum fluctuations may stabilize unconventional quantum paramagnets such as
valence-bond solids and quantum spin liquids. We also highlight the types of interactions believed
to favor these phases, motivating the material classes studied later. Chapter 2 explains how
magnetic Mott-insulating materials can be described by quantum spin models, focusing on the
formation of local magnetic moments, the microscopic mechanisms giving rise to the various
exchange interactions studied later in this thesis, and the emergence of SU(4) spin models in
spin—valley- or spin-orbital-entangled systems.

In Part I, Chapter 3 presents classical and mean-field methods used to complement pf~-FRG.
We begin with the Luttinger—Tisza method, an elegant approach to classical ground states.
We then introduce a semiclassical limit for SU(4) spin models and a Monte Carlo scheme we
developed to study their ground states and finite-temperature behavior. We conclude with
a description of cluster mean-field theory (CMFT), which incorporates short-range quantum
fluctuations at much lower cost than pf~-FRG. Chapter 4 introduces the concepts and definitions
underlying pf-FRG, its extension to spin—orbit coupled models with anisotropic interactions, and
to SU(4) spin—valley models. We also describe how phase diagrams are obtained in practice.

Part IT begins with Chapter 5, where we investigate the role of quantum fluctuations in
pyrochlore rare-earth oxides. Particular attention is given to the fate of classical higher-rank
spin liquids and the implications for real compounds, with a focus on YbyTisO,, whose low-
energy behavior is not well captured by pure classical treatments. In Chapter 6, we combine
the Luttinger—Tisza method, CMFT, and pf~-FRG to map the phase diagram of the maple-
leaf lattice, both for different nearest-neighbor interactions, where multiple valence-bond solid
phases arise, and for longer-range cross-plaquette couplings, which may stabilize chiral spin
liquids. Chapter 7 first uses our semiclassical Monte Carlo approach to study spin—valley
orders in a model for single-layer graphene subject to a smooth moiré potential, induced by
an insulating substrate layer. We then analyze the strong-coupling limit of a spin-valley model
derived for trilayer graphene aligned with hexagonal boron nitride (TG/h-BN), investigating
possible spin—valley liquid phases with our SU(4) extension of pf-FRG. Finally, Chapter 8
offers concluding remarks and an outlook.






Chapter 1

Introduction

Magnetic materials have fascinated people for thousands of years. Ancient texts from Greece,
India, and China already describe the curious power of the lodestone: a rock that mysteriously
pulls on iron. Even today, I’ve yet to meet anyone who isn’t at least a little delighted when
given two permanent magnets to fiddle with. We now understand that a lodestone is actually a
naturally magnetized crystal of magnetite—an iron oxide with the formula Fe;O,. Materials like
magnetite that can hold on to a magnetic field even without any external influence are called
ferromagnets. They’ve been known for a very long time, and their impact on society has been
enormous: from guiding early explorers with compasses, to driving electric motors and powering
most of the devices we use every day, and—perhaps most importantly—keeping souvenir magnets
firmly attached to our refrigerators.

A good understanding of the underlying effect, however, only came in the 20th century, with
the discovery of the electron and the development of quantum mechanics. As it turns out,
magnetism in matter is an inherently quantum mechanical phenomenon. Its origin lies in the
quantized angular momentum of elementary particles—mostly of the electrons. This angular
momentum has two parts: an orbital contribution, which depends on the electron’s state, and an
intrinsic part called spin, which is an inherent property of every fundamental particle. Together,
these give each particle a tiny magnetic moment, similar to how a current circling a loop of wire
induces a magnetic field. These magnetic moments can be thought of as small magnets in their
own right—although incredibly small, quantum mechanical versions.

Many materials have their electrons arranged so that the angular momenta cancel out, leav-
ing no net magnetic moment. That is why the majority of substances hardly react to external
magnetic fields. In ferromagnets, however, some electrons carry uncompensated angular mo-
mentum, giving rise to finite microscopic magnetic moments, and crucially, the quantum nature
of electrons drives an interaction that favors their alignment. At sufficiently low temperatures,
these microscopic moments line up and add together, producing a macroscopic magnetization—a
permanent magnet strong enough to stick to a fridge.!

Although most familiar from daily life, ferromagnetism is only one of many ways in which the
local magnetic moments of a material can arrange, or order. Magnetism is remarkably rich: both
the type and strength of local moments, as well as the effective interactions between them, depend
intricately on the chemical elements involved and how they are arranged in the crystal lattice.
These interactions can take many forms—they may favor aligned or anti-aligned moments, act
over long or short distances, prefer specific spatial directions, or vary from one atomic pair to
the next. The result is a whole zoo of possible magnetic orders: from ferromagnets, where all
moments align, and antiferromagnets, where neighbors point in opposite directions, to more
complex textures such as two-dimensional spin spirals or even three-dimensional, topologically

'In real materials, the moments do not all align at once. Instead, the crystal divides into domains whose
magnetizations point in different directions and largely cancel. An external field can reorient and
merge these domains, producing a net magnetization that remains even after the field is removed [1].



Chapter 1 Introduction

nontrivial structures like skyrmions [2] and hopfions [3]. In other cases, the interactions are too
weak to cause spontaneous order. The moments then only line up when an external field is
applied, and fall back into disorder as soon as it is switched off. This is called paramagnetism.

Both ordered and paramagnetic states have something in common: they can be well described
within a classical picture. Their local magnetic moments behave like tiny compass needles
pointing in different directions in three-dimensional space. Materials of this kind—such as the
ferromagnet magnetite—are relatively well understood, both theoretically and experimentally.
But not all magnets fit this picture. When competing interactions favor different alignments
of the magnetic moments, ground states may emerge with no classical analog, with properties
that are inherently quantum mechanical. Rather than settling into a single spin configuration,
they exist in a vast quantum superposition of many states, bound together by strong, long-
range entanglement. Crucially, this entanglement cannot be tuned away gradually—returning
to an essentially classical state requires crossing a phase transition. Such states therefore form
a distinct phase of matter, and in magnetic systems they are known as quantum spin liquids
(QSLs) [4].

Unlike ordered magnets or paramagnets, QSLs are notoriously difficult to describe. In fact,
there is still no universally agreed-upon definition of what exactly constitutes a QSL, since
“entanglement” itself is not easily quantified [4]. What all QSLs share, and what gives them
their name, is that despite strong interactions between local moments, the system never settles
into an ordered pattern—even at absolute zero. In this sense, they behave like a liquid that
never freezes, no matter how much it is cooled (the only known physical example of this is
liquid helium). And the mystery doesn’t stop at theory. Since Anderson first proposed the
QSL in 1973 [5], no material has yet been unambiguously shown to host such a state. Still, a
large and active research community—including the work presented in this thesis—is devoted
to understanding QSLs and to finally realizing them in experiment. Which naturally raises the
question: why should we care about this elusive state of matter at all?

There are multiple answers to this question, which I will explore in more detail later. Broadly,
the motivations fall into two categories. The first is their genuinely exotic nature. QSLs represent
a phase of matter outside the traditional Ginzburg—Landau framework [6, 7], as they specifically
do not spontaneously break the symmetries of the system.2Moreover, when these systems are
excited—for instance by heating—the resulting quasiparticles can carry only fractions of the
electron’s quantum numbers, with no counterparts among the known fundamental particles [6].
The possibility of studying such deeply fundamental phenomena in a crystal, accessible through
tabletop experiments, is fascinating in its own right.

The second category of motivation is more practical, though also more speculative. A subset
of QSLs feature topological order—a global property that makes their excitations more robust
against local perturbations [6]. This has made topological QSLs attractive candidates for quan-
tum computing, where stability against noise is one of the central challenges [8]. Current efforts,
such as Microsoft’s pursuit of a topological quantum computer, rely on hybrid semiconductor—su-
perconductor nanowire devices that are believed to host similar excitations, rather than on in-
trinsic spin-liquid materials [9]. The discovery of a true topological spin liquid in a magnetic
material could be transformative for the development of robust, large-scale quantum devices.
Finally, the motivation initially driving research on QSLs was Anderson’s proposal [10] of a

2Some QSLs, such as chiral spin liquids, do break additional symmetries—for example, time-reversal.
In such cases, symmetry breaking is part of their character, but not their only defining feature: what
still distinguishes them from conventional magnets is the absence of long-range order, the presence of
long-range entanglement and fractionalized excitations.



possible link to high-temperature superconductivity—an effect still poorly understood [11, 12]
but of enormous technological potential. Although this connection remains speculative, gaining
insight into QSLs may eventually help in the search for superconductors with higher transition
temperatures, potentially paving the way for practical applications.

Regardless of the motivation, the main objective of the research that culminated in this thesis
is to explore novel classes of magnetic materials in which quantum effects—often referred to
collectively as quantum fluctuations—are expected to play a significant role. Such systems are
promising candidates to host quantum spin liquids as well as other inherently quantum ground
states. As theoretical physicists, we don’t study these materials directly in the lab. Instead,
we work with effective models that capture their essential physics—whether for materials that
already exist or ones that might be realized in the future. In particular, this thesis focuses on
materials in which the electrons are strongly localized to the ions—commonly referred to as
Mott insulators—which can be effectively described by quantum spin models that capture the
interactions between the localized magnetic moments within the crystal.

These models are notoriously hard to solve, even with the most advanced computational tools
in solid-state physics. A major part of this thesis is therefore devoted to further developing com-
putational methods for spin models that lie beyond the reach of existing approaches. Alongside
the use of various classical, semiclassical, and mean-field approaches—which heavily approxi-
mate or even neglect quantum fluctuations—the main focus of this work is on extending and
applying the pseudo-fermion functional renormalization group (pf~-FRG) to new classes of mate-
rials [13, 14]. By now, pf-FRG is a well-established method, capable of distinguishing between
conventional long-range order and unconventional quantum ground states by systematically in-
corporating quantum fluctuations beyond the mean-field level. Importantly, it can also handle
highly frustrated spin models in both two and three dimensions—a regime where most other
methods break down [14]. In this thesis, we have extended and applied the pf-FRG to three
novel material classes: pyrochlore rare-earth oxides, maple-leaf magnets, and moiré systems. All
of them feature different types of interactions, crystal structures, and, in the case of moiré ma-
terials, even novel types of effective local magnetic moments. The guiding question throughout
is: What role do quantum fluctuations play in these systems, and can they stabilize ground states
that are absent in a purely classical analysis?

The results of our numerical analysis, along with introductions to the physical properties and
broader relevance of the studied materials, are presented in the respective chapters of Part IT (Ap-
plications). Before that, Part I (Methods) is devoted to the computational techniques employed
in this work, with particular emphasis on the new developments and implementations made
during the course of the thesis. The most significant advances are the extension of our pf~-FRG
implementation to spin—orbit—coupled systems with highly anisotropic bond-dependent interac-
tions, and to spin models formulated in terms of SU(4) generators rather than the conventional
SU(2) spin operators. The remainder of the introduction sets the stage by outlining the common
themes that give rise to unconventional states in magnetic materials. We begin with convention-
ally ordered phases that admit a classical description, and then illustrate how frustration and
quantum fluctuations can drive the emergence of unconventional quantum states—including, but
not limited to, QSLs. This motivates the spin models and material classes studied in this thesis.
We then provide a brief overview of standard numerical approaches to quantum many-body sys-
tems, concluding with an explanation of why we ultimately employ the pf~-FRG. While this first
chapter emphasizes theoretical concepts and effective models, Chapter 2 provides an intuitive
motivation for why materials can be described by quantum spin models in the first place, and
discusses the microscopic origins of the different interactions that can arise.
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Figure 1.1 — Classically ordered states (a) Ferromagnetic order on the square lattice. (b) Néel order
on square lattice. (¢) 120° order on the triangular lattice. The colors highlight the bipartite (tripartite)
nature of the square (triangular) lattice.

1.1 Classical spins, frustration and classical spin liquids

In this thesis, we focus on magnetic materials in which magnetism arises from electrons that
are strongly localized to the magnetic ions of a crystal lattice?. In such systems—commonly
referred to as Mott insulators—the electrons are bound to the ions and do can not move through
the crystal. Their spin and orbital degrees of freedom, and the associated magnetic moments,
however, remain free to fluctuate. Although our ultimate aim is to study quantum effects, as
already emphasized in the introduction, many magnetic materials can be captured to a good
extent by a classical description. Such an approach is particularly suitable at high temperatures,
where thermal fluctuations can destroy quantum coherence, and—as we will see later—also
for local moments originating from large angular momentum J.

Frustration in classical spin models In the classical description of Mott insulators, the local
magnetic moments—often simply referred to as spins—are represented by normalized three-
dimensional vectors S; = (S¥,57,57) € R3 of fixed length |S;|> = 1, localized on site i of a
crystal lattice. The simplest model for their interaction is the Heisenberg Hamiltonian

H=7Y S;-5;, (1.1)
)

where the sum goes over nearest neighbors (ij). The sign of the exchange constant J deter-
mines whether neighboring spins prefer to align parallel (ferromagnetic, J < 0) or antiparallel
(antiferromagnetic, J > 0).

In the ferromagnetic case, energy is minimized by all spins pointing in the same direction,
as shown for the square lattice in Fig. 1.1(a). Antiferromagnets, on the other hand, are more
subtle, as the ground state depends intricately on the lattice geometry. If the lattice is bipartite,
meaning that its sites can be divided into two sublattices such that every nearest-neighbor bond
connects different sublattices (as highlighted for the square lattice in Fig. 1.1), the ground state
is the Néel state, with neighboring spins exactly antiparallel [illustrated in Fig. 1.1(b)]. On non-
bipartite lattices, however, it is impossible to form a state that fully minimizes all bond energies
simultaneously—a phenomenon known as geometric frustration. On the triangular lattice, for
example, not all three spins in a triangle can be pairwise antiparallel [Fig. 1.2(a)]. Instead, the

3Magnetism can also arise from the collective behavior of itinerant electrons in metals, but such cases
will not be considered in this thesis.



1.1 Classical spins, frustration and classical spin liquids

(a) (©) (d)

Figure 1.2 — Examples of frustration. (a) Antiferromagnetically coupled Ising spins on a single triangle
illustrate the basic case of geometric frustration. (b) On the square lattice, adding next-nearest-neighbor
interactions leads to exchange frustration. (c) The Kitaev honeycomb model, where each color represents
a coupling J, 57 S7 (a = xz,y, z) between different spin components, provides another example of exchange
frustration via anisotropic exchange. (d) Ising spins constrained to the local (111) axes on the pyrochlore
lattice (dotted lines). The blue arrows depict a two-in/two-out configuration characteristic of classical
spin ice, a spin-liquid state that emerges from geometric frustration with antiferromagnetic coupling.

minimum-energy configuration is one in which neighboring spins form 120° angles, as shown in
Fig. 1.1(c).

Frustration can also arise without special lattice geometry, but instead through competing
interactions. A classic example is the square-lattice Heisenberg model with added next-nearest-
neighbor couplings [Fig. 1.2(b)], which compete with the nearest-neighbor exchange. Another is
the Kitaev honeycomb model [15], defined by the Hamiltonian

H=J, Y SiSi+J, > SUsV+0. > S5iSs (1.2)

(ij)€x-bonds (ij)€y-bonds (ij)€2z-bonds

where the Ising-like interactions depend on the orientation of the bond, as illustrated in Fig. 1.2(c).
Although the honeycomb lattice is bipartite and thus unfrustrated in the geometric sense, the
bond-dependent couplings generate a distinct form of exchange frustration: a spin aligned to
minimize an z-bond interaction cannot simultaneously minimize the y- and z-bond terms.

Classical spin liquids On the triangular-lattice antiferromagnet, the system resolves its frustra-
tion by forming a 120° ordered state. This state is the unique ground state, apart from global
spin rotations and a twofold degeneracy associated with the clockwise or counterclockwise wind-
ing of the spins on each elementary triangle, known as the chirality. For other models, such as
the Heisenberg model on the kagome lattice [made of corner-sharing triangles| or the pyrochlore
lattice [made of corner-sharing tetrahedra, Fig. 1.2(d)], the effect of frustration is more severe:
for AFM exchange, there is no unique ordered ground state. Instead, an extensive number of
configurations minimize the classical Hamiltonian, the vast majority of which are disordered and
show no regular pattern. Such a system retains a finite residual entropy even at zero temperature.

If a frustrated model exhibits an extensively degenerate ground-state manifold, two scenarios
are possible once temperature effects are taken into account. In some cases, a discrete subset of
configurations carries higher entropy than the rest, so thermal fluctuations select these states and
induce long-range order at any small but finite temperature. This counterintuitive mechanism
is known as order-by-disorder [16], and explains, for example, the selection of coplanar states in
the classical kagome antiferromagnet [17].
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In other cases, such as the classical pyrochlore antiferromagnet, thermal fluctuations are in-
sufficient to lift the degeneracy, and the system remains disordered even at the lowest tempera-
tures [18]. The corresponding low-temperature phase is then referred to as a classical spin liquid
and, despite being disordered, already displays remarkable emergent properties within a purely
classical description.

Emergent gauge theories To make this more transparent, let us stay on the pyrochlore lattice
but simplify the problem by considering the Ising limit, where each spin is constrained to point
along a single axis 2. For concreteness, we take 2 to point from the center of each tetrahe-
dron toward its vertices [see Fig. 1.2(d)], so that every spin can only point ‘in’ or ‘out’ of the
tetrahedron. In this limit, the Hamiltonian can be rewritten as

H=1J) 85 = iz > s;
(i5) 2 t et

where, in the second step, the sum runs over all elementary tetrahedra of the lattice. Since, in
this form, the Hamiltonian contains only positive terms, it is minimized by spin configurations
satisfying the local constraint

> 87 =0. (1.4)

1€t

2
+ const. , (1.3)

This condition requires that, on each tetrahedron, exactly two spins point inwards and two point
outwards. For a single tetrahedron, six configurations satisfy this constraint, and when extended
to the infinite lattice in the thermodynamic limit, they give rise to an extensively degenerate
ground-state manifold. Thermal fluctuations again fail to lift this degeneracy. Remarkably, the
residual entropy of this state is exactly the same as for the proton disorder in water ice first
predicted by Pauling [19]. The magnetic analogue has therefore been termed spin ice [20].

The spin-ice state becomes particularly striking when viewed through its effective low-energy
description. We can define an effective field B that represents the local magnetization and
lives on the bonds of the lattice connecting the tetrahedron centers [depicted as blue arrows in
Fig. 1.2(d)]. Upon coarse-graining, the spin-ice constraint translates into a Gauss’ law for the
effective field

Y 9,B°=V-B=0, (1.5)
a

directly analogous to classical electromagnetism. This constraint can be resolved by introducing
a vector potential A such that B = Vx A, with A defined only up to U(1) gauge transformations.
Spin ice is therefore a textbook example of an emergent gauge theory, a recurring theme in the
broader field of spin liquids.

The simplest excitations above the spin-ice manifold correspond to flipping a single spin. This
locally violates the constraint on the two tetrahedra sharing that spin, which in the gauge-theory
language corresponds to the appearance of finite monopole charges p = V - B. Remarkably, the
two monopoles can be separated without any additional energy cost by flipping further spins along
a connected path—meaning they are deconfined. This provides a particularly simple illustration
of fractionalization: a single elementary excitation (a spin flip) splits into two independent
monopole excitations connected by a Dirac string. In this way, spin ice offers the rare opportunity
to study the physics of emergent magnetic monopoles—objects that most likely do not exist as
fundamental particles—within a purely condensed-matter setting.

And although all of this sounds very theoretical, the most remarkable fact is that the spin-ice
phase is actually realized in materials. The famous dipolar spin-ice compounds Dy,Ti,O, and
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Ho,Tiy04[20] are strongly believed to host the spin-ice state at low temperatures and experi-
mental probes such as neutron scattering have observed signatures consistent with the predicted
emergent gauge field and deconfined monopole excitations [21-23]. The dipolar spin-ice com-
pounds belong to the larger material class of pyrochlore rare-earth oxides [24]. It was recently
discovered that the phase diagrams of Hamiltonians relevant to many of these compounds host
a rich variety of classical spin-liquid phases [25, 26]. Many of them are generalizations of the
spin-ice state, where the ground state manifold is also defined by a microscopic constraints that
leads to low energy descriptions via generalization of the Gauss’ laws and emergent higher rank
gauge theories [27, 28]. We explore this in greater detail in Chapter 5, where we investigate the
role of quantum fluctuations in pyrochlore rare-earth oxides and analyze a concrete example of
such an exotic classical spin-liquid phase.

1.2 Quantum fluctuations, valence bond solids and quantum spin liquids

We have seen that frustration can already give rise to unusual phases of matter within a purely
classical description of magnetic moments. In real materials, however, the underlying electrons
are quantum objects. Their intrinsic quantum nature introduces fluctuations that persist even at
zero temperature and, when combined with frustration, can drastically alter the low-temperature
physics.

Quantum spins To capture these quantum effects, we must describe the quantized angular mo-
mentum of the localized electrons—which we will, for simplicity, continue to refer to collectively
as “spin”. Unlike in the classical picture, spins are no longer three-dimensional vectors but quan-
tum operators S; = (S¥, 57, S7) acting on the local Hilbert space at site . Mathematically, the
components of the spin operator are generators of the Lie algebra su(2) of SU(2), or in other
words, of the rotations in the complex spin space. They are defined by the commutation relations

(S, 53] = Sij€abeSs (1.6)

where we set h = 1 throughout this thesis. Because different spin components do not commute,
they cannot be measured simultaneously.

The size of the local spin is specified by the spin quantum number S, which determines the
“magnitude” of the angular momentum. It is defined by the eigenvalue of the square of the spin
operator4

S? =S5(S+ 1)1, (1.7)

which we assume is the same across all sites ¢. For a given S, the projection of the spin along
a chosen quantization axis (conventionally the z-axis) takes the discrete values m = —S, —S +
1,...,S5. The corresponding eigenstates are labeled by |S,m) (or just |m) if S is fixed) and
satisfy

S?|S,m) = S(S +1)|S,m) S#1S,m) =m|S,m), (1.8)

where we now neglect the site dependence for brevity. These states form a complete basis of
the (25 + 1)-dimensional local Hilbert space. Since the spin operators do not commute, these
basis states cannot be simultaneous eigenstates of S* and SY. Their action is best understood
by introducing the ladder operators

St =8"+is% S =87 —is¥ (1.9)

4In group theory language, this is the quadratic Casimir element of the Lie-Algebra of SU(2)
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which act on the basis states by raising or lowering the magnetic quantum number m as

|IS;m+1) ifm< S
0 itm=.25

|S,m—1) ifm>-8

1.10
0 iftm=-5 ( )

S+|S,m>:{ S_|S,m>:{

In this way, the ladder operators introduce transitions between the different basis states of the
local Hilbert space. In this thesis, we will mainly focus on the most fundamental case, S = %
Here the spin projection takes only two values, m = i%, usually referred to as “spin up” [1) and
“spin down” [{). In this basis the spin operators reduce to simple Pauli matrices

S =1(6",0v,6°)". (1.11)

The Heisenberg dimer Some consequences of the quantum nature of spins can already be un-

derstood by considering the simplest case of two spin—% moments coupled via a Heisenberg
interaction (sometimes referred to as the Heisenberg dimer). The corresponding Hamiltonian

can be written using spin raising and lowering operators as

H = 7818, = J(5755 + S{S + S7S3) = JS*S* + %(SfS{ +5755). (1.12)
From this form it is straightforward to see that the eigenstates, expressed in the product basis
|mimsg), group into multiplets characterized by the total spin Siot, defined as the expectation
value Siot(Stor + 1) of 82, = (81 + S2)2. There is a singlet state with Sy = 0 and eigenenergy
E; =-3J/4,
1
V2

and the three triplet states with Siot = 1 and eigenenergy E; = J/4

(11 = 1), (1.13)

1
V2

For ferromagnetic exchange (J < 0), the triplet manifold forms the ground state. This includes
the fully polarized states, which correspond to the classical ferromagnet with maximal local mag-
netization | (S7) | = 1/2. For antiferromagnetic exchange (J > 0), however, the ground state is
the singlet. Unlike the classical Néel state |1]), which is not an eigenstate of the Hamiltonian,
the singlet has vanishing local magnetization, |<.S’l>|2 = 0, and thus represents a quantum param-
agnet. This has no classical analog: in the classical picture the local magnetization was fixed to
|S;|2 = 1. Moreover, the bond energy of the singlet E, = —3.J /4, is substantially lower than that
of the Néel configuration Enge = —J /4, highlighting why quantum fluctuations are generally far
more pronounced in systems with antiferromagnetic exchange.

), () +H) S - (1.14)

Ground states of quantum spin models The two-spin problem illustrates how quantum fluctua-
tions can favor singlets over classical order. The natural next question is what types of quantum
ground states can be realized in extended spin systems.

For unfrustrated models, such as ferromagnets, or antiferromagnets on bipartite lattices, the
tendency toward conventional long-range order usually prevails: most nearest-neighbor Heisen-
berg models still develop long-range magnetic order, though quantum fluctuations reduce the
local magnetization compared to the classical product state. These ordered states break the
global SU(2) spin symmetry and often lattice symmetries as well.

10
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Figure 1.3 — (a) (b)
Valence bond solids on the triangu-
lar lattice. Blue bonds indicate pairs of
spins forming a singlet state %(H@ —

[41)), which can arrange in regular (a)
or irregular patterns. A resonating va-
lence bond (RVB) state is the quantum
superposition of all possible singlet cov-
erings.

vA"vA"vA N
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In frustrated systems, however, quantum fluctuations are far more effective at destabilizing
classical order, opening the door to unconventional ground states. One natural possibility, di-
rectly inspired by the Heisenberg dimer, is that every spin forms a singlet with exactly one other
spin, so that the entire lattice is covered by pairwise bonds. Such states are called valence-bond
solids (VBS), or simply dimer states [29]. Two examples on the triangular lattice are shown in
Fig. 1.3. Although a VBS has zero local magnetization everywhere—and hence qualifies as a
quantum paramagnet—it typically breaks translational or rotational lattice symmetries. There
exist many possible valence-bond solids, distinguished by different patterns of singlet cover-
ings, as well as more general singlet phases in which larger clusters of spins form states with
Stot = 0 [29]. In Chapter 6, we will explore the possible realization of such states on the rela-
tively unexplored maple-leaf lattice, which is expected to host multiple distinct VBS phases in
its phase diagram [30, 31].

An even more intriguing possibility arises when the ground state is not locked into a single
dimer pattern but instead forms a coherent superposition of an extensive number of distinct
singlet coverings. In such a state, all lattice symmetries are preserved, and the result is a highly
entangled phase that breaks no conventional symmetry. This represents the prototype of a
quantum spin liquid, first envisioned by Anderson in 1973 under the name resonating valence-
bond (RVB) state [5]. By now, theorists have proposed a whole zoo of quantum spin liquids [4,
32]. Since they cannot be classified by broken symmetries, they are instead characterized by the
nature of their low-energy excitations and the emergent gauge fields that, much like in classical
spin ice, mediate their interactions [4, 7]. Excitingly, excitations in QSLs behave as quasiparticles
that carry only fractions of the quantum numbers of the original spins—for instance, spinons
with spin S = 1/2 but no electric charge found in U(1) spin liquids [33]. In gapped topological
spin liquids in two dimensions, these excitations can even behave as anyons, obeying exchange
statistics more general than those of fermions or bosons [6].

In practice, determining the true ground state of frustrated spin models is notoriously difficult
and even for simple nearest-neighbor antiferromagnetic Heisenberg models, the situation is un-
resolved on many lattices. A classic example is the triangular lattice antiferromagnet, which was
long discussed as a candidate quantum spin liquid but is now believed to realize conventional
120° order [34, 35]. Similarly, the Heisenberg antiferromagnet on the pyrochlore lattice was once
thought to host a U(1) quantum spin liquid, but recent numerical studies instead point to a
symmetry-breaking valence-bond ground state [36, 37].

These challenges make the rare cases of exactly solvable quantum spin models with established
spin-liquid ground states especially celebrated. The most famous such example is the Kitaev
honeycomb model [defined in Eq. (1.2) and illustrated in Fig. 1.2(c)] for which Kitaev showed
that, by representing the spin operators as real (spinless) Majorana fermions coupled to an
emergent Zs gauge field, the model becomes exactly solvable. Its ground state is a long-range
entangled quantum spin liquid that is gapless and topologically trivial in the isotropic limit

11
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J = Jy = J.. However, when time-reversal symmetry is broken—either explicitly by an applied
magnetic field or spontaneously for strong anisotropic couplings (e.g. J, > Jy, J,)—the system
becomes gapped and hosts non-Abelian anyonic excitations [15]. This shows that models and
materials with highly anisotropic, bond-dependent interactions may also be good candidates to
host spin liquid ground states.

Candidate quantum spin liquid materials To summarize, realizing a QSL or other quantum para-
magnetic ground state generally requires strong frustration. This can arise in two ways. First,
through geometric frustration, where isotropic interactions act on highly frustrated lattices such
as the triangular, kagome, or pyrochlore lattices. Second, through exchange frustration, either
from competing nearest- and further-neighbor couplings, or, as motivated by the Kitaev model,
from highly anisotropic bond-dependent interactions. Remarkably, both types of interactions
are realized in real materials: conventional Heisenberg exchange is present in most Mott insu-
lators [1], while strong anisotropic Kitaev-type interactions can arise in Mott insulators with
strong spin—orbit coupling, as first emphasized by Khaliullin and Jackeli [38, 39]. Such interac-
tions are typically encountered in compounds based on heavier 4d and 5d transition metals, or
in certain 4 f rare-earth magnets [40]. We will return to the microscopic origin of these different
interactions in the next chapter. Broadly speaking, candidate quantum spin liquid materials
also fall into these two regimes [41]. A paradigmatic example of the geometrically frustrated
route is Herbertsmithite ZnCus(OH)gCly, a S = 1/2 kagome antiferromagnet suggested to host
a spin-liquid ground state [42, 43]. On the anisotropic side, the most prominent Kitaev mate-
rial is @-RuCls, which is now understood to order magnetically at zero field but is thought to
realize a field-induced spin liquid at intermediate fields [44, 45]. There are many more materials
exhibiting signatures consistent with a QSL ground state [41], yet unambiguous, smoking-gun
evidence for a true QSL phase in any material is still missing.

Enhanced fluctuations in SU(4) spin models The considerations laid out in this section also guide
the choice of materials and spin models studied in this thesis. In Chapter 5, we investigate highly
anisotropic nearest-neighbor models on the pyrochlore lattice, while in Chapter 6 we study
Heisenberg models with competing interactions on the recently proposed, frustrated maple-leaf
lattice. In Chapter 7, by contrast, we explore a different mechanism that enhances the effects of
quantum fluctuations.

This mechanism can be realized in systems where an additional bi-valued quantum number
beyond spin is present—for example, orbital states in spin—orbital entangled Mott insulators or
valley indices in moiré materials built from stacked two-dimensional layers of graphene. The
combined spin and orbital/valley degrees of freedom may give rise to local moments described
not by the familiar generators of SU(2) but by generators of the enlarged symmetry group SU(4)
(examples of spin—orbital models include Refs. [46, 47], and for spin—valley models Refs. [48, 49]).
We note that models of this form were already explored in the so-called Kugel-Khomskii models
in the context of Jahn—Teller physics in transition-metal oxides [50]. Since the Lie algebra of
SU(N) has N? — 1 generators, SU(4) provides 15 independent “spin-directions” instead of the
three of SU(2), thereby likely enhancing the potential of quantum fluctuations to destabilize
magnetic order. This makes such systems promising candidates for realizing exotic quantum
phases, including spin—valley and spin—orbital liquids. For example, on the square lattice the
SU(2) Heisenberg antiferromagnet has long-range Néel order, but in the large- N limit the ground
state becomes a “staggered flux spin liquid” [51]. Similarly, while the SU(2) Heisenberg model
on the triangular lattice exhibits magnetic 120° order (see, e.g., [52]), its SU(4) counterpart is
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believed to favor a nonmagnetic valence-bond solid ground state [53]. Aside from the potential for
exotic spin—orbital or spin—valley liquid states, interactions that break the SU(4) symmetry can
also give rise to novel types of combined spin and valley order. In Chapter 7, we will investigate
these possibilities in detail using both the pf-FRG and a semiclassical Monte Carlo approach for
SU(4) spin models that we have developed.

1.3 Numerical methods for quantum spin models

We have seen that the spin models most likely to host exotic quantum ground states tend to
be the hardest ones to tackle: they live in two or three dimensions, on frustrated lattices, and
frequently involve highly anisotropic interactions. These are precisely the regimes where many of
the most powerful many-body methods begin to struggle. In the following, I give a brief overview
of the standard approaches, their strengths and weaknesses, and why we ultimately turn to the
pf-FRG.

Exact diagonalization The most straightforward approach is to brute-force the problem: Re-
strict to a finite lattice and exactly diagonalize the resulting Hamiltonian matrix numerically.
For a system of N spin-1/2 sites the Hilbert space grows exponentially as 2NV so the method is
limited to small clusters. Currently, around N ~ 30-40 sites are possible for typical Heisenberg
models (sometimes more, when a lot of symmetries of the spin model can be exploited), so finite-
size effects are often severe, especially in three-dimensional models [54]. Nevertheless, in one and
two dimensions, ED on these system sizes can sometimes already yield accurate insights into
ground states and low-energy excitations. Additionally, within its limits, the results are exact,
making exact diagonalization (ED) an invaluable benchmark for more approximate methods.

Quantum Monte Carlo  Quantum Monte Carlo (QMC) methods are built on a simple but pow-
erful idea: thermal expectation values of an operator O,

(0) = %Tr[Oe’BH] , (1.15)

with partition function Z = Tre #H can be rewritten in a path-integral formulation as statistical
averages

©) = [ o0 st), (1.16)

over configurations ¢ weighted by a probability density p(¢) that is determined by the Hamilto-
nian. The integral [ D¢ ranges over an exponentially large configuration space, but Monte Carlo
integration circumvents this by generating a finite set ensemble of configurations {¢;} sampled
according to p(¢). The infinite integral is then replaced by a finite average,

| M
O)~ 37 > 0(4), (1.17)
i=1

which converges to the exact result as the number of samples M increases. Because the most
probable configurations are sampled most often, this is remarkably efficient. When QMC is
applicable, it essentially provides exact results, up to statistical errors that can be reduced
systematically by increasing M [54].
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However, for Hamiltonians containing operators with nontrivial anticommutation relations,
such as fermions or spins, the weights p(¢) can become negative or even acquire a complex
phase. In this case, the path integral is no longer a sum over positive probabilities but instead
involves strong cancellations between contributions. The result is a highly oscillatory integral,
for which the statistical error decreases only exponentially slowly with system size or inverse
temperature [55]. This difficulty is known as the sign problem. With few notable exceptions,
most frustrated spin models are affected by the sign problem and therefore cannot be efficiently
studied with QMC.

Variational approaches A different strategy is to determine the ground state directly by ex-
ploiting the variational principle,

WIHY) g, (1.18)

(¢]¢)

where Ej is the ground-state energy. This inequality holds for any state |¢) in the Hilbert space.
The exact ground state can, in principle, be obtained by minimizing E(|¢)) over the full Hilbert
space. For a lattice of N spin-1/2 sites (local Hilbert space dimension 2), a general state can be
written as

E([¥))

) = Z Cmy,my MAM2 ... MN) (1.19)
mi, - ,my==+1/2

requiring 2N complex coefficients Cmy,...my- Just asin ED, this exponential growth restricts exact
treatments to very small systems. Instead, variational approaches construct clever Anséitze for
the wave function that depend on far fewer parameters, and then minimize the energy within
this restricted subspace of the Hilbert space. The reliability of the method hinges on whether the
chosen Ansatz is capable of representing the true ground state (or at least a close approximation).

For frustrated magnets, one particularly successful class of Ansitze are tensor networks [56).
In one dimension, these take the form of matriz product states (MPS), where the wave function
is parametrized as

b
= 3 Y AmeR ARG AN mymy . my) (1.20)

my, ,my=%1/2a1,...any=1

with A,,, denoting bx b matrices and b the bond dimension. An MPS thus requires only N x 2 x b2
parameters, scaling linearly with system size N. In two dimensions, the natural generalization is
to replace matrices A by higher-rank tensors, yielding projected entangled pair states (PEPS). The
bond dimension b controls how much entanglement can be encoded: for b = 1 the state reduces to
a simple product state, while larger b allows progressively more entanglement to be captured. It
has been shown that all states obeying an area-law in the entanglement entropy can be efficiently
represented in this way, i.e., without exponential growth of b [56]. This class is believed to include
most ground states of gapped local Hamiltonians (including gapped spin-liquid phases). For one-
dimensional systems this statement can be proven rigorously [57], and even gapless ground states
only weakly violate the area law [58]. Here, the density-matrix renormalization group (DMRG),
which provides an efficient algorithm to obtain ground-state MPS, has essentially solved the
ground state problem for one-dimensional spin models—even in the presence of frustration [59].
In two dimensions, PEPS are likewise expected to capture most gapped ground states of interest.
The practical challenge is that contracting a PEPS is computationally very demanding, with the
cost increasing rapidly as the bond dimension is increased. Nevertheless, efficient algorithms
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have been developed [60], and variational studies based on PEPS have already been applied with
considerable success to a range of two-dimensional frustrated spin models (see, e.g. Refs [61-63]).
Three-dimensional systems, however, as well as models with enlarged local Hilbert spaces such
as SU(4) spins, are still largely beyond current numerical reach.

Mean-field methods Because many numerical methods fail for frustrated quantum spin models,
an alternative route is to simplify the models themselves. The most common such approximation
is the mean-field approach. The idea is to replace the complicated many-body interactions a par-
ticle experience by an average effective field, effectively reducing the problem to a noninteracting
one. In its simplest form for spin systems, one substitutes spin operators by their expectation
value as

SiS; = Si(S)) + (S)) S — (S} (S) (1.21)

This, however, can only capture ordered states: for quantum paramagnets (S;) = 0, so the
mean-field Hamiltonian vanishes.

A more general strategy is to represent spins in terms of partons, which can be bosons or
fermions. Here, a common, choice, which is of particular relevance for this thesis, is the Abrikosov
fermion representation [64]

1
8§ = 3150015 (1.22)

where 8% are Pauli matrices, fjs creates a fermion at site ¢ with spin s = £1/2, and we assume
summation over repeated spin indices. As we will discuss in more detail in the context of the pf-
FRG in Chapter 4, this mapping faithfully reproduces the spin Hilbert space only if one enforces
the single-occupancy constraint

fifo=1, (1.23)

which restricts the enlarged fermionic Hilbert space to exactly one fermion per site. In this
representation, a general interaction between spins mediated by an exchange matrix J turns (up
to constants) into

1
T _ - a b Ial
Si JS 4 Eb: 08'18108'282fis’lfz'séfi%fisl
—>1§ 0 o, 1((f.’f e 1 >+(fT ot )) (1.24)
4 - 518178585 9 ish Jish ! Jisylisy ish 25'2 185718, :

where, in the second step, a mean-field approximation has been applied. The resulting Hamilto-
nian is quadratic in the fermionic operators and can be readily diagonalized, and the expectation
values can be determined self-consistently.

At this stage, however, several choices have already been made: one may decouple in different
channels (e.g. grouping creation with annihilation operators, or choosing inter-site versus on-site
pairings), and one could equally well represent the spins in terms of bosons rather than fermions.
In practice it is usually impossible to explore all possible mean-field Ansédtze, so calculations
are typically carried out within a particular decoupling scheme [4]. This inevitably introduces a
bias, though it can be justified in certain controlled limits—for example, in the N — oo limit of
SU(N) models [65]. For frustrated S = 1/2 models in two or three dimensions, however, mean-
field theory is generally uncontrolled. Nevertheless, such Ansétze have played a central role in
developing our understanding of spin liquids: Wen’s celebrated classification of quantum spin
liquids by their projective symmetry group is based precisely on this type of parton mean-field
construction [7].
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Pseudo-fermion functional renormalization group. In this thesis we primarily employ the pseudo-
fermion functional renormalization group (pf-FRG) [13, 14], which will be described in detail in
Chapter 4. The method builds on the Abrikosov fermion representation of spins introduced
above, combined with the fermionic functional renormalization group (FRG) [66]. It is therefore
not surprising that pf~FRG is closely connected to mean-field theory: in the limit of large spin
S — oo [67], where magnetic order is favored, and in the limit N — oo for SU(/V) models [68§],
which tend to stabilize quantum paramagnetic states, pf~FRG reduces exactly to the correspond-
ing mean-field theories. For the physically most relevant case of S = 1/2 and N = 2, however,
pf-FRG goes beyond mean-field by retaining interactions between different decoupling channels.
This enables it to distinguish between magnetically ordered and paramagnetic phases without the
explicit bias of mean-field approaches. Most importantly, pf-FRG remains applicable in regimes
where many other methods break down: frustrated three-dimensional spin systems, models with
highly anisotropic exchange [14], and, as we will demonstrate in this thesis, even SU(4) spin
models. For the materials and spin models studied in this thesis, pf-FRG thus represents one of
the very few—and in some cases the only—unbiased many-body approaches currently available.
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Chapter 2

Modeling Mott insulating materials by
quantum spin models

In the previous chapter, we explored how quantum fluctuations and frustration can give rise
to exotic quantum phases of matter with no classical analogue. We argued that such phases
are naturally captured by quantum spin models, particularly in Mott insulating materials where
electrons are localized to the ions of a crystal. In this chapter, we take a step back to provide
an intuitive motivation for why quantum spin models are an appropriate description of such
materials in the first place.

We begin by showing how the angular momentum of a single electron gives rise to a magnetic
moment, then discuss how the combined angular momenta of many electrons shape the magnetic
properties of an isolated atom, and finally see how the surrounding environment of neighboring
atoms can further modify these moments. From there, we’ll turn to a central question: why
should electrons localize in a solid at all? After all, in a generic crystalline material, electrons
are also allowed to move around—the most obvious example being metals where the movement
of electrons allows them to conduct electric current. Understanding the mechanisms that lead to
their localization is therefore essential in justifying spin-only descriptions. This discussion then
naturally also leads to the origin of the effective interactions between the localized moments. We
explain how both ferromagnetic and antiferromagnetic Heisenberg interactions may emerge, and
then outline how strong spin—orbit coupling can generate highly anisotropic interactions. Finally,
we discuss how SU(4) spin models can arise both in spin—orbit entangled Mott insulators and in
moiré materials.

This section is intended primarily as a pedagogical introduction, and, in truth, was written as
much to clarify my own understanding as to explain it to others. When working in theoretical
magnetism, and especially in method development, it is all too easy to take effective spin models
for granted without reflecting on their microscopic origin. Therefore, I want to provide a concise
and hopefully intuitive overview in this chapter. At the same time, we introduce many of the
concepts and notation that will be used later when discussing spin models for real materials in
part II.

Most of the material covered here can also be found in standard textbooks. I particularly
recommend the chapter on magnetism in matter in The Feynman lectures on physics - Vol.
2 169] for great intuitive explanations, and Ref. [1] for a more up-to-date and comprehensive
overview, on which this section is strongly based. For derivations in the formalism of second
quantization, we closely follow Ref. [70].

2.1 Magnetic moments and angular momentum

In general, the magnetic moment p of an object, quantifies how strongly it responds to an
external magnetic field. To be precise, for the following definitions involving magnetic moments
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Chapter 2 Modeling Mott insulating materials by quantum spin models

we really mean the magnetic dipole moment. Classically, the magnetic dipole moment determines
the torque experienced in a uniform magnetic field B via

T=pxB. (2.1)

More generally, in a system where the energy depends on an external magnetic field, we can
define the magnetic moment as the coeflicient of the term in the Hamiltonian linear in B. For
an isolated magnetic moment, the Hamiltonian would thus read

H=—-up-B, (2.2)

which implies the magnetic moment minimizes it’s energy by aligning with the external magnetic
field. We will now discuss how this magnetic moment is related to angular momentum first in a
single particle, then in an isolated ion, and finally in molecules or solid materials.

2.1.1 Magnetic moment of a single particle

To motivate the connection between the a magnetic moment and angular momentum, let us first
recap how magnetic dipole moments may arise in a classical picture. In classical electromag-
netism, the origin of magnetic moments is always an electric current I. A current loop with area
vector A in a uniform magnetic field B experiences a torque due to the Lorentz force on the
moving charges. By integrating the torque around the loop one finds

T=1AXxB = p=1A, (2.3)

so the magnetic moment is proportional to the enclosed current and area. For a single electron
(g = —e, mass m = m,) moving in a circular orbit of radius r with velocity v, the current is
I = qu/27r, and the angular momentum is L = mrv. Both point along the normal of the orbit,
leading to the relation

q
Horbital = %L~ (2.4)

We see that the orbital magnetic moment is directly proportional to the angular momentum L.
The natural unit of this orbital moment is the Bohr magneton,

(&

UB h, (25)

 2me
which sets the scale of electronic magnetic moments (from now on, we again set h = 1).

The classical picture of an electron orbiting a nucleus is of course not true. And even if
it were, the idea that magnetism in matter can be described by the statistical mechanics of
microscopic currents turns out to be wrong: the Bohr—van Leeuwen theorem shows that statis-
tical mechanics of microscopic currents alone cannot produce macroscopic magnetism—not even
paramagnetism—as their contributions cancel out in thermal equilibrium- [1]. This means we
inevitably need to consider a quantum theory. Luckily for us, and maybe somewhat magically,
the fact that magnetic moments are proportional to the angular momentum still holds true in
quantum mechanics. This angular momentum however, is described by an operator L whose
components obey the same commutation relations as the spin-operators introduced in Eq. (1.6).
We call the associated orbital angular momentum quantum number /, which is always an integer,
and the associated magnetic quantum number m; = —1,...,1[.

The magnetic moment of a quantum particle has not only an orbital contribution, which
depends on the electron’s state, but also an intrinsic one: the spin S. We refer to the spin
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2.1 Magnetic moments and angular momentum

quantum numbers by S and m,. The magnetic moment associated to the spin has a different
proportionality constant depending on the particle, which is quantified by the g-factor defined
via q
%S
The g-factor for the electron, for example, is approximately two (g. ~ 2.0023) [1]. The total
magnetic moment is the sum of orbital and spin parts given by

Hspin = g (2.6)

q
K = Morbital + Mspin = %(L + gS) . (27)

In atoms, orbital and spin angular momenta are coupled by the relativistic spin—orbit interac-
tion (SOI) of the form
Hgor=AML-S, (2.8)

where A determines the strength of the SOI and depends on the ions. A simple way to motivate
this term is to view the problem in the electron’s rest frame: the positively charged nucleus
appears to orbit the electron, producing a magnetic field proportional to its orbital motion. This
field interacts with the electron’s spin magnetic moment, leading to an effective coupling between
L and S. This relativistic effect grows rapidly with atomic number, roughly as A ~ Z*, since
heavier nuclei bind electrons closer and at higher velocities.

With spin—orbit coupling present, S* and L? no longer commute with the Hamiltonian, so m
and m; cease to be exact quantum numbers (though for light atoms they remain approximately
conserved). Instead, the relevant conserved quantity is the total angular momentum

J=L+S8S, (2.9)

with quantum numbers J and m ;. It is therefore convenient to express the magnetic moment in
terms of J as

q
NZQJ%J; (2.10)

where g7 is the Landé g-factor. Its explicit form depends on the relative sizes of L and S and can
be found in standard references [1]. For our purposes, the key point is that the magnetic moment
is proportional to the total angular momentum, with the proportionality set by a material-specific
g-factor. As we will elaborate later, the g-factor of an ion in a real material can also depend on
the spatial direction due to an anisotropic environment (other neighboring ions), in which case
it is promoted to a 3 x 3 matrix g called g-tensor.

2.1.2 Magnetic moment of an isolated ion

So far our discussion has focused on a single particle. In real Mott insulating materials, however,
magnetism originates from electrons bound to ions, made of protons and neutrons that also
carry magnetic moments. Fortunately, protons and neutrons are around 2000 times heavier then
electrons, and as the magnetic moment is inversely proportional to the mass of the particle we
can neglect their contribution for our purposes.

For an isolated atom, Eq. (2.10) still applies, but now L, S, and J denote the total angular
momenta of all electrons in the atom. Determining these exactly for the ground state of the
ion requires solving the many-electron problem, but very useful intuition comes from the shell
and orbital picture of atomic physics. Here, electron—electron interactions are approximated by
a mean-field potential, and the resulting single-particle states are grouped into shells labeled by
the principal quantum number n and subshells by orbital angular momentum [ = 0,1,2,3,...
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Chapter 2 Modeling Mott insulating materials by quantum spin models

(denoted s,p,d, f,...) as familiar from the solution of the Hydrogen atom. Each orbital can
host two electrons with opposite spin, and the orbital states are “filled up” by the electrons in
an order that minimizes the energy of the atom. For many cases, the filling of shells follows the
“Aufbau principle” (fill up shells with lower n +1 first, or lower n for equal n+1), and the filling
of the subshells/orbitals follows Hund’s rules. There are, however, many exceptions to both
rules and in the end the actual electron configuration for a certain ion needs to be determined
by experiment.

A key takeaway is that only partially filled shells contribute to the magnetic moment. In filled
shells, spin and orbital contributions cancel pairwise as for every +m; or +my electron there is
also an electron with —m; and —my. In partially filled shells, on the other hand, electrons tend
to maximize their total spin S (Hund’s first rule). This can be understood as follows: electrons
repel each other via the Coulomb interaction and gain energy when farther apart. Because the
Pauli principle allows overlap only for opposite spins, electrons with the same spin tend to avoid
each other more, reducing their Coulomb energy. The values for the orbital and total angular
momenta L and J are approximately determined by the second Hund’s rule (after maximizing S,
maximize L), and third Hund’s rule (J = |L — S| if the shell is less than half full and J = |L + S|
if it is more than half full). The magnitude of the magnetic moment p (defined as the eigenvalue
of u?) of the ion is then given by the effective .J of the partially filled shells

p=gsusvJ(J +1). (2.11)

That is why, when discussing materials, we usually refer only to the partially filled orbitals—for
example, calling them “3d transition metals” or “4f rare-earth compounds”. This nomenclature
indicates that the magnetism arises from electrons in the corresponding partially filled 3d or 4 f
shells.

From the periodic table alone it follows that most elements have unpaired electrons and thus
finite magnetic moments, i.e. they are paramagnetic in isolation. In practice, however, such ions
are rarely stable in their neutral state: unpaired electrons are highly reactive and tend to form
bonds with neighboring atoms. This leads to the formation of molecules or solids, where the
situation becomes more complex.

2.1.3 Magnetic ions in a crystal field

In Mott insulators, valence electrons in partially filled shells remain localized on the ions, giving
rise to local magnetic moments. Examples include 3d transition metals such as Fe?T in FeO or
Ni** in NiO, as well as rare-earth ions like Dy>™ and Ho®" in the spin-ice compounds Dy, Tis 0O
and HoyTi,0; discussed in the previous chapter. These localized electrons are not truly isolated:
they can interact with electrons on neighboring ions (an effect we set aside until the next section),
and they also feel the electrostatic potential of the surrounding nonmagnetic ions (ligands), such
as oxygern.

In the orbital picture, the magnetic ion donates electrons to the ligands, leaving behind a
positively charged ion embedded in a negatively charged crystal field. A prototypical case is a
transition-metal oxide where a 3d ion sits at the center of an octahedron of oxygen ligands, as in
NiO or LaMnOs and illustrated in Fig. 2.1(a). The five d orbitals, which are degenerate in the
isolated atom, are then split by the crystal field into three to;, and two e, orbitals. Intuitively,
this arises because the spatial extend of some orbitals overlap strongly with the ligands and are
pushed to higher energy, while others are oriented further away, as is also illustrated in Fig. 2.1.
The same principle applies to other ligand geometries, though with different splittings.
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2.1 Magnetic moments and angular momentum

(a) (b)dz,yz | oy ‘ dy- ' dy. ‘

Figure 2.1 — Crystal field splitting of atomic 3d orbitals. (a) Central ion (red) in an octahedral
ligand environment (white). (b)—(f) Shapes of the five 3d orbitals, v1suahzed by regions where their wave
functions |¥|? exceeds a threshold. The two e, orbitals (b, ¢) point directly toward the ligands, while the
three to, orbitals (d-f) lie between them. As a result, the electrostatic crystal field lifts their degeneracy.

The way electrons occupy these orbitals depends on the specific material. Crucially, crystal
fields can strongly alter the angular momenta predicted by Hund’s rules. In many 3d compounds,
for example, the orbital contribution is quenched (L = 0), leaving the spin S as the dominant
magnetic degree of freedom. This explains why, in most materials with weak spin—orbit coupling,
magnetism is governed primarily by spin.

In contrast, for rare-earth ions the spin—orbit interaction is strong, and local moments with
different effective total angular momentum J are realized. The anisotropic crystal field can then
cause large anisotropies in the magnetic moments. In spin-ice materials, for example, this results
in localized moments that effectively behave like Ising variables constrained to point along local
Z directions. Additionally, the response to a magnetic field—that is, the magnetic moment—is
then also anisotropic. This is captured by generalizing the gj-factor from Eq. (2.10) to a site-
dependent 3 x 3 matrix g, known as the g-tensor, such that the magnetic moments of a magnetic
ion ¢ is given by

i =psgi-J. (2.12)

When the g-tensor is anisotropic, the magnetic moment is no longer parallel to the total angular
momentum J but aligns preferentially along directions set by g. In a local basis where g is
diagonal, it typically takes the form

g 0 0
Glocal = 0 g1 0 . (213)
0 0 g||

Here g| > g, favors moments aligned along the local 2 axes, corresponding to easy-axis anisotropy
as in spin-ice compounds. Conversely, g < g confines the moments to the local Zg plane, giving
rise to easy-plane anisotropy.

In summary, predicting the ground state and magnetic moment of an ion in a solid is highly
nontrivial. A useful starting point is to identify localized electrons in partially filled shells.
Incorporating crystal-field effects and spin—orbit coupling then provides an estimate for the total
angular momentum J of the unpaired electrons, and thus for the effective magnetic degrees of
freedom that govern the material’s magnetism. Deriving this fully from first principles is rarely
feasible, so the actual behavior must ultimately be determined experimentally. To move beyond
the simple paramagnetic response of independent local moments, it is essential to also account
for interactions between magnetic ions, which we discuss in the next section.
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Chapter 2 Modeling Mott insulating materials by quantum spin models

2.2 Localized magnetic moments in solids and the exchange interaction

We have seen how magnetic moments arise from electrons localized on individual ions and how
they are modified by the crystal field of surrounding ligands. So far, however, we have ignored
interactions with other magnetic ions and their electrons. In solids this is a crude approximation:
when ions bind to form a molecule or a crystal, the atomic-orbital picture breaks down at least
to some degree, since electrons are influenced both by the potentials of nearby nuclei and by
Coulomb repulsion from other electrons. These effects drive two competing tendencies.

On the one hand, proximity to neighboring nuclei favors delocalization: electrons can lower
their energy by spreading over several ions—or even across the entire crystal. This is analogous
to a particle in a box, where the (purely kinetic) energy E ~ 1/L? decreases as the accessible
length L increases. On the other hand, minimizing Coulomb repulsion drives electrons to stay as
far apart as possible, favoring localization: if one electron is already close to an ion, a second pays
an energy penalty for occupying the same region. Strong electronic correlations can therefore
stabilize localized electrons and are the main reason local magnetic moments can exist in a solid
at all.

In real materials both tendencies are present, and the electronic properties are set by their
competition. When correlations are weak, electrons delocalize as in metals or band insulators.
When correlations are strong, electrons remain localized, giving rise to Mott insulators. Re-
markably, in the latter case the dominant interaction between localized moments—the exchange
interaction——emerges precisely from the interplay of delocalization, Coulomb repulsion and the
exchange statistics of fermions.

In this section we first discuss the limit of weak electronic correlations, described by a non-
interacting tight-binding Hamiltonian. We then show how adding strong correlations drives
electron localization and simultaneously generates the exchange interaction, thereby motivating
the quantum spin models central to this thesis. Afterwards, we examine how different micro-
scopic ingredients can produce distinct types of exchange, such as the anisotropic interactions in
Kitaev materials and the rare-earth oxides studied in Chapter 5. Finally, we briefly outline how
SU(4) models arise in an analogous way. To connect back to the single-ion orbital picture, we
adopt a ground-up derivation in second quantization, closely following Ref. [70].

2.2.1 Weak electronic correlations and the tight-binding model

Let us start in the limit of very weak electronic interactions, but with electrons feeling the full
periodic potential V' of the ions in the crystal lattice. The corresponding Hamiltonian in second
quantized form is

H, = Z / dr et () [”2 + V(r)] es(r), (2.14)

2m

where cl(r) and cs(r) are fermionic field operators creating/annihilating a fermion with spin

s = £1/2 perfectly localized at 7. To obtain a lattice model, we label the electronic states by the
unit cell index ¢ = 1,..., N (with N — oo for an infinite lattice or periodic boundary conditions)
and by a multi-index « that encodes spin, orbital, and, if present, sublattice degrees of freedom.
In this notation, the fermionic field operators can be expanded in the atomic orbital basis

) = Py er)s =D Gialr)es (2.15)

where (;,, is the wave function of the orbital localized at the unit cell ¢ and cja creates an electron
in this orbital. Plugging this into the noninteracting Hamiltonian transforms it into the familiar
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2.2 Localized magnetic moments in solids and the exchange interaction

tight-binding form

Hrg = Y t37cl c;s, (2.16)
i?j?a76
with the hopping elements
15 = (alHelss) = [ ' gialr) fea + AVi(r)] yo(r). (2.17)

where €3 is the energy of the atomic orbital 8 and AVj is the correction to the atomic potential
at site 7 due to neighboring ions. This Hamiltonian describes the hopping of electrons from sites
1 and orbital « to site j with orbital 8, which is mainly controlled by the effective overlap of
the corresponding orbitals. The quadratic Hamiltonian can be readily diagonalized by a Fourier
transformation

1 ir-k 1 1 —iri-k .1
Cia:ﬁ Z e Cpq Cia:ﬁ Z e e (2.18)

kel.BZ kel.BZ

where ), | gy goes over the first Brillouin zone (and should be considered as an integral for the
infinite lattice). Utilizing the translational invariance of the hopping matrix t%ﬁ = tcffz R, this

yields the diagonal Hamiltonian

Hrg= Y > e (k)chCrom (2.19)

kcl.BZ m

where the electronic bands €,,(k) are the eigenvalues of the hopping matrix in momentum space
tB(k) = >, t%?e*mi. The eigenstates of this Hamiltonian are [¢),, = ch |0), which are
Bloch states made from linear combination of the atomic orbitals (LCAOs), where the precise
combination is derived from the eigenvectors of t*#(k). Filling these bands up to the Fermi
energy er distinguishes metals (partially filled bands) from band insulators (all bands full or
empty).

The number of bands m equals the number of orbitals included in the calculation, which in
principle is infinite. A tight-binding description in terms of atomic orbitals is therefore only
practical if most orbitals have very weak overlap, so that only a small subset contributes ap-
preciably near the Fermi energy. In practice, one typically treats only the valence electrons of
the outermost shells explicitly, since the core orbitals lie at very low energies, are tightly bound
to the nucleus, and have negligible overlap with other orbitals. Their influence on the valence
electrons can then be incorporated effectively through a screened nuclear potential.

As a concrete example—and one that will be relevant again when we discuss moiré materi-
als later—consider graphene, a single atomic layer of graphite in which carbon atoms form a
honeycomb lattice [as visualized in Fig. 1.2(c)]. A neutral carbon atom has six electrons with
configuration 1522s22p?. Only the valence 2s? and 2p? electrons contribute significantly to bond-
ing. Of these, three sp?-hybridized orbitals (combinations of s and p orbitals) form fully filled
o-bands, while the remaining 2p* orbital gives rise to two partially filled 7 and 7* bands. Since
the m orbitals have little overlap with the filled ¢ bands, the low-energy physics of graphene is
well captured by a single-orbital tight-binding model [71] with nearest-neighbor hopping of the
form

3
e (e ) = =132 el ch) (0 ) (kA> Flk) =D,

] j=1
(2.20)
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Chapter 2 Modeling Mott insulating materials by quantum spin models

Figure 2.2 —

Band structure of the nearest-neighbor
tight-binding model on the honeycomb lat-
tice. The plot shows the electronic dispersion
e(k) obtained from the nearest-neighbor tight-
binding Hamiltonian on the honeycomb lattice as
relevant for graphene. The hexagon outlines the
first Brillouin zone. At its corners—the inequiv-
alent K and K’ points, in this context often re-
ferred to as “Dirac points”—the two bands touch
and the dispersion becomes linear. This linear
crossing underlies many of the remarkable elec-
tronic properties of graphene at low energies.

where h.c. denotes the Hermitian conjugate and the sum goes over the honeycomb lattice sites,
with the nearest-neighbor distance a. In the second step we applied the Fourier-transform,
A/B indices label the sublattice, and d; are the three nearest-neighbor vectors of sublattice A.
Diagonalization leads to the band structure

e (k) = £|f(k)| = £t, | 3 + 2 cos(V3kya) 4 4 cos (?km) cos (;kya> (2.21)

shown in Fig. 2.2. While this model does not reproduce graphene’s full realistic band structure, it
captures the essential linear dispersion at the inequivalent K and K’ points of the Brillouin zone,
in this context also called Dirac points, which govern most of its fascinating properties at low
energies. Descriptions of graphene thus often involve an expansion of the Hamiltonian around
those points. Because the states near K and K’ are degenerate, this expansion introduces an
additional bi-valued quantum number—the valley degree of freedom—which labels whether an
electron resides near K or K'. As mentioned earlier, this degree of freedom plays a central role
in strong-coupling descriptions of moiré materials by SU(4) spin models, which we will revisit at
the end of this chapter.

Another key takeaway from this calculations is that the band width W is proportional to the
hopping matrix element W ~ ¢, which is a general feature. Flat electronic bands are therefore a
good indicator that the energy gain from delocalization is rather weak, which makes the effects
of electron-electron interactions much more important.

For a more realistic reproduction of band structures within the simplest possible tight-binding
models, atomic orbitals are often not the optimal basis. Strong overlap may require many or-
bitals and further-neighbor hoppings, and electronic correlations can complicate matters further.
Instead, first-principles or ab initio methods (such as density functional theory) are commonly
used to compute approximate single-particle Bloch states, which already include electron—elec-
tron interactions at a mean-field level [72]. From these, one can construct Wannier functions
via

[im) I [ (2.22)

1
VN kel.B.Z.

where a gauge freedom in the Bloch states is tuned to yield mazimally localized Wannier functions
fitted to the bands of interest [73]. These Wannier functions are strongly localized around the
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2.2 Localized magnetic moments in solids and the exchange interaction

ions and may or may not resemble atomic or molecular orbitals, depending on the strength of
orbital overlap.! They provide a natural bridge between first-principles calculations and effective
low-energy Hamiltonians, and thus can serve as the starting point for deriving interacting models.

2.2.2 Strong electronic correlations and the Hubbard model

The main strength of the tight-binding description is that it yields simple, exactly solvable models
providing a qualitative descriptions of metals and band insulators. The magnetic materials of
interest here, however, are Mott insulators, which lie beyond this picture: although their band
structure suggests metallic behavior due to partially filled bands, strong electronic correlations
open a gap and yield insulating states with localized unpaired electrons on the magnetic ions.

To describe this, the tight-binding picture remains a natural starting point. Consider again a
single-orbital system (as motivated for graphene), but now include electron—electron interactions.
In second quantization the Coulomb interaction reads [70]

He = ;Z/ddr/ddrlvee(r = r’)ci(r)c;r,(r’)cs, (r)eg(r). (2.23)

In its simplest form Vee(r — 7’) is the bare coulomb potential V(r — 7’) ~ but more

r—r
accurately one uses a screened version from first principle calculations [74] that ta‘ukes 1|nto account
the partial blocking of the potential due to electrons and orbitals that are not specifically treated
in the effective (in this case one-band) model.

To obtain a lattice model, we expand the electronic field operators in the atomic-orbital (or

Wannier) basis defined in Eq. 2.15, which yields
Hy = Z Z Uii J]/czscz,s,c],s,cjs (2.24)

ss’ i’ 55’
with
Usniy = [ ' [ dl'ei()e;mVestr = )i () (r). (2:25)

In the limit where the overlap of neighboring orbitals is weak, the most important term is the
on-site interaction Uj;; = U/2. In this case, the electronic behavior is well described by the
(one-band) Hubbard model

H =Hpg+ Hy = —tz<zs Js—i-hc)—i-ZUTLzan, (2.26)

where n;s = c;rscls is the density operator counting how many electrons of spin s are at site .

In the limit of large electronic correlations U > ¢, the ground state is obtained by minimizing
nin;) which counts the amount of doubly occupied sites. At half-filling (on average one electron
per site), this results in exactly one electron localized at each site. Any hopping creates a
doubly occupied site at an energy cost U, becoming favorable only if ¢ > U. The large-U
limit thus realizes a Mott insulating ground state. Whether a material falls into this regime is
set by the ratio U/t, which is controlled primarily by how localized the relevant orbitals are.
Most conventional Mott insulators are therefore found among 3d transition-metal compounds—
including the cuprates, famous for high-temperature superconductivity—and among 4f rare-

earth oxides, both characterized by strongly localized orbitals.

!The existence of exponentially localized Wannier states is guaranteed for time-reversal symmetric insu-
lators. If time-reversal symmetry is broken, bands may acquire a finite Chern number, in which case
such states do not exist and no conventional tight-binding description is possible [73].
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Chapter 2 Modeling Mott insulating materials by quantum spin models

2.2.3 From the Hubbard to the Heisenberg model and the exchange interaction

We have seen how electronic correlations can give rise to localized moments. To explain mag-
netic effects beyond paramagnetism, however, we also need to consider the effective interaction
between those moments. A natural first guess for the origin of such interactions is the magnetic
dipole—dipole coupling known from classical electrodynamics: A magnetic moment p; produces
a magnetic field that interacts with local magnetic moments p; in its vicinity. Indeed, such an
interaction can be observed in magnetic materials, but it is way to weak to account for many
magnetic phenomena: if two magnetic dipoles are separated by the vector r the corresponding
potential energy is [1]

_ Mo

- A3

i 1y — ) (g 7| (2.27)

where g is the vacuum permeability. With an ion’s local magnetic moment at the order of
i ~ up and a typical distance between neighboring ions of  ~ 1 A, the energy-scale of the dipo-
lar interaction is around 0.6 meV, which via E = kT corresponds to a temperature of around
1K. There are, however, many materials that magnetically order at much larger temperatures
(otherwise there would be no permanent magnets at room temperature). Thus, the dominant
interaction cannot always be dipolar. Instead, in most Mott insulators it arises from the compe-
tition between strong electronic correlations and the kinetic energy gained through delocalization
in the ionic potentials—captured by the parameters U and ¢ in the Hubbard model—together
with the exchange statistics of the fermionic electrons.

The resulting exzchange interaction can, in its simplest form, be derived directly from the
Hubbard model in the large-U /t limit by expanding to second order in ¢/U, which we will now
show. We mainly follow an approach via conventional perturbation theory described in Ref. [75].
An alternative approach based on a Schrieffer—Wolff transformation is presented in Ref. [70].

We again consider the single-orbital Hubbard model at half-filling. In the limit U > t, we
treat Hrp as a perturbation to Hy, whose eigenenergies depend only on the number of doubly
occupied sites n. Each sector with fixed n is highly degenerate. We label its states by |nk) with
energies F, = nU, where k indexes the particular configuration of spins and occupations across
the lattice. The ground-state subspace consists of all singly occupied configurations {|0k)}, and
our aim is to derive an effective Hamiltonian H.g within this subspace, accurate to second order
in £. The corresponding matrix element can be obtained from degenerate perturbation theory

a52

(Ok|Hrg|pl) (pl| HrB|0K')
Eo— E,

(Ok| Hegr |0K') = (Ok| Ho |0K') + (Ok| Hrg [0K') +
p>0,1

+0(t?). (2.28)

The first term is zero because Ey = 0, the second term is zero because Hrp |0k") will always
produce a state with one doubly occupied site orthogonal to (0k|. The same reasoning shows
that only p = 1 terms contribute to the sum in the third term and we can therefore replace
Ej, = E1 = U and remove the restriction p > 0 form the sum. Identifying 1 =3_, [pl) (pl|, the
effective Hamiltonian becomes

1 t2
Hegs = —EPOH%BPO =k S>> Pyelieclyen o (2.29)
(i), (i'')s'

2To connect the effective Hamiltonian framework to conventional (degenerate) perturbation theory
learned in quantum mechanics courses see e.g. Ref. [76]
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where Py = ), |0k) (0k| projects onto the singly occupied subspace. This Hamiltonian describes
virtual hopping processes from site j’ to i’ and j to 7. Since the resulting state again has to lie
in the singly occupied subspace, the electrons have to hop to a neighboring site and back again,
implying i = j and j/ = i. Restricting to these terms and reordering the operators gives

t2
Ho=—5 3R (c;-rscis,(sss/ _ c;-rscis,c;s,cjs) P (2.30)

(ij) ss'

Although not obvious at first sight, this effective Hamiltonian is—up to an additive con-
stant—mnothing but the Heisenberg model introduced in Chapter 1. To see this, we can express
fermion bilinears in terms of spin operators using the Abrikosov fermion representation from
Eq. (1.22). Since the density operator n; =), cjscis is fixed to one within the singly occupied
subspace, it acts as a constant proportional to the identity. Because Pauli matrices together with
the identity span the space of 2 x 2 Hermitian matrices, any local bilinear O; = ", A_ s/CszCi &
(with A Hermitian) can be written as a combination of spin and density operators. Products
0;0; can thus be re-expressed in terms of spin—spin interactions. In the present case, this

mapping leads directly to the Heisenberg Hamiltonian (as can be verified explicitly)

2t2 1
Ho= 2= 57(S:- 85 — 1) =T (8- S;) + const.. (2.31)

U
(i7) (i)

with strictly positive (antiferromagnetic) interaction J ~ %

Although the derivation may appear technical, it reveals a simple physical picture of the
exchange interaction: Electrons can reduce their energy by the virtual process of hopping to
a different site and back. Due to the Pauli principle, only electrons with opposite spins can
contribute to this process, and therefore have an energetic advantage—this favors an antiferro-
magnetic alignment. This mechanism is often referred to as kinetic exchange. In many materials,
the hopping matrix element ¢;; is not a direct overlap between the magnetic orbitals, but is me-
diated by intermediate nonmagnetic ions—for instance, oxygen ligands in transition-metal or
rare-earth oxides. In this case, the interaction is known as superexchange. In Mott insulators with
tightly bound orbitals and large U, superexchange typically dominates, leading to predominantly
antiferromagnetic couplings, as indeed observed in most 3d transition-metal compounds.

If there is a significant orbital overlap between neighboring sites, then longer-range terms of
the coulomb integral U;;;;» need to be taken into account. If we only consider nearest neighbor
sites 4 and j, these include the term Ujj;;, which leads to interactions of the form Z#j Vijning;.
This couples electron densities at neighboring sites, which in principle can lead to order in the
charge distribution called charge density waves. We will always consider the strong U limit,
where one electron is fixed to each site, for which this term is a constant.

The second nearest neighbor term is Ujj;;. Projecting onto the singly-occupied subspace and
using the representation of spin operators via fermions as above yields

Hy = Z JESWSJ -+ const. , (2.32)
(ig)

where Jg ~ U,jj; is usually positive. This interaction is called direct exchange and typically
induces a ferromagnetic coupling between neighboring sites that is weaker than the kinetic ex-
change.
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Chapter 2 Modeling Mott insulating materials by quantum spin models

2.2.4 Spin-orbit entangled Mott insulators and anisotropic exchange

We showed how the simple one-orbital Hubbard model can explain how Heisenberg type interac-
tions arise in Mott insulating materials. These interactions are SU(2) symmetric—multiplication
S; — UTS,;U by a matrix U = exp Y., A4S € SU(2) leaves them invariant. As already men-
tioned in the introductory chapters, in many of the spin liquid candidate materials, interactions
that explicitly break the SU(2) symmetry and that depend on the spatial direction of the bond
are important.

Such interactions arise if we take into account spin-orbit coupling, in which case the spin
couples to the orbital angular momentum, which in turn couples directly to the crystal field of
the neighboring ions. The crystal field is inherently anisotropic and explicitly breaks rotational
symmetry. As discussed in Sec. 2.1, this lifts the degeneracy between orbitals with different
spatial orientation. When spin—orbit coupling is strong and the orbital angular momentum is
not quenched (hence L # 0), spin and orbital degrees of freedom combine into a total angular
momentum J. The resulting magnetic moments and their mutual interactions can then be highly
anisotropic.

Already in 1960 Toru Moriya, based on the work of Igor Dzyaloshinskii, showed that including
a spin-orbit coupling term ~ AS - L in the Hamiltonian and derivation of the super-exchange
interaction leads to asymmetric interactions ~ D(Sijy — SfS;?) later dubbed Dzyaloshinskii-
Moriya (DM) interactions. These may exists even for weak spin-orbit coupling. For materials
with strong spin-orbit coupling—such as heavier 4d and 5d transition-metal compounds (like
many Iridates or Ruthenates) and 4 f rare-earth systems (like the spin ice compounds HoyTi,0-
and Dy,Ti,O,)—an even wider variety of interactions can arise.

To derive the super-exchange interaction for these systems, one has to take into account
hopping processes between different orbitals t%ﬁ mediated by the Ligand environment, on-site
direct exchange interactions between different orbitals (also called Hund’s interaction) and the
local spin-orbit energy ~ AS - L. In the strong-coupling limit, the resulting interactions can then
be described by Hamiltonians of the form

H=>Y S87J;S; (2.33)
j
with a fully nondiagonal 3 x 3 coupling matrix of the form
J+K D+1" D+T'
Jij=|-D+ T J r , (2.34)
—D+1' r J

where J denotes the Heisenberg, K the Kitaev, D the antisymmetric DM, and I',T” symmetric
off-diagonal couplings. Among those, however, only terms that are compatible with the crystal
symmetry are present. For example, if the crystal is symmetric under an inversion along the
bond between sites 7 and j, this implies J;; = Jj; which rules out antisymmetric interactions.
The sign and magnitude of the couplings also differs from compound to compound.

Most commonly, the Heisenberg interaction still remains dominant. Remarkable exceptions,
however, are the so-called Kitaev materials [40]. Jackeli and Khaliullin [38, 39] showed that in
transition-metal ions with a d° electronic configuration and an edge-sharing octahedral ligand
environment, the effective local moments are spin-orbit entangled j = 1/2 states that couple
predominantly via the anisotropic Kitaev interaction K. In this specific geometry, different
super-exchange hopping paths destructively interfere, strongly suppressing the usual Heisenberg
exchange. Another example are the pyrochlore rare-earth oxides discussed in Chapter 5, where
all exchange couplings can be of comparable magnitude [24].
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2.2 Localized magnetic moments in solids and the exchange interaction
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Figure 2.3 — Moiré patterns in stacked honeycomb lattices. (a) Moiré pattern arising from a small
twist angle between two equivalent honeycomb layers, as realized in twisted bilayer graphene. (b) Moiré
pattern formed when two honeycomb layers with slightly different lattice constants are stacked, as in
heterostructures where graphene is aligned with hexagonal boron nitride (h-BN), whose lattice constant
is slightly larger than that of graphene. In both cases the moiré pattern forms a triangular lattice.

2.2.5 Effective SU(4) models for spin-orbit and spin-valley entangled materials

Interestingly, including orbital degrees of freedom can also change the very nature of the effec-
tive local moments. In the context of the Jahn—Teller effect in transition-metal oxides, Kugel
and Khomskii [50] showed that adding a twofold orbital degeneracy to the Hubbard model
(introducing four rather than two fermion flavors) leads, in the strong-coupling limit, to an ef-
fective spin—orbital model where the physical spin couples to an orbital pseudospin 7; (also of
spin—% type). More recently, for the concrete material a-YbCls, which exhibits strong spin—or-
bit coupling, analogous derivations suggest that the low-energy manifold, formed by spin—orbit
entangled j = 3/2 moments, is well described by

H=7) (1+0i0))(1+7ml), (2.35)
(i)

including two coupled pseudospins o and 7. Here, the products of these operators on the same
site should be interpreted as combined spin-orbital operators

oh'rl = Pocl 0" ,605¢, 00 Po s (2.36)

where = 0, 1,2, 3, and we define 8° = 1. P, again projects two a subspace of fixed filling, in this
case one electron per site. These operators are traceless and Hermitian, and thus form a basis
of the Lie algebra of SU(4). The Hamiltonian above corresponds to the fully SU(4)-symmetric
case, characterized by equal coupling between all generators—directly analogous to the SU(2)
Heisenberg model. In real materials, however, SU(4)-breaking terms are typically also present.
Remarkably, a completely different class of materials—the so-called moiré materials—can also
be described by such effective models. Moiré materials are built by stacking layers of different
two-dimensional crystals, most prominently graphene. Rotating the layers even by a small angle
misaligns their atomic lattices, creating a slowly varying pattern of overlapping regions, known
as a moiré pattern illustrated in Fig. 2.3(a). The most famous example material realization is
twisted bilayer graphene (TBG). Moiré patterns can also arise from stacking two layers with
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Chapter 2 Modeling Mott insulating materials by quantum spin models

slightly different lattice constants, as illustrated in Fig. 2.3. This is the case in trilayer graphene
aligned with hexagonal boron nitride—a system we will study in detail in Chapter 7.

On its own, graphene is a semi-metal with weak electronic correlations, and thus far from
a Mott insulator [71]. In moiré systems, however, a special mechanism can still drive strongly
correlated behavior. This was first pointed out by Bistritzer and MacDonald in 2011 for TBG [77].
Starting from the effective low-energy tight-binding description near the Dirac points of graphene
(discussed in Sec. 2.2.1 and shown in Fig. 2.2), they included interlayer tunneling between rotated
layers. This coupling produces extremely narrow “flat bands” in the reduced Brillouin zone of
the moiré lattice. The degree of flatness is tunable with the twist angle, and at certain so-
called magic angles the bands become nearly dispersionless. As discussed earlier, a narrow band
corresponds to a small hopping amplitude ¢ in a Hubbard description. Even a modest electron
interactions U can therefore drive strong correlation effects. Indeed, experiments on TBG and
related moiré systems have revealed a wealth of strongly correlated phases, including correlated
insulators and superconductivity [78].

Here, we are mainly interested in the Mott insulating states, for which the strong-coupling limit
provides a natural starting point. For both TBG and TG /h-BN, extended Hubbard models have
been derived that include fermions carrying both spin and valley degrees of freedom defined on the
moiré lattice [48, 49]. In the limit U/t — oo, these models reduce to effective SU(4) spin—valley
models. Unlike the fully symmetric SU(4) case discussed earlier, however, the interactions in
moiré systems typically break this symmetry. For instance, in Chapter 7 we study an explicit
model for TG/h-BN derived in Ref. [49], which contains terms of the form

(1+oi- o)) + Tin]y), (1+o;- a'j)(TfT;’ — TEJT;C) , (2.37)
explicitly breaking SU(4) down to SU(2)y,;, ® U(1) ,)ey- Aside from a quantum paramagnetic

region, we find that such interactions also induce quite novel order in the combined spin and
valley degrees of freedom.
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Chapter 3

Classical and mean-field approximations

The exact solution of quantum spin models quickly becomes intractable once we move beyond
just a handful of interacting spins, due to the exponential growth of the Hilbert space and the
complexity introduced by long-range entanglement. As argued in the previous chapters, highly
frustrated systems or highly symmetric SU(4) models are particularly prone to such strongly
entangled states, where quantum fluctuations dominate. By contrast, in spin models intended to
capture real materials, quantum paramagnetic phases are actually rare: the presence of additional
interactions usually drives the system away from perfect frustration and into a magnetically
ordered state.

Qualitatively, magnetically ordered states are often simpler to analyze using approaches that
neglect, or strongly approximate, the underlying entanglement structure. For SU(2) models,
the most common strategy is to work with their classical counterparts, already introduced in
Chapter 1. We begin this chapter with Sec. 3.1, which discusses the Luttinger—Tisza method—
a particularly elegant and computationally inexpensive approach for finding the ground state
of classical SU(2) spin models, and one that we will employ repeatedly throughout this thesis.
Before that, however, we briefly explain how the classical limit emerges from the quantum model
by considering the large-spin limit S — oco.

The situation is more subtle for SU(4) models. A naive replacement of SU(4) spin operators
with real classical vectors generally fails to capture the structure of the local Hilbert space,
even when inter-site entanglement is neglected. In Sec. 3.2, we introduce an alternative route
to define a meaningful semiclassical limit. To study SU(4) models within this framework, we
have developed a dedicated Monte Carlo implementation made available in the Julia package
SemiClassicalMC. j1 [C1], whose foundations we describe in detail.

Finally, another way to simplify the quantum problem is to retain entanglement only within
finite clusters rather than neglecting it altogether. In Sec. 3.3 we introduce such an approach
known cluster mean-field theory (CMFT). Here, a finite cluster of quantum spins is solved exactly
using ED, while inter-cluster couplings are treated at the mean-field level. CMFT thus strikes
a balance between the overly simplistic conventional mean-field theory and the intractable full
quantum problem. For SU(2) Heisenberg models, we have implemented this method in the Julia
package ClusterMeanFieldTheory.jl [C2].

3.1 The Luttinger-Tisza method for classical spin models

A powerful method for finding the ground state of classical spin models is the Luttinger—Tisza
(LT) method, sometimes called the Luttinger—Tisza—Lyons—Kaplan method. Introduced by Lut-
tinger and Tisza [79] for dipolar interactions on an eight-site cluster, it was soon generalized to
Ising models on Bravais lattices [80] and to Heisenberg models on non-Bravais lattices by Lyons
and Kaplan [81]. Later extensions include treatments of certain three-dimensional noncoplanar
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Chapter 3 Classical and mean-field approximations

states by Schmidt and Richter. Comprehensive accounts can be found in Refs. [82-84], which
form the basis of this section.

The LT method is most commonly formulated in momentum space, where translational in-
variance makes it possible to work directly with infinite lattices and to capture incommensurate
ground states. Also useful, however, is the real-space formulation applied to a finite lattice.
Although less frequently discussed, the real-space version can be more straightforward: when it
applies, it directly yields explicit spin configurations in real space, including certain noncoplanar
states that would require a multi-g Ansatz in momentum space’.

In what follows, we set the stage by clarifying how classical spins emerge from quantum spins
in the limit S — oo, providing a more rigorous justification for classical spin models. We then
introduce the real-space version of the LT method, followed by the more conventional momentum-
space formulation. Finally, we illustrate the method with three examples, showing how collinear,
coplanar, and even noncoplanar states can be captured within both approaches.

3.1.1 The classical limit for SU(2) spins

Quantum spin operators are defined by their commutation relations in Eq. (1.6). Their noncom-
mutativity underlies the quantum nature of spins, which differ from classical angular momenta in
two important ways. First, two components of the quantum spins cannot be known at the same
time. For example, consider the S = 1/2 spin-up eigenstate of the S operator with eigenvalue
m = 1/2. Written in the S eigenbasis, this state is

1
|Tz> = E

An S% measurement yielding m = 1/2 projects the state exactly onto [1.), but a consecutive
S* measurement will therefore give £1/2 with equal probability—the outcome is completely
random. Second, for a fixed spin quantum number S an S* measurement can only yield the
2541 discrete outcomes m = =5, —S+1...,5—1,5. By contrast, a classical angular momentum
is represented by a three-dimensional vector with continuous components, all of which can be
specified simultaneously.

Interestingly, the behavior of a classical angular momentum can be recovered from quantum
spin operators by taking the limit .S — oo, as we will now show. In order to retain a finite total
angular momentum in this limit, the spin operators need to be rescaled as

(I2) + =) - (3.1)

1
s = ES. (3.2)
The commutators then become
[s%, 8" = %ieabcsc 52, (3.3)
so the components of s commute and the eigenvalues of s* take the continuous values
{%)m:—S,—S+1,...,S—1,S}S_>—°°>[—1,1]. (3.4)

The operators s therefore effectively behave like three dimensional vectors normalized to

S(S+1)
2
s = 2 1

'Mathematically, the two formulations are of course equivalent when restricted to a finite lattice.

S—o0

1. (3.5)
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3.1 The Luttinger-Tisza method for classical spin models

These observations motivate the replacement of spin operators S by real-valued three-dimensional
vectors s normalized to |s|?> = 1. Although the arguments above where heuristic, it was indeed
rigorously shown that the partition function of a quantum spin model converges to the partition
function of the corresponding classical spin model in the (rescaled) limit of S — oo [85, 86].
Throughout the rest of this thesis, we use S for both classical and quantum spins, with the
distinction evident from context.

3.1.2 The strong and weak constraint

The goal of the LT method is to find the ground-state spin configuration that minimizes the
energy of the classical Heisenberg model?

H=> J;S8;, (3.6)
ij
where S; are classical spins. The minimization is made considerably harder due to the restriction
that classical spins must have fixed length,

S?=1 Vi, (3.7)

which in the context of the LT method is called the strong constraint. The strong constraint is
inherently nonlinear: if two spin configurations each satisfy the constraint, their superposition
will, in general, not. The central idea of the LT method is to relax this requirement and instead
minimize the Hamiltonian under the weak constraint

Z\Sﬁ =N. (3.8)

This condition directly follows from the strong constraint, but only implies a global normalization
which significantly simplifies the problem. Every configuration satisfying the strong constraint
also satisfies the weak constraint. Thus, if a minimization under the weak constraint happens
to yield a configuration that also fulfills the strong constraint, we have found the true classi-
cal ground state. If, on the other hand, we only find spin-configurations that fullfil the weak
constraint, their energy still provides a lower bound for the ground-state energy.

Interestingly, it has even been argued that enforcing only the weak constraint may better ap-
proximate the quantum problem, where the local magnetizations |(S)|?> don’t have a fixed mag-
nitude [87]. While this is only a heuristic point, we indeed find remarkable agreement between
weak-constraint LT results and those obtained from the pseudo-fermion functional renormaliza-
tion group, as will be discussed in Part II.

3.1.3 Diagonalization in real space

Let us now explain how the minimization of the Hamiltonian under the weak constraint can be
carried out in practice. The weak constraint can be enforced by introducing a single lagrange
multiplier A into the Hamiltonian

Hy=H-)Y (8/-1) (3.9)

2 Applications to spin models with interactions beyond Heisenberg type are possible. In this thesis, we
only apply the LT method to pure Heisenberg models and thus restrict ourselves also in this section.
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and searching for the stationary state of this function with respect to both A and the spin
configuration {S;}. The condition dyH), = 0 simply recovers the weak constraint (3.8), while
0s,H) = 0 leads to the eigenvalue equation

> JijS; = AS;. (3.10)

J

Stationary states are therefore configurations {S;} where each spin-component is an eigenvector
of J;; with the eigenvalue )\, and which in addition satisfy the weak constraint. The energy of
such a configuration is

H({Sx}) = SxiJijSxj = NA > N, (3.11)
ij

which is minimized by choosing eigenvectors with the lowest eigenvalue, which we denote by A™.
We next show how to explicitly obtain such a spin-configuration {S’Z} = {Syu;}. Since J;; is
real and symmetric, it can always be diagonalized by a set of orthogonal eigenvectors. We denote
the set of such eigenvectors with eigenvalue Ay as {¢] }, with y = 1,...,T (for the nondegenerate
case I' = 1). Since the eigenvalue equation is valid for all three spin components independently,
a spin configuration can then be constructed by superimposing these eigenvectors with any set

of three-dimensional coefficients {¢?} as

r
Si{er) =) vie. (3.12)
y=1

The weak constraint can be enforced by a suitable normalization of ¢} and ¢”. A convenient
choice is

Y W)?=N/r. (3.13)

7

Inserting S;({c¢}) with this normalization into the weak constraint (3.8) implies that
=1, (3.14)

where we used that the orthogonality relation
r N
Z¢li¢1i = f‘sw,v’ : (3.15)
i

Thus, for any choice unit vectors {¢” }, we obtain a spin configuration S;({¢?}) that minimizes
the energy under the weak constraint. In general, however, such a configuration does not satisfy
the strong constraint. To numerically check whether a particular choice of ¢7 exists where it
does, we can minimize the deviation from the strong constraint (SC) defined as

Bolleh) =+ 3 (82 1) (3.16)

%

If this minimization yields a set of {¢"} such that x%~({c?}) = 0, then the corresponding spin
configuration is a true ground-state spin configuration on the finite lattice. If no such set exists,
then the real-space LT method on a finite lattice cannot capture the ground state.
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3.1 The Luttinger-Tisza method for classical spin models

For the cases we studied, if there are fewer than three degenerate eigenvectors, i.e. I' < 3, the
strong constraint was always satisfied by choosing the set ¢” to be orthogonal. The simplest
choice in this case is to take Cartesian unit vectors, ¢ = €7, for which Sf = . We have,
however, not attempted to prove that this holds in general. For I' > 3, or when this simple
choice fails, one can instead numerically minimize X%C'

Finally, to approximate the ground state of the infinite lattice, the finite lattice used in the LT
calculation must be chosen carefully to avoid finite-size effects. In practice, this can be checked by
varying the lattice size and verifying whether the spin configuration or the ground-state energy
per site changes.

3.1.4 Diagonalization in momentum space

The more common approach to the Luttinger-Tisza method is to diagonalize the coupling matrix
Ji; in momentum space for an infinite lattice. This can be achieved by exploiting the translational
invariance of the spin model. To this end, we split the lattice index into two parts, i = (n, a),
where n labels the unit cell, and o = 1,..., M the basis site in the unit cell (i.e., the sublattice).
For pure Bravais lattices, M = 1. Translational invariance then implies

Jij = Jma,n,B = Ja,B(Rn - Rm) s (3.17)

where R, is the position of the unit cell n. Defining the Fourier transform of the spin operator
as

. M )

- iqRm _ —iqRm,

Sia = E ' S (q) Sa(q) = ~ g e Wt g o, (3.18)
q€l.BZ i

we can rewrite all relations from the real-space formulation in momentum space. The eigenvalue
equation (3.10) then becomes

Y Jap(a)Ss(a) = ASala)., (3.19)
8

with the Fourier-transformed coupling matrix

Jap(@) =D € Jop(Ry), (3.20)

and where q is restricted to the first Brillouin zone. This matrix is Hermitian and satisfies

Jap(—q) = Jap(q@)", (3.21)

implying that all eigenvalues are real, the eigenvalues at +q are identical and the corresponding
eigenvectors are complex conjugates.

Instead of diagonalizing the full NV x N matrix J;;, in the momentum space approach we only
need to diagonalize the M x M matrix J,3(q) for every g in the first Brillouin zone.

The weak constraint now reads

SN [Sal@))? =M, (3.22)

a qg€l.BZ

where we used Y, €/9t9) = N/M4, o and So(—¢q) = Sa(q)*. Similarly, the classical energy
can be expressed as

H =203 Jus(@)Su(~)S5(a). (323)
ap
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In order to see how to obtain minimal energy configurations, we express the spin operators in
terms of the M eigenvectors ¥/ (q) of J,s(q) associated to the eigenvalues \°(q) as

w(@) = Fl@)ia), (3.24)

where the coefficients ¢’(q) € € are complex three-component vectors. Choosing the normal-
ization
> wig))? =M, (3.25)
(63

the weak constraint reduces to

> g =1, (3.26)
a B

which means only finite weight can be attributed to the different eigenvalues M(q) and wave-
vectors q. For the energy of a stationary state this implies

H({c NZZ|C (@)|?N(q) > NA™ (3.27)

where AT is again the smallest eigenvalue of J,s(q) for any g. This is consistent with the

real-space result discussed above. Thus, a state with minimal energy NA™ is therefore obtained
T and their eigenvectors with minimal eigenvalues A = A\"" and
by setting ¢¥(q) to zero for all other momenta and eigenvectors.

The set of minimizing wave-vectors {q""} already provides important information about the
ground state. A discrete set of minimal ¢** vectors generally corresponds to an ordered state.
If ¢"* vectors lie at incommensurate momenta, they indicate possible incommensurate phases—
although in practice the corresponding real-space configurations often fail to satisfy the strong
constraint. Finally, if the ¢ vectors form a continuous manifold, this signals an extensive
degeneracy which may imply classical spin liquid behavior [27].

Having found minimal ¢** vectors and the corresponding eigenvectors, we still need to specify
how to construct a real-space spin configuration. Let us assume there are I' eigenvectors 1a(g"")
with minimal eigenvalue, for each minimal g“"-vector. The most general Ansatz for the minimal-
energy spin configuration in momentum space is then the multi-q state

by only including wave-vectors q

Zéqqucv (@)™, (3.28)
y=1

where the coefficients have to satisfy ¢’(—q) = c*(q)* so that S,(—q) = S.(q)*, insuring real
spin configurations. The weak constraint can be satisfied by suitable normalization of ¢?(g"").
An inverse Fourier transform yields the real-space spin configuration

Sma=D_ > T e g ") (a")
qr v
— Z Z <eiq”Rm C"/(qLT)d}g(qLT) + e—iqLTRm C"/(qLT)*Q]Z)g (qLT)*)

qr>0 v

= > D 2Re (eiqu’"CV(QLT)wl(qLT)) , (3.29)

qT>0
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3.1 The Luttinger-Tisza method for classical spin models

where in the first step we used ¢%(—q) = ¢%q)* and ¥ (—q) = ¥2(—q)*. The sum q"* > 0
indicates that only one member of each degenerate pair +¢"" is included, and Re(...) denotes
taking only the real part. To obtain physical spin configurations, we can again minimize the
deviation from the strong constraint x2, (defined in Eq. (3.11)) numerically. In practice,
however, this becomes increasingly challenging when many degenerate g"* vectors are present.

That is why, typically, the Ansatz is simplified to a single-q state, where only one eigenvector
associated to a single momentum pair +¢** is used to construct the spin configuration. In the
case of multiple degenerate eigenvectors at the same ¢“*, we may freely choose any vector 1,
within the degenerate subspace. The single-q state is then takes the form

Spa = €9 By e e Bk ox (3.30)

We now have to make a suitable choice for the complex coefficients ¢. The weak constraint (3.26)
already implies |c|?> = 1/2. Because the Heisenberg Hamiltonian is rotationally invariant, for
single-q states we can restrict the ¢ to lie in a plane. To ensure S2,, is independent of the unit

cell m, a convenient choice is

1 .
c=——(1,e/2 )T, 3.31
2\/5( ) (3.31)

which yields the spiral spin configuration

c0s (@™ - Ry + )
Sma = Vol [ £5in (¢ R + 6a) | . (3.32)
0

where ¢, is phase of ¥, = |10, |e??>. We are free to choose also any plane other than the zy-plane
and can add an additional global phase, which would simply rotate the spiral configuration as a
whole.

The strong constraint for the single-q spiral becomes

S2. =|a*=1 Va=1,...,M. (3.33)

Thus, whenever an eigenvector of J,3(g"") has constant magnitude [1)o| across all basis sites, a
single-q spiral provides a valid ground-state configuration satisfying the strong constraint. This
is trivially fulfilled for all Bravais lattices, since there is only one basis site. This proves the spiral
theorem for Bravais lattices: the ground state of a classical Heisenberg model with interactions
that respect the translational symmetry of the lattice is always a coplanar spiral [81, 82]. We note
that this result has additionally been proven for crystal lattices with two symmetry equivalent
basis sites per unit cell (see, e.g., Ref. [88]).

Let us summarize the practical steps we use to apply the momentum-space Luttinger-Tisza
approach. The first step is to implement a function that calculates the coupling matrix in mo-
mentum space Jo3(q) (for simple cases this can be done analytically). Next, we need to identify
all wave vectors ¢"" in the first Brillouin zone for which J,5(g"") has the minimal eigenvalue
AT In practice, we define a function Amin(q, Jog) that calculates the lowest eigenvalue of the
coupling matrix at wave-vector g, and then perform a global minimization over the Brillouin
zone. To ensure that all global minima are identified, we start the minimization from a large set
of g-vectors. A practical approach is to first use the set of physically allowed g-vectors of a finite
but large periodic lattice, then gradually increase the lattice size until the set of minimizing vec-
tors ¢“" converges. In cases where ¢"* forms a continuous manifold, we instead increase the size
until the desired resolution in g-space is reached. For each vector in {g""} we then compute the
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Chapter 3 Classical and mean-field approximations

Table 3.1 — Collinear, coplanar, and noncoplanar spin configurations from Luttinger—Tisza.
Shown are results for nearest-neighbor AFMs on the honeycomb, triangular, and maple-leaf lattices. For
the maple-leaf lattice, the three inequivalent nearest-neighbor couplings are chosen such that the system
lies in the noncoplanar phase VI defined in Chapter 6. The first column depicts the lattices, with the
magnetic unit cell indicated by a dashed outline and inequivalent spin directions marked by different
colors. The second column illustrates the corresponding spin orientations on the unit sphere. The third
column shows the minimizing g7 vectors in momentum space, and the fourth column gives the explicit
formula for the real-space spin configuration within unit cell m and sublattice «, where 1), denotes the
LT eigenvectors in momentum space.

Lattice Spins q“" vectors Real-space configuration
©
1
ol S = 1210
l 0
K.
¢ cos(K - Ry,)
—e K'e S = | sin(K - Ry;,)
0
W o
LT
2\ e Valat") cos(g" - Ryp)
— 5 D o = | a(as") cos(al! - R)
N e ai" Ya(af") cos(ay” - Rn)
¢ ®

(possibly degenerate) eigenvectors 1 with eigenvalue A\'" and check whether any superposition
Vo = Z'y cT1pg, of these eigenvectors has constant magnitude |1, | across all basis sites a. If this
condition is satisfied, we have found a spiral spin configuration fulfilling the strong constraint,
which can be constructed in real space using Eq. (3.32). If no such superposition exists, one
can instead employ the multi-g Ansatz of Eq. (3.28) and attempt to numerically find coefficients
{c7(q"")} for which the strong constraint is satisfied. In practice, however, this is only feasible
when the number of {q¢""} is small. If all {¢""} are at commensurate wave-vectors, resorting to
the real-space LT approach is usually the simpler choice.

3.1.5 Examples for collinear, coplanar and noncoplanar states

To conclude this section, lets us briefly outline a few examples where the Luttinger-Tisza ap-
proach correctly captures collinear, coplanar, and even noncoplanar ground states of different
classical spin models. A summary that includes illustrations of the considered lattices, the min-
imizing ¢** vectors, and real-space ground states is provided in Table 3.1.
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3.1 The Luttinger-Tisza method for classical spin models

Collinear state on the Honeycomb lattice. For the AFM nearest-neighbor Heisenberg model on
the honeycomb lattice, the ground-state is a simple collinear Néel state, with spins pointing
in opposite directions on the two sublattices. In real-space, diagonalizing J;; for any periodic
honeycomb lattice of size N1 x Ny (where the unit cell is repeated NV; times along translation vector
a;) yields a single eigenvector ¢; = (1, —1,1,—1,...) of constant magnitude but alternating sign
between sublattices. Choosing, for example, ¢ = (1,0,0) in the real-space Ansatz (3.12) directly
produces the correct Néel ground state with spins along the z-axis.

In momentum space, diagonalization yields a single minimizing wave-vector ¢"* = I" = (0, 0)”
with the eigenvector ¥, = (1, —1), which fulfills the strong constraint as it has constant magni-
tude. The spiral Ansatz in Eq. (3.32) then reduces to

Spme = —1%(1,0,0)" (3.34)

again giving the correct Néel order.

Coplanar state on the triangular lattice. For the AFM Heisenberg model on the triangular lattice,
the ground state exhibits the well-known 120° coplanar order, in which neighboring spins enclose
angles of 120°.

In real space, finite lattices of size 3/N1 x 3Ny are commensurate with this order. Diagonalization
of J;; yields two eigenvectors ¢! = (—1,1/2,1/2,...)T and ¥? = (0,v/3/2,—v/3/2,...)T (where
we only state the first components that lie on a representative triangle). Choosing orthogonal
unit vectors ¢! = (1,0,0) and ¢? = (0,1,0) produces the correct 120° configuration satisfying
the strong constraint.

In momentum space, the minimizing wave vectors occur at the Brillouin-zone corners ¢** =
K, K', where K = 2G1/3+ G2/3 and K = G1/3 + 2G2/3, with the reciprocal lattice vector
G; of the triangular lattice. Because the triangular lattice is a Bravais lattice, the eigenvector is
trivial ¢* = 1 and the single-q spiral Ansatz for both K and K’ gives

cos(K - Ry,)
Sm=|xsin(K-Ry,) |, (3.35)
0

which is the correct 120° order.

noncoplanar state on the maple-leaf lattice Finally, we show an example where genuinely three-
dimensional, noncoplanar ground states can also be captured by the LT approach. We identified
two such phases in an nearest-neighbor Heisenberg model on the maple-leaf lattice, which has
three symmetry inequivalent interactions. A definition of the model and a detailed discussion of
the states will be given in Chapter 6. Here, we focus on couplings in phase VI, where the classical
ground state has a 24 site magnetic unit cell whose spins point in twelve different direction that
cannot be confined to a single plane. A visualization of the maple-leaf lattice and the ground
state is given in the last row of Table 3.1.

In real space, for periodic lattices of size (2N7 x 2N3), there are three eigenvectors ;. For
any choice of three orthogonal unit vectors {c!, c?, ¢3} the strong constraint is satisfied and the
correct noncoplanar ground state is obtained. The simplest choice is again S;' = .

In momentum space, the situation is slightly more complicated, since the single-q Ansatz
cannot capture noncoplanar states. Diagonalization yields three ¢“" vectors,

LT Gl LT _ Gl + GQ LT _ @

qi DR qs 9 as 9 (3-36)
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Chapter 3 Classical and mean-field approximations

where G; are reciprocal lattice vectors of the maple-leaf lattice. At each of those wave vectors,
the coupling matrix has a single eigenvector 1, (q"") with minimal eigenvalue \*". None of them
individually fulfill the strong constraint under the single-q Ansatz, as |14 varies across the unit
cell. This rules out a simple spiral state and necessitates the multi-g Ansatz of Eq. (3.28).

Numerical minimization of X%C indeed produces a set of {c(q"")} that correctly reproduces
the correct noncoplanar ground state satisfying the strong constraint. Guided by the real-space
construction, however, we can verify that simply taking c(q;") as the three Cartesian unit vectors
also produces the correct state. Substituting this into the multi-g Ansatz yields

Yalgi") cos(qy” - Ryy,)
Sima = | Yalgs’) cos(qs’ - Ri) | (3.37)
¢a(CI§T) COS(QéJT ' Rm)

where the fact that all three g vectors are half reciprocal lattice vectors ensures that e?” Bm —
41 are real, rendering all eigenvectors real as well. The result can be viewed as a superposition of
three spiral-like states which, remarkably, combine such that they satisfy the strong constraint.

3.2 Semiclassical Monte Carlo for SU(4) spin models

In the introductory chapters, we showed that in moiré materials and certain spin—orbit entangled
Mott insulators, the local moments may not be conventional spin-operators—which are genera-
tors of SU(2)-but spin—orbit or spin—valley degrees of freedom described by generators of SU(4).
Our initial motivation for studying such systems is that enlarging the symmetry from SU(2) to
SU(4) enhances the effect of quantum fluctuations, similar to frustration, and may thus increase
the propensity toward novel quantum-disordered ground states. In realistic models for moiré
materials such as twisted bilayer graphene [89, 90], trilayer graphene aligned with h-BN [49, 91,
92], or in transition metals with an orbital degeneracy [50], however, SU(4) symmetry is often
broken by (super)-exchange interactions, and ordered states are natural competitors.

To analyze such states in SU(2) spin models, a common approach is to employ the classical
S — oo limit discussed in the previous section. A naive extension of this approach to SU(4) spin
models might be to decouple the spin and valley degrees of freedom, and then take the S — oo
limit for both of them. We begin this section, however, by showing that this approach fails to
capture the correct structure of the local Hilbert space, as it neglects important contributions
from the local entanglement between spin and valley—especially for a filling of two fermions
per side. We then introduce a more appropriate semiclassical limit that preserves the local
structure of the SU(4) Hilbert space while neglecting only inter-site entanglement. Finally, we
describe how, in this limit, we can explore both the semiclassical ground state and the effects
of thermal fluctuations efficiently using conventional Metropolis Monte Carlo and simulated
annealing algorithms, which we we have implemented in the publicly available Julia package
SemiClassicalMC.jl [C2].

The method we present was originally developed in Ref. [93] to study spin-nematic correlations
in S = 1 SU(2) spin models, and later applied to the Bose-Hubbard model in the strong-coupling
limit [94]. The semiclassical limit was first extended to SU(4) models to analyze the ground
state of the SU(4)-symmetric Heisenberg model in the six-dimensional representation [53]. In
our own work [P1, P2], we built on this approach and generalized it to models with broken SU(4)
symmetry and finite temperatures. Our presentation here is strongly based on these references.
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3.2 Semiclassical Monte Carlo for SU(4) spin models

3.2.1 The local Hilbert-space of SU(4) spin models

Before deriving the semiclassical limit, we first specify the structure of the local Hilbert space
of SU(4) models in their representation in terms of fermions with both a spin and valley (or
orbital) degree of freedom, as motivated in Chapter 1 and Sec. 2.2.5. For brevity, we adopt the
spin—valley terminology relevant to Chapter 7 from now on.

Generic SU(4) spin models are of them the form

15
H=3 ) TIFT, (3.38)

ij ab=1

where the T form a basis of the 15-dimensional Lie algebra of SU(4). In principle, any basis can
be chosen. In the context of spin—valley entangled Mott insulators, however, a particularly natu-
ral choice is provided by spin—valley operators (for brevity, we adopt the spin—valley terminology
relevant to Chapter 7 from now on), defined as®

T = ol'rf = P (fLi0% 00 fron) Pa- (3.39)

Here, 6" are Pauli matrices (with 8° = 1 and p,x = 0,1,2,3 = d,z,y, 2), fgsl creates a fermion
with spin s = (1,/), and valley | = (4, —), and we assume summation over repeated spin and
valley indices. The spin-valley operators form a basis of the Lie algebra of SU(4) only when
including the projector P, onto the subspace of n fermions per site, effectively enforcing the
filling

fiTsl ist — T (3.40)

The dimension of the local Hilbert space is determined by the number of ways to place n fermions
on a single site. With four possible fermion flavors, this gives (i) states. The relevant cases are:

1. Quarter filling (n = 1): one fermion per site, four-dimensional Hilbertspace
2. Half filling (n = 2): two fermions per site, six-dimensional Hilbertspace
3. Three-quarter filling (n = 3): equivalent to n = 1 by particle-hole symmetry.

The trivial cases n = 0,4 correspond to completely empty/filled bands without dynamics. We
now discuss the Hilbert space of quarter and then half-filling in detail.

Quarter filling For one fermion per site, a basis of the four-dimensional local Hilbert space is
Bi={lt )t =), L +), L)}, (3.41)
with |sl) = f;rl |0). It can be equivalently expressed in the factorized form
By ={ls)@l)|s = (1), l = (+-)}, (3.42)

where |s) and |I) are the eigenstates of conventional SU(2) operators. In this basis, the spin-valley
operators are then also tensor products of SU(2) operators

opT =0p @7 (3.43)

3To only consider the fifteen generators of SU(4) we need to exclude 07 = 1, which anyway only
constitutes a constant in the spin model. We leave this in for ease of notation.

43



Chapter 3 Classical and mean-field approximations

which, in the standard basis, can be explicitly represented as Kronecker products of Pauli ma-
trices (up to possible factors of 1/2).
In this case, a commonly chosen classical limit is to mean-field decouple the spin and valley
degrees of freedom in, e.g., the valley sector as
ot @1~ ot(rh), (3.44)
yielding an effective SU(2) Hamiltonian that can be treated in the conventional classical limit.
Going one step further, one may instead approximate the tensor product with an outer product

s

H Vo
o, QT = oy

x 17 (3.45)

and then take the S — oo limit in both ¢ and 7. This results in an effective classical SU(2)
spin model, but with two spins per site. Compared to the mean-field approach, this has the
advantage that thermal fluctuations around the mean-field values can be taken into account in
both the spin and valley sector.

Both approximations, however, share an important limitation: while they naturally discard
inter-site entanglement—as any classical limit does—they also ignore intra-site “entanglement”
between spin and valley degrees of freedom. In other words, they only capture states that
factorize into a direct product [¢s) ® |¢;), and therefore miss superpositions that mix spin and
valley. For example, the state

L (114 + =) (3.46)

is entirely excluded. As we will see next, this issue becomes even more pronounced at half-filling.

Half-filling At half-filling there are two fermions per site, giving a local Hilbert space of dimen-
sion (3) = 6. An explicit basis is

{’T +7ir +>7|T +,\L_>’|~L +:T_>’|T +7T_>7‘\L +a\L_>7|T _a¢_>} ) (347)

with [s1l1, s2la) = f;rlllf;lZ |0). At this filling, spin and valley become much more tightly inter-
twined than for quarter filling, as the Pauli principle enforces correlations between them. For
instance, if both fermions have s =1, then they must occupy opposite valley states. Locally, this
means (o) = 1 automatically implies (7*) = 0 regardless of the considered Hamiltonian. As a
result, spin and valley can no longer be meaningfully decoupled, and there is no consistent way

to take the S — oo limit in the spin or valley degree of freedom.

3.2.2 The semiclassical limit

Fortunately, a semiclassical limit that incorporates the local entanglement between spin and

valley can be defined in a straightforward way. The essential idea is to forbid entanglement

between sites, but the keep the full local Hilbert space intact, without taking any S — oo limit.
In the first step, we restrict the Hilbert space to product states of the form

V) = @i i) , (3.48)

where |1);) is an arbitrary state in the d-dimensional local Hilbert space. Choosing a basis of this

space, in our case By or By defined above, we can parametrize each |1;) by d complex amplitudes

B
C;, as

d
i) => d ), (3.49)
y=1
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3.2 Semiclassical Monte Carlo for SU(4) spin models

where {|7)} label the v = 1,...,d basis states. Normalization of the state demands that the

d-dimensional complex vector ¢; = (c} cHT satisfies the constraint

leil” = Z ] ? = (3.50)

Thus, a system of N sites is described by N normalized d-dimensional complex vectors c;,
which corresponds to N(d — 2) real degrees of freedom once normalization and an arbitrary
overall phase are removed. To indicate the dependence on these vectors, we will simply write
i(e)) = [({ei})-

In the next step, we define the semiclassical energy as a function of ¢ as the expectation value
of the corresponding product state as

Hge(c) = ((c) [ H[y(c)) - (3.51)
Minimizing Hg(c) over ¢; then yields the semiclassical approximation to the ground state. Con-
ceptually, this approach is equivalent to a mean-field theory where interaction between spin-valley
operators are decoupled as

Tj)\ ~ <gf7—i”> a"?Tj)‘ + ai <0“7')‘> <Uf7’{'> <J“7')‘> (3.52)

U_v
g; J i iTj

KR
T; O'j

and the expectation values are determined self-consistently.

We can go one step further, however, and extend this framework to finite temperatures by
including thermal fluctuations around the mean-field solution. This allows us to more accu-
rately calculate expectation values at finite temperatures 7' = 1//3. Following Refs. [93, 94], we
approximate the semiclassical partition function as

Sf/sz (e)]ePH [y(c) /Hm NHI(E) /H@ewmw7@m

where [[, de; ~ []; ., dRe(c])dIm(c])d( (lei|* — 1) includes the integration over all properly nor-
malized sets of {¢;}. This correbponds to truncating a cumulant expansion at first order, which
becomes exact in the limit 7" — oo and approaches the mean-field approach for T' — 0. We
therefore assume that it captures the essential physics across the full temperature range.
Thermal expectation values of arbitrary operators O can then simply be computed as

/ Hdcz (0)|Ol(c)) e~ BHs(e / Hdc O(c) e~ BHse(e) (3.54)

Such integrals can be efficiently evaluated using Markov Chain Monte Carlo, which we describe
in the following.

3.2.3 Monte Carlo implementation

To calculate thermal expectation values in the semiclassical limit, we use a Monte Carlo routine
based on the standard Metropolis algorithm with local updates. The same framework also allows
for simulated annealing to minimize the semiclassical energy and obtain the semiclassical ground
state, which we further refine using stochastic gradient descent to more precisely converge to the
minimal-energy configuration. We have implemented these algorithms in the publicly available
Julia Package SemiClassicalMC.jl [C2]. Since the basics of Markov Chain Monte Carlo and the
Metropolis algorithm are well covered in the literature, we only summarize the aspects relevant
to our implementation here, and refer the reader to Ref. [95] for a more general introduction.
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Chapter 3 Classical and mean-field approximations

Markov Chain Monte Carlo integration Let us begin by briefly explaining the general idea behind
applying such MCMC methods to calculate expectation value of the form shown in Eq. (3.54).
The problem we are facing is to compute integrals over the all possible sets {¢;}. As stated before,
these can be parametrized by d — 2 real numbers per site. The dimension of the integration space
therefore grows exponentially with the number of sites according to diny ~ (d — 2)Y. Even
for only few sites, this becomes impossible to compute using standard numerical integration
techniques. The idea of applying MCMC to compute expectation values is to instead only
generate only a finite number of configurations {c¢;} according to the Boltzmann distribution
p(c) ~ exp(—BHs(c)). If one has obtained a set of M such configurations (™ expectation
values of operators can be approximated by

1 M
(0)~ O = Vi > 0™, (3.55)

m=1

The estimator O clearly converges to exact expectation value limps_oo O = (O). For finite M,
however, it is itself a statistical variable, with a finite statistical error. This error can be shown

to scale as
AO = y/var(0) ~ 1/VM , (3.56)

which, crucially, is independent of the dimension of the integration regime d;j,; and therefore
avoid the curse of dimensionality that other integration methods suffer.

Metropolis algorithm To perform the Monte Carlo integration we need to efficiently generate
configurations ¢(™ according to the distribution p(¢) ~ exp(—BHs(c)). To this end, we utilize
the conventional Metropolis algorithm with local updates.

From a configuration ¢, a trial configuration ¢V is proposed and accepted with probability

p = min (1, exp|—B(Haeo(c™V) — Hsc(ém)))]) . (3.57)

If ¢"¥ is not accepted, instead we set ¢+ = ¢(™) The fraction of newly proposed configura-
tions that are accepted over the total number of proposed configurations is called the acceptance
rate R.

The generated configurations follow the correct Boltzmann distribution but are not statistically
independent, as successive samples exhibit autocorrelations. While this does not bias expectation
values, it complicates error estimation. To address this, observables are “measured” only at larger
intervals rather than after every update, and statistical errors are extracted using binning analysis
(via the Julia package BinningAnalysis.j1 [96]), which systematically includes autocorrelation
effects in the error estimation.

Local Metropolis updates To generate the trial configuration ¢**V, we perform a local update.
This means we randomly select one of the N sites, say site ¢, and then update only the vector ¢;
in "V, while all other vectors ¢;x; remain the same as in the previous ™ A sequence of N
such updates is called a sweep.

For classical SU(2) spins, which are normalized, real, three-dimensional vectors, a new trial
spin can be obtained by sampling a random point on the unit 2-sphere, where one has to be
careful to sample the full sphere uniformly. In our case, the situation seems quite different,
yet is ultimately very similar: we need to uniformly sample the space of normalized, complex,
d-dimensional vectors. This space, however, can also be interpreted as a real (d — 1)-dimensional
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3.2 Semiclassical Monte Carlo for SU(4) spin models

hypersphere parameterized by the real and imaginary part of each vector component. A simple
way to sample uniformly on an n-dimensional hypersphere (n-sphere) is to draw n + 1 random
numbers from a normal distribution (note that using a uniform distribution does not give a
uniform sampling on the sphere) and then normalize the resulting vector [97]. For complex
vectors, this means drawing normally distributed random numbers for the real and imaginary
parts of each component, forming a random complex vector I', and then setting

T
new __
= I (3.58)

This procedure samples the hypersphere correctly, but at low temperatures it leads to very low
acceptance rates, where most proposed moves are rejected and convergence becomes slow. To
overcome this, we adopt the Gaussian trial move introduced for classical SU(2) spins in Ref. [98].
Instead of fully replacing ¢; with I', we generate a new state in the vicinity of ¢; as

eV = "t oL . (3.59)
\cgm) + o T
Here, the parameter o, sets the average distance between c;*" and cl(.m). This is also an unbiased
way of sampling the local Hilbert space, but has the advantage that the acceptance rate can be
adjusted dynamically by controlling the value of 04: Starting from a large value, we update o,
every tenth sweep as
0.5

Of —> ——O0,
9 "1—Ryp ¥

(3.60)
where Rjo is the acceptance rate over the last ten sweeps [98]. In practice, this procedure
quickly stabilizes the acceptance rate near 50% and significantly accelerates convergence at low
temperatures.

Thermalization The metropolis algorithm yields a Markov Chain that generates configurations
{c(m)} according to the desired probability distribution—but only once the chain has reached
its stationary state. This is guaranteed only in the limit m — oo, but in practice occurs much
earlier to any reasonable desired accuracy. It is, however, crucial to wait a certain number of
thermalization sweeps N; before taking measurements of observables, giving the system time to
reach the steady state.

We refer to this stage as thermalization, because we typically start simulations from a com-
pletely random configuration, which corresponds to an infinite-temperature state. When per-
forming simulations at low temperatures, the system must gradually relax into the region of
configuration space relevant for that temperature, determined by it’s free energy functional.
This process can, e.g., be observed in the energy, which decreases steadily until the steady state
is reached, where it only fluctuates around its mean value. The time it takes to reach this steady
state varies, and therefore the number of thermalization sweeps Ny has to be adjusted for each
system and each temperature.

To accelerate thermalization and avoid trapping in local minima, we perform simulated an-
nealing during the first 3/4N; thermalization sweeps. The idea of simulated annealing is to start
the simulation at a high temperature, and then only gradually lower it to the desired value. Lets
say we want to perform simulations at the temperature 7. We then start the thermalization at
a much higher initial temperature, typically of order T; = 2|.J| (where |J| is some energy scale
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given by the interactions), and a large value of o, = 60. We then perform Monte Carlo sweeps
using the procedure explained above, but lower the temperature after each sweep as

until the target temperature 7' is reached. For the remaining %Nt sweeps, the temperature is
kept constant. Only after the thermalization stage, we begin the measurement sweeps during
which the temperature and o, are kept constant.

Ground-state minimization by simulated annealing and gradientdescent Beyond finite-temperature
properties, we are also interested in ground-state phase diagrams, which requires finding the
product state (or equivalently the configuration c¢), that minimizes the semiclassical energy.

Similarly to the challenge in calculating thermal expectation values, this problem also suffers
from the high-dimensional configuration space in which the minimization has to be performed.
Often, the classical energy will have many local minima and it is difficult to confirm that a
minimization has converged to the true global minimum. Fortunately, simulated annealing is
particularly suited for this task—it has even been shown to always converge to a global minimum
given infinite time (which of course does not strictly guarantee anything for the practical case of
finite time runtimes) [99]. At low temperatures, acceptance rates (or equivalently the step width
04) become very small, and convergence slows dramatically. In practice, we therefore terminate
simulated annealing once R and o, drop below predefined thresholds, assuming the system is
then sufficiently close to the global minimum. To refine the solution, we subsequently apply
stochastic gradient descent, which converges much faster to the nearest minimum.

Unlike the fixed cooling schedule used during thermalization, here we allow for a variable
number of sweeps per temperature to ensure proper equilibration. Concretely, the temperature
is lowered only after n,..IN updates have been accepted, which leads to frequent temperature
decreases at high temperatures, where equilibration is fast, while still allowing for sufficient
sampling at low temperatures. To avoid excessively long runs, we additionally impose an upper
bound Np on the number of sweeps per temperature. In practice, typical values we choose are
Np =~ 4000 and nu.. =~ 400. At each temperature step, we calculate the acceptance rate R,
adjust o4 according to Eq. (3.60) and then lower the temperature by 2 %. Once o4 has reached
the minimal value of o, = 0.05, we keep it fixed. We continue lowering the temperature until
the acceptance rate is below Ry, = 0.001%, at which point we terminate the calculation.

Starting from the state obtained from simulated annealing, we perform N, optimization sweeps
based on stochastic gradient descent. The idea is analogous to local Monte Carlo updates: at
each step, we randomly pick a site ¢, and then update the vector ¢;. Unlike in a Metropolis
step, however, we don’t choose a random new vector ¢"®V, but the one that locally minimizes
the energy (while all other ¢;.; are fixed). An optimization step therefore always results in a
lower energy. The corresponding local energy to be minimizes with respect to ¢; is

Hio(e) = (0(0)| STl ee)) = 3 (wiled T i) 3 Ji (i(e)I TNy (ey)) - (362)

J,ab a J,b

For conventional SU(2) spin models without on-site interactions, this minimization can be for-
mulated as a linear equation that is solved by setting the spin at site ¢ antiparallel to the mean
field of the coupled spins (e.g. h; = }_; J;;S; for simple Heisenberg models). In this context,
the method is then often simply referred to as “iterative minimization” [100, 101]. In our case,
however, H{. is a nonlinear function of ¢;, so we resort to numerical minimization using gradient
descent.
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(a) Initial configuration (b) Simulated annealing (c) Stochastic gradient descent

Figure 3.1 — Common-origin plots at different stages of the minimization procedure. Spin
(top) and valley (bottom) expectation values for all N = 144 sites a SU(2) ® SU(2) symmetric spin—valley
model. Shown are (a) the initial random configuration, (b) the state after simulated annealing down to
T ~ 0.005].J], and (c) the result after ten optimization sweeps with stochastic gradient descent.

In gradient descent, ¢; is iteratively updated in the direction of the negative gradient of H:.

as '
¢V =¢; — AV, H(c), (3.63)

where ) is a tunable step size. To preserve the normalization |¢;| = 1, however, the minimization
needs to be performed on the 11-sphere spanned by the real and imaginary part of ¢;. We
implement this using the Manifolds. j1 package [102] to compute gradients on the sphere (via
finite differences) and Manopt.jl [103] to carry out the optimization. The gradient descent at
site ¢ is terminated once the gradient norm falls below 0.001|.J].

One optimization sweep consists of performing this update on N randomly chosen sites. We
repeat the optimization sweeps until the total energy converges to the desired precision. For all
systems studied, the energy typically stabilizes well before N, ~ 100 sweeps to an accuracy of
1078]J].

Lets us give a specific example that highlights the efficiency of the combined simulated anneal-
ing and stochastic gradient descent minimization. To this end, we consider the SU(2)®@SU(2)
symmetric spin-valley model on the triangular lattice (already studied, e.g., in Ref. [104]) defined
by the Hamiltonian

3 3 3
H=Y"|J Y (ot (05mh) + Iy ofof + 1,y riri | . (3.64)
(i) a,b=1 a=1 a=1
We choose J > 0, large J;, = —2J and J, = 2J, and quarter filling. In this regime, the

semiclassical ground state is expected to exhibit FM order in the spin sector and 120° order in
the valley sector. Performing the minimization procedure described above, we can confirm this
by creating common origin plots of the spin and the valley expectation values. These are shown
in Fig. 3.1 after different stages of the minimization procedure for a lattice of 12 x 12 sites.
After simulated annealing, terminated once the acceptance rate dropped below R = 0.001%
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(at T =~ 0.005J), the correct ordering pattern is already visible, although the vectors remain
somewhat spread out. After only N, = 10 additional optimization sweeps, however, both spin and
valley order expectation values align perfectly to the ground-state order. This demonstrates the
efficiency of stochastic gradient descent for refining ground-state configurations once simulated
annealing has identified the correct ordering pattern.

3.3 Cluster mean-field theory

In the classical and semiclassical approximations discussed earlier, the complexity of the quan-
tum many-body problem was drastically reduced by forbidding entanglement between spins on
different sites. This simplification fails whenever entanglement or unconventional order plays a
central role, as in quantum spin liquids or dimerized phases. While our primary tool for ana-
lyzing such phases is the pf~-FRG which we will describe in Chapter 4, we complement it with
a conceptually and computationally simpler approach called cluster mean-field theory (CMFT),
which can likewise distinguish between magnetic and paramagnetic ground states, although with
some limitations.

Unlike the semiclassical limits who eliminating entanglement entirely, CMFT solves the full
quantum problem on small spin clusters using exact diagonalization (ED), while approximating
inter-cluster interactions via a mean-field decoupling. Compared to conventional ED, CMFT
has the advantage that spontaneous symmetry breaking can be observed explicitly due to the
symmetry breaking induced by the mean-fields. The price, however, is that the SU(2) symmetry
of the model is also fully broken in the ED calculation. For highly symmetric models, this
significantly reduces the accessible cluster sizes compared to pure ED, which can utilize the
symmetries of the model. Despite these limitations, CMFT has been successfully applied, for
example, to determine phase boundaries between ordered and paramagnetic phases in the J;—Jo
Heisenberg model on the square lattice [105], or to capture different ordered states in the XXZ
model on the triangular lattice [106]. In both cases, it yields qualitatively reliable results even
with relatively modest cluster sizes.

In the following, we describe the practical steps of implementing the CMFT. We first outline
how the approximation leads to a set of self-consistent equations for the cluster magnetiza-
tions, which we solve using an iterative procedure. We then discuss the role of initial con-
ditions and cluster geometry, both of which crucially affect convergence and the phases that
can be detected. To make the method accessible, we have implemented it in a Julia pack-
age ClusterMeanFieldTheory.jl [C2]. As an illustrative example and benchmark, we apply
CMFT to the J;—Js Heisenberg model on the square lattice. The description of the method itself
is largely based on Ref. [U1].

3.3.1 Cluster mean-field approximation

The CMFT approach begins by partitioning the full lattice on which the spin model is defined
into small spin clusters C, each containing N¢ sites. Interactions between spins within a cluster
are treated exactly. Interactions between spins in different clusters are approximated by the
standard mean-field decoupling scheme. Formally, this is achieved by by expanding the spin
operators in small perturbations around their expectation values

5S; = S; — (S;) (3.65)
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and keeping terms up to first order, which yields
S; - Sj = ((8i) +68;) - ((S;) +38;)
=(S;)- 8; +8;-(S;) — (Si) - (S;) + 0O(68?). (3.66)

This is, of course, only a valid approximations if fluctuations away from the expectation value
are indeed small. If we assume this is the case, a general Heisenberg Hamiltonian

1
H=3 Z J;iS:S; (3.67)
ij

can be recast as a sum over single-cluster Hamiltonians He

HZZ ZJUSZ‘-S]'-}-Z Z JijSi-Sj

1,j€C C'#£CieC,jeC’
~SO[ S s 8+ Y k- S+ Ce (3.68)
C 3,j€C eC

C
where the mean influence of neighboring clusters is captured within effective fields®

= S TSy (369)

C'#£C jeC!

and the energy shift

Z Z (Jij + Jji) (Si) (Sj) - (3.70)

c'¢c iec,jec

These both still depend on the expectation values of the spins on different clusters (S;). For
the single-cluster Hamiltonians to fully decouple, we impose periodic boundary conditions for
the magnetizations by assuming that the magnetization patterns repeat identically across all
clusters. To this end, we split the site index into i = (C,«), where C denotes the cluster and
a=1,..., N¢ the site within this cluster. Periodic boundary conditions then imply

<SC'0<> = <SC/O¢> =M, (371)

to hold for all clusters C,C’. This defines the N¢ cluster-independent magnetizations m,,, from
which the now cluster-independent effective fields h, and the energy shift C' can be calculated
using the formulas above.

Restricting the problem to He¢ instead of the full lattice Hamiltonian constitutes the cluster
mean-field approximation. In the limit Ne — oo this becomes exact, while for N¢ — 1 it reduces
to standard mean-field theory. For intermediate cluster sizes, finite size effects remain, but even
for moderate cluster sizes qualitatively correct results have been obtained [105, 106].

“The site-exchange term .Jj; is typically accounted for in Heisenberg models by defining J;; = J;; and
summing only over ¢ < j. For more general spin models, e.g. with DM interactions, only J;; = JjTi
holds and this has to be accounted for to obtain a Hermitian Hamiltonian matrix. To keep the
discussion general, we include the term here.
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Chapter 3 Classical and mean-field approximations

3.3.2 lIterative solution of the self-consistent equations

Although finite temperature CMFT implementations are possible, our interest here is in approx-
imating the ground state. This amounts to solving

[Y0) = argglin (Y| Hely) - (3.72)

If the cluster is small enough, this can simply be achieved by numerically diagonalizing H¢
and determining the eigenstates with the lowest eigenvalue. In practice, we do this using the
Lanczos algorithm [107] implemented in the KrylovKit.j1 Julia package [108]. For a thorough
explanation of how to set up the Hamiltonian matrix numerically, we highly recommend Ref. [54].

Because we are interested in the ground state, we are, by definition, considering the system
at zero temperature. Expectation values, therefore, must be taken with respect to the ground
state, (...) = (¥o|...|tp). In particular, the magnetizations m, depend directly on |¢), while
|tho) itself depends on the Hamiltonian He, which again depends on m,. The definition of
the magnetization (3.71) therefore constitutes a self-consistent equation, implying we need to
self-consistently determine the magnetization in addition to the ground state.

To achieve this, we perform a damped fixed-point iteration. Starting with some initial mag-
netizations m?, at each iteration step n, an updated set of magnetizations m”*! is computed
based on the values from the previous step m as follows:

1. Calculate the effective fields h,, from m} using Eq. (3.69).

2. Determine the ground state of the resulting single-cluster Hamiltonian H¢ via the Lanczos
algorithm.

3. Calculate the magnetizations
my™ = (Sq) (3.73)

in this ground state.

4. Update the magnetizations according to

1 I
m2t = (1 = A)m2V 4 Am?

where A € (0, 1] is a damping parameter introduced to stabilize convergence.

5. Check for convergence: Stop the iteration if

D Imett —mi| < eans,
@

for a desired absolute tolerance €,1s, otherwise continue with the next step.

In practice, we have found that setting the damping parameter to A = 0.5 achieves a good
compromise between fast convergence and stability of the method. Without damping (i.e. A = 1),
we found that the iterations often fail to converge at all. For the absolute tolerance we typically
set €aps = 1078, Once convergence is reached, we calculate the final ground state using the
magnetizations of the last iteration step. From this ground state, various observables can then
be straight-forwardly computed.
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3.3 Cluster mean-field theory

3.3.3 Initial conditions

To reduce the risk of converging to a local rather than global minimum, we repeat the CMFT
calculation with a variety of multiple distinct initial magnetizations m2. Among the resulting
solutions, we then use the ground state with the lowest energy as our final CMFT estimate for
the actual ground state. To test wether CMFT predicts a magnetically ordered or paramagnetic
ground state, we always include a calculation with paramagnetic initial conditions m? = 0 (for
which no iteration is required as all fields are always zero).

When the ground state of the corresponding classical spin model is known, we also initialize
the magnetization pattern according to this classical state. To account for the reduction of
the ordered moment expected from quantum fluctuations, we normalize the initial values to
Img| =1/4.

In cases where the classical ground state is unknown, or where for finite size clusters the ground
state might differ from the ground state in the thermodynamic limit, we instead construct a
physically motivated initial state from the real-space Luttinger-Tisza approach as described in
Sec. 3.1. To be as close to the true classical ground state as possible, we choose a configuration
that minimizes the deviation from the strong constraint by minimizing Eq. (3.16) numerically.
Implementing this for general clusters also has the advantage that the classical ground states
don’t have to be implemented “by-hand” every time a new region of the coupling space or
a different model is considered (so long as the ground-state is captured by Luttinger-Tisza).
Other, numerically more involved approaches are to obtain the classical ground state by Monte
Carlo methods like simulated annealing [95] or iterative minimization [100].

Finally, we also include several runs with completely random initial conditions. Although
these typically converge more slowly, they provide an additional check that the obtained solution
indeed has to the lowest accessible energy.

3.3.4 Limitations in the cluster geometry

The effective fields in the single-cluster Hamiltonian completely break the global SU(2) spin
symmetry, necessitating the diagonalization of the full 2V¢ x 2N¢ Hamiltonian matrix in each
iteration. As a result, CMFT is more computationally intensive than pure exact diagonalization
studies and restricts us to smaller clusters. In our implementation, we find the largest feasible
cluster size to be around Ng = 18.

Cluster choice is further constrained by the requirement of periodic boundary conditions,
which restricts us to symmetry equivalent clusters that tile the full lattice. For magnetically
ordered ground states, clusters must additionally be commensurate with the ordering pattern.
For paramagnetic states, by contrast, all effective fields vanish (h; = 0), and CMFT reduces to
ED with open boundaries, yielding ground states that respect all spin and cluster symmetries.
To access nonmagnetic states that break lattice symmetries—such as dimer or nematic phases—
one must explicitly break the symmetry, either through the choice of cluster geometry or by
introducing small biases into the couplings J;;. This, however, requires prior knowledge of the
candidate symmetry-breaking patterns.

In general, CMFT tends to favor magnetically ordered states, as a paramagnetic state with
vanishing magnetizations has zero effective fields and thus lacks a mechanism to lower the energy
in the mean-field interactions. One possible remedy is to perform finite-size scaling by extrapolat-
ing results with increasing N¢ towards the thermodynamic limit [106, 109]. In practice, however,
the restrictions on cluster geometries often make systematic finite-size scaling difficult: only a
limited set of clusters is allowed, and the maximal accessible cluster size remains relatively small.
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As a result, finite-size effects are expected to be significant, and fully quantitative predictions
are often out of reach. Nevertheless, by comparing results across different cluster geometries and
focusing on phases that appear consistently, CMFT may still provide a robust qualitative picture
of the phase diagram.

3.3.5 Example: The J; — J; Heisenberg model on the square lattice

As an instructive example, we present CMFT results obtained with our ClusterMeanFieldTheory. j1

package for the J;—Jo Heisenberg model on the square lattice [as illustrated in Fig. 3.4], a system

previously analyzed with CMFT in Ref. [105], which provides a useful benchmark for comparison.
The Hamiltonian we consider is

H = Z JlsiSj + Z JQSZ'SJ‘ , (3.74)

(i5), (i7)2

where the sums run over nearest neighbors (ij); and next-nearest neighbors (ij),. We consider
AFM Jp, J2 > 0 and calculate the phase diagram as a function of Jy/Jj.

Classical phases To obtain suitable initial conditions, we first determine the classical phase dia-
gram. Since the square lattice is a Bravais lattice, this can be done analytically using Luttinger-
Tisza. The Fourier-transformed coupling matrix from Eq. (3.20) reduces to the scalar function

J(q) = Ji [cos gz + cos qy] + Ja [cos(qz + qy) + cos(qz — qy)] , (3.75)
which needs to be minimized in the first Brillouin zone [0,27]? (with the lattice constant set
to unity). This yields two possible symmetry inequivalent extrema q. . = (7, 7)7 and gro =

(m,0)T, corresponding to Neél and stripe order shown in Fig. 3.2(b,c), respectively. Their energy
per site e = E/N is equal to J(q) evaluated at these wave-vectors and reads

€ENéel — J(‘brﬂr) =-2J1 + 2J2> €stripe = J(QW,O) = _2J27 (376)

implying that the classical ground state exhibits Néel order for Jy/J; < 0.5 and stripe order for
Jo / J1 > 0.5.
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Figure 3.3 — CMFT results for different cluster sizes. (a) Ground-state energy per site €. (b) Second
derivative of ¢y with respect to Jo, showing peaks at J5' ~ 0.41.J; and J5? = 0.67.J1, which signal phase
transitions. (c) Average site magnetization, may,, revealing a paramagnetic regime for J5' < Jo < J32.
(d, e) Néel (stripe) order parameter, corresponding to the AFM phases shown in Fig. 3.2(b,c), which
dominate at small (large) Jo/J;.

CMFT phase diagram We now apply CMFT for clusters of size L = 2 x 2,2 x 4,4 x 4. We
only consider even cluster sizes in both lattice directions so that the clusters are commensurate
with the ordered phases. For each cluster, we perform calculations starting from Néel, stripe,
paramagnetic, and random initial conditions, and select the converged solution with the lowest
energy as the final ground state.

To distinguish between magnetically ordered and paramagnetic states, we compute the average
magnetization

1 &
Mave = 3= >_1(S0l (3.77)
1eC
which vanishes only if all local magnetizations are zero, and saturates at its maximum value
Mavg = 1/2 for a pure product state. While the precise magnitude of the magnetizations can vary
slightly from site to site (spins on the boundary of the cluster often show larger magnetizations
as they are mean-field coupled to other spins), in practice we always observe the same qualitative
behavior—either all magnetizations vanish, or all remain finite.
To further characterize the ordered phases, we define order parameters for the Néel and stripe
states as

1 1
TMNéel = FC‘ Z COS(QW,W : Rz) <Sz> 5 Mstripe = FC‘ Z COS(QW,O : Rz) <S7,> , (378)
ieC ieC

where the factors cos(q - R;) = £1 capture the staggered sign of the magnetization. We also
calculate the ground-state energy per site e = H/N¢ and it’s second derivative with respect to
Ja2/J1 as an additional indicator of possible phase transitions.
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The results for all cluster sizes are shown in Fig. 3.3. For small Jo/J;, CMFT predicts Néel
order, and for large J/Jp it find stripe order, in agreement with the classical phase diagram. At
intermediate Jo/J1, however, the average magnetization vanishes, indicating a quantum param-
agnetic regime. For the L = 4 x 4 cluster, this occurs between J3' ~ 0.41J; and J5? ~ 0.67.J;,
consistent with results from CMFT in Ref. [105]. The precise location of these critical cou-
plings has been intensely studied, yet significant variation remains across methods. A recent
state-of-the-art DMRG study finds a much narrower paramagnetic window, J5* = 0.535(3)J; to
Jy? = 0.610(5).J; [110], while other approaches such as PEPS [111], DMRG [112], and ED [113]
report values closer to our CMFT results. Another open question concerns the character of the
quantum paramagnetic regime itself: while some of these studies identify both a QSL and a VBS
phase, others find only a VBS. Within CMFT, however, we cannot reliably distinguish between
these states.

We can, however, make estimates on the nature of the phase transitions by analyzing both
the magnetization and the energy as a function of Jy/J; shown in Fig. 3.3. At the Néel to PM
transition, the energy exhibits a smooth hump, which shows up as a peak in the second derivative
832 €0, while the magnetization continuously drops to zero. This behavior indicates a continuous,
or a weakly first-order transition. In contrast, at the PM to stripe transition, the energy displays
a sharp kink, the second derivative shows a pronounced peak, and the magnetization jumps
discontinuously to a finite value—all indicators for a first-order transition. These findings are
consistent with pervious studies [110-113].

In addition, we observe that the magnitude of the magnetization in the ordered phases de-
creases systematically with increasing cluster size. This reflects the natural enhancement of
quantum fluctuations as the system approaches the thermodynamic limit.

To emphasize our point that choosing the correct initial conditions is crucial in CMFT, Fig. 3.4
shows converged solutions obtained with different initial magnetizations m?. Especially in the
stripe phase close to the phase transition to the paramagnetic phase, results converge to the cor-
rect stationary state only if the initial conditions already reflect the stripe ordering pattern. This
sensitivity provides further evidence for phase coexistence at the transition and thus supports
the interpretation of a first-order transition.

To conclude, although CMFT does not yield quantitatively precise phase boundaries, it is
remarkable that such a numerically inexpensive method (typically requiring well below a single
core-hour per data point on a modern computer) can produce phase diagrams of frustrated
magnetic models that qualitatively agree with results from far more computationally demanding
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approaches.
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Chapter 4

The pseudo-fermion functional
renormalization group

In the previous chapter we introduced several methods to analyze frustrated spin models. All of
these approaches involved approximations to the quantum many-body problem that restricted
the amount of long-range entanglement taken into account. In principle, however, we exactly
want to study phases where quantum fluctuations lead to such long-range entanglement and
associated exotic quantum phases this can produce.

With this aim in mind, in this chapter we present the pseudo-fermion functional renormal-
ization group (pf-FRG), first introduced by Reuther and Wolfle in 2010 [13]. Since then, it
has become an established method for exploring the competition between magnetically ordered
states and nonmagnetic quantum phases in a broad range of highly frustrated spin models and
materials, both in two and three dimensions [14]. The pf-FRG rests on two key steps: (i) rep-
resenting spin operators in terms of complex Abrikosov fermions [64], as already discussed in
Eq. (1.22), and (ii) applying the fermionic functional renormalization group (FRG) to the re-
sulting pseudo-fermion Hamiltonian. The central idea of the FRG is to avoid treating all energy
scales simultaneously. Instead, one starts from a known high-energy limit and gradually incor-
porates fluctuations at lower and lower energy scales. Technically, this is achieved by deriving
exact differential equations for correlation functions, which are then integrated from high to low
energies. This framework enables new approximation schemes that remain effective even for spin
models where most conventional methods break down.

In this chapter, we begin by introducing the general framework of the fermionic FRG in Sec. 4.1,
before turning to its specialization for spin models in Sec. 4.2. Because the literature already
covers many technical details, we aim to keep the exposition here concise. For background on
the general FRG, we recommend the textbook by Kopietz et al. [114]. For the pf-FRG, a short
but comprehensive summary can be found in a recent review [14]. For more details on the many
involved calculations, we recommend several excellent PhD thesis [84, 115, 116]. Much of this
chapter is largely based on those works.

We continue the chapter by focusing on the methodological developments contributed during
my PhD (and partly already in my master’s thesis). The first such development, discussed in
Sec. 4.3, is the generalization of the pf-FRG from SU(2) to SU(4) models, relevant for spin-
valley or spin-orbital systems as motivated in the introductory chapters and based on Ref. [P3]!.
The second development is the extension of our pf~-FRG implementation to spin—orbit coupled
materials with anisotropic, nondiagonal interactions. In this setting, the systematic exploitation
of combined spin and real-space symmetries becomes crucial. While related implementations
already exist [117] and such models have been studied with pf-FRG [118-122], our version is, to

! Although Ref. [P3] was published during my PhD, much of the conceptual work had already been
carried out during my master’s thesis, where a similar analysis is presented.
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the best of our knowledge, the most general algorithm for essentially arbitrary crystal lattices
that is publicly available—realized within the PFFRGSolver.jl Julia package [C3], to which
I contributed during this thesis. In Sec. 4.4, we present this algorithm in detail. In Sec. 4.5,
we then turn to the more practical aspects of how to actually calculate phase diagrams from
the output of the pf-FRG. We close the chapter with an assessment of pf~-FRG’s strengths and
limitations, combined with outlook on future directions for diagrammatic approaches to quantum
spin models.

4.1 The fermionic functional renormalization group

We begin by reviewing the FRG for purely fermionic systems. We closely follow the notation of
Ref. [123], but skip the more technical steps of the derivation. Far more detailed discussions are
given in textbooks such as Ref. [114].

To set the stage, we consider the general fermionic Hamiltonian H = Hg+ Hj, with the kinetic
contribution

Hy = Z hz’,xf;i/fx ) (41)
'z
and a quartic interaction of the form
1
Hin, = 1 Z Ux’l,x’wxl,xzf;/l f;/zfxl fm2 ) (42)

/ /
T, Lo, L1 ,Ty

where f;ri and fy, denote fermionic creation and annihilation operators, and z; is a multi-index
capturing all relevant quantum numbers (for example momentum and spin). Our final objective
is to calculate n-particle (or equivalently 2n-point) correlation functions of the form

/

LT ) = (S0 (T [ £, (7)o F () () fL] )L @)

! __/
Gn(zim,...,x

where
fo(r)y = foe™™  fl(r)=eH flemH (4.4)

are the fermionic operators evaluated at imaginary time 7 € [0, 8) in the Heisenberg picture, and
T is the imaginary-time-ordering operator. The thermal average (...) is taken with respect to
the partition function Z = Trexp(—gH) for the temperature 7' = 1/3. From such correlation
functions, essentially all physical observables can be constructed.

The FRG works in the path integral framework, where the trace over all states can be replaced
by an, in principle, infinite dimensional path integral over Grassmann fields 1, and 1,,. In this
framework, the quantum partition function can be rewritten as

Z=Tre M = [ DG, 0)exp{-5(5,0)) (4.5)

where the action S = Sy + Sint now takes the role of the Hamiltonian in defining the field-theory.
Performing a Fourier transform to Matsubara frequencies, the dependence on 7 is replaced by a
Matsubara index w. Including this index in the multi-indices z;, the noninteracting part of the
action Sy is defined as

SU(&J/}) = - (&7 Galw> = - Z Tﬁ:p’l(_iwdm’l,:pl + h:pl,x’l)wmldw,w’a (46)

/
T,y
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where the notation (-,-) symbolizes the sum over internal indices, including all normalization
factors, as e.g. 1/ for the sum over Matsubara frequencies, and

Gy = (iw&k% — hk’,k})_l (47)

is the bare propagator. The interaction part of the action is given by

_ 1 o
Sint(wa ¢) = Z Z Ux'l,xg,xl,a%wm/l ¢zé¢x1¢w25wi+wl,wé+w2 : (48)

/ 7
11,1‘2,1‘1721?2

In this formalism, the n-particle correlation functions can then be calculated as the path integral

G-y B @1, 02) = (Wt -Vt Y, - Y, (4.9)
= % /ID(QZ’ @Z})@Z_jxfl e LZ_JJ;;L’QZan .. '¢x1 exp{_S(d—],d})} . (4‘10)

The idea of the FRG is now the following: We introduce an infrared cutoff A into the theory,
which allows us to derive an exact hierarchy of flow equations describing how correlation functions
evolve with A.The cutoff A is chosen such that correlation functions are analytically known in
the limit A — oo, while it vanishes and leaves the full interacting theory unchanged as A — 0.
Integrating the flow equations from the known limit of A — oo to A — 0, we can obtain
the full correlation functions. In practice, however, approximations are inevitable to make any
real calculation feasible. Moreover, instead of working directly with the n-particle correlation
functions, it is more convenient to formulate the flow in terms of one-particle irreducible (1PI)
correlation functions, or vertices. These vertices serve as the fundamental building blocks from
which all correlation functions can be reconstructed. In the following, we first define the 1PI
vertices and then briefly sketch the derivation of the general flow equations.

4.1.1 One-particle irreducible correlation functions

To define the 1PI vertices, we first introduce a generating functional for the full (disconnected)
correlation functions as

1 _ — (TN (=
Wn) = / D(, b)eS @V~ ~A0), (4.11)

where 77 and 7 are external Grassmann source fields. Correlation functions are obtained via
functional derivatives as

o " W) L (12)

G, (2.2 21, .. ) = — -
n(21 m m) 577;1:’1---577:5’,” Mapyy « - 0Ny A=n=0

These functions still contain a lot of redundancy, since they include disconnected diagrams
that simply factorize into lower-order correlators. To exclude these, we define the generating
functional for only the connected correlation functions as

We(d,m) = In[W(n,n)] . (4.13)

Even the connected correlation functions contain redundant information in the form of diagrams
that are one-particle reducible, which means they can be separated into two disconnected parts
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by removing a single propagator-line G = GG1 . The one-particle irreducible building blocks are
the vertices, generated by the functional Legendre transform

F(@a 90) = _Wc(ﬁa 77) - (95, 77) - (777 30) ) (4'14)

with conjugate fields defined as

p = 51 and ¢ =——. (4.15)

The n-particle vertex I'), is then obtained by functional derivatives of I', just as connected
correlators follow from We€.

All connected correlation functions can be reconstructed from the 1PI vertices by the tree
expansion, a diagrammatic construction that introduces no loop structures [114]. This means

the internal loop structure of the theory is fully encoded in the vertices. For instance, for the
(c) _

one-particle correlation function G := G}~ = G the tree expansion yields the Dyson equation
G:= G+t =[Gyt -7, (4.16)
so that I'y = —3 is identified with the self-energy. Similarly, the connected two-particle correlator

relates to the two-particle vertex as

Go(a), ah;wy, @) = — > To(ws, wa;ws, w6)G(ah; ) Glah; o)) G(ak; ) Glags ah) . (4.17)

T3T4T5T6

The vertices can be understood as effective n-body interactions, generated from the bare in-
teraction of the classical action by systematically incorporating quantum fluctuations. For this
reason, the functional I' is also referred to as the effective action.

4.1.2 Flow equations

To derive the flow equations for the vertices, we introduce an infrared cutoff A by modifying the
bare propagator, Gy — Gf}, such that it satisfies the boundary conditions

Gy =Gy Gl =o0. (4.18)

For the derivation, the precise A-dependence is not important, as long as these boundary con-
ditions are fulfilled. Consequently, all correlation functions, including the vertices, acquire a
A-dependence. Importantly, in the limit A — oo they become particularly simple, reducing to
their bare values which in our case are

A—o0 AR —
1—‘2 ($1,$27$1,$2) = Ut ol xy

Fﬁfoo(xll,...,xm/;xl,...,km):0 for m # 3 (4.19)

This can be rigorously derived [123], but also intuitively understood if one is familiar with the
diagrammatic expansion of correlation functions: if the bare propagator Gy is zero, then all lines
between vertices in all diagrams are zero as well and only the bare vertices remain. The effective
action therefore becomes the bare action in this limit.

In the limit of A — 0, on the other hand, the full vertices Fi\,ﬁo = I'),, are recovered. The
behavior for intermediate A is governed by the flow equations. Starting from the definition of
the effective action I', one can derive these flow equations by performing A-derivatives on both
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sites, which yields an ezact differential equation for the full effective action (whose A — oo limit
is simply the classical action). More useful for practical purposes, is to formulate flow equations
for the individual m-particle vertices by expanding the effective action as

(3, 0) =

S Y TGt 5P P ey (A20)

$17 7',1: 3317 5L m
This leads to an infinite hierarchy of ordinary first-order differential equations of the form

%rg FANTY, TR (4.21)
As each m-particle vertex depends on the m + 1 particle vertex, any closed solution requires
truncations of this hierarchy. Already the three-particle vertex depends on six of the multi-
indices x;, which usually contain a lattice site (or momentum), a frequency (or time), spin
and sometimes orbital indices. Without applying drastic approximations, even the memory
requirements of storing such a six-dimensional tensor is numerically infeasible for all but the
smallest systems. In the context of the pf~-FRG, only the one-particle vertex, i.e., the self-energy
I'y = X, and the two-particle vertex are treated explicitly, while higher-order vertices are included
only approximately by different truncation schemes discussed in the next section. From now on,
we drop the subscript and denote the two-particle vertex simply as I' = I'g, and refer to it as
just the vertex.
Explicitly, the general flow equation for the self-energy reads

d

mEA(ﬂfl’ﬂﬁ = ZFA 5131@27551;532) SA(xz;CU,z) (4.22)
THTo
and for the two-particle vertex
d
ﬁré\ (.%',1, x,Z; L1, x2) = Z Fé\(xlla '7;/27 xé; L5 Lo, 1'3) SA(x3; xé’))

/
Z3,Tg

+ Z [Fé\($/17$/2;$3,$4) Fé\(xgaxil;xhw?)

1,3,
— Fé\(:cll,a:ﬁl;xl,x?)) Fé\(azé,xé; Ty, x2) — (mé Tl Ty x4)
+ Fé\ (xé,dl; zq, :Ug) Fé\(xg,xll;a:4,x2) —i—(xg & Tl Ty & 334)]
X GA(x3;xg) SA(x4;xﬁl) . (4.23)
Here, we defined the single scale operator

St =GN [onGH) Y] 6N = —ax Gt (4.24)

where for the second step we used the Dyson equation (4.16) and define 9% = GE:CO"“'.

4.1.3 Truncation of the flow equations

As already noted, the explicit treatment of the three-particle vertex is numerically infeasible for
all but the simplest models. In practice, therefore, all pf~-FRG implementations to date truncate
the flow equations such that the two-particle vertex flow (4.23) no longer depends explicitly on
the three-particle vertex.
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The simplest option is to drop this contribution altogether while leaving the remaining flow
equations unchanged. This so-called level-2 (L2) truncation can be justified for weakly inter-
acting fermionic models [124, 125], at least in the A — oo limit. For spin Hamiltonians in the
pseudo-fermion representation, which are strongly interacting, the L2 fails to capture quantum
paramagnetic phases such as spin liquids or valence-bond solids and only detects magnetically
ordered states [13].

The standard choice in pf-FRG, which we also adopt throughout this thesis, is the Katanin
truncation [126]. Here, the three-particle vertex is again set to zero, but the single-scale propa-
gator is replaced by the Katanin propagator as

Sh = —9YGr = Sh L = -G =51+ G (0p\2)G. (4.25)

This modification feeds the self-energy flow ;Y back into the vertex, effectively capturing cer-
tain O(I'®) diagrams that would otherwise be neglected. This can be shown to improve the
fulfillment of Ward identities—exact relations between correlation functions imposed by symme-
tries—thereby enhancing self-consistency of the approach[126]. Within this truncation, pf-FRG
has successfully identified both magnetically ordered and paramagnetic phases [13, 14].

More recently, a more elaborate scheme called multiloop truncation has been developed for
general fermionic models [127, 128] and later implemented in the pf-FRG [129, 130]. In the mul-
tiloop scheme, higher-order vertex terms are obtained by reinserting parts of the flow equations
back into it-self in an iterative scheme, systematically including higher-loop diagrams. In princi-
ple, this converges to the parquet approzimation [64, 131, 132] (a set of self-consistent equations
for the self-energy and vertex), which exactly satisfies one-particle Ward identities and becomes
independent of the cutoff scheme (unlike the Katanin truncation). However, the multiloop ap-
proach is both conceptually and numerically far more demanding and there has, as of yet, not
been a concrete pf-FRG study showing it qualitatively improves the results from the Katanin
truncation. We therefore restrict ourselves to the Katanin truncation in the remainder of this
thesis.

Even with the Katanin truncation and finite system sizes, the flow equations still involve
a huge number of vertex components. Crucially, however, the vertices preserve all Hamilto-
nian symmetries throughout the flow. Many self-energy and vertex components are therefore
symmetry-equivalent, meaning only a reduced set needs to be computed explicitly. Efficient
FRG implementations thus rely on systematically identifying these symmetries and their action
on the vertex functions—a task we take up in the following section for quantum spin models.

4.2 Pseudo-fermion functional renormalization group for SU(2) spin
models

We now show how the general framework of the fermionic FRG can be applied to SU(2) quantum
spin models of the general form

1
H=3) > SU5s;, (4.26)

ij ab

where we assume J%b is real to obtain a Hermitian Hamiltonian. Since the SU(2) spin operators
S{ are neither bosonic nor fermionic, but instead obey the nontrivial commutation relations of
the SU(2) Lie algebra (1.6), developing an FRG scheme directly in terms of spins is technically
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4.2 Pseudo-fermion functional renormalization group for SU(2) spin models

demanding—though recent progress has been made [133]. The pf-FRG circumvents this diffi-
culty by representing spins in terms of auxiliary fermions, which allows one to directly apply
the fermionic FRG framework developed in the previous section and leverage the extensive ap-
proximation schemes and diagrammatic techniques already established for interacting fermionic
systems.

In the following, we outline the essential steps of the pf-FRG: mapping spins to fermions,
identifying and exploiting symmetries of the resulting pseudo-fermion Hamiltonian, deriving
symmetry-constrained vertex parametrizations, and formulating the corresponding flow equa-
tions. We then discuss the choice of regulator and the treatment of the single-occupation con-
straint that arises from the fermion mapping.

4.2.1 Mapping spins to fermions

To represent spin operators via fermions, we use the mapping already employed in Eq. (1.22),
originally introduced by Abrikosov [64]. Since it is central to the pf-FRG approach, we state it
again here. The spin operators on site i are represented by complex fermions as

a 1 a
S§ = 303t (4.27)

where s,s’ =1] are the spin-indices, 8% with a = 1,2,3 are Pauli matrices, and we assume
summation over repeated spin indices. The local spin Hilbert space is two-dimensional, spanned
by the states |1) and |}). In contrast, the local fermionic Hilbert space is spanned by the four
states

04,00) 5 [14,00) 5 |04, 1), [14,1y) (4.28)

labeled by |n4,ny) where ng is the number of fermions with spin s. To obtain a faithful mapping,
the unphysical vacuum and doubly occupied states must be projected out by enforcing the single-
occupation constraint

ni=flf, =1 (4.29)

on every lattice site. Strategies to handle this constraint within the FRG framework are discussed
in Sec. 4.2.8 below. Rewriting the general spin Hamiltonian (4.26) in terms of pseudo-fermions
gives
1 b bt gt
H= g ZZJ% 0(31'181eslgszfis’lfjs’zfjszfisl : (4'30)
ij ab

What sets this Hamiltonian apart from usual fermionic models—such as the Hubbard model in
Sec. 2.2.3—is the complete absence of a kinetic term.

For the following it is important to note that fermionic representation carries an intrinsic
redundancy. This becomes most transparent by defining the matrix

)
(i £)

which allows the spin operators in the pseudo-fermion representation to be written as
1
S = ;Tr6"F, F. (4.32)
In this notation it is apparent that the gauge transformation F — FU leaves the spin operator

invariant for any matrix U € SU(2). This transformation mixes unphysical states [04,0}) , |14, 1})
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with the physical ones |11,0;) ,]04,1;). Relevant for us are the transformations that only affect
the physical states, which are the local U(1) gauge transformation

et 0

which simply amounts to multiplying the fermionic operators with a phase ¢. Additionally
relevant is a transformation that exchanges which of the two unphysical states plays the role of
the vacuum. This effectively maps fermions to holes and is encoded in the Zo transformation

U_ (_01 (1)> 7 (4.34)

typically referred to as particle-hole conjugation. Both transformation are gauge redundancies
that leave spin operators, and thus any spin Hamiltonian, invariant. Since expectation values,
including all correlation functions, must remain invariant, the gauge redundancies—together
with the physical symmetries of the Hamiltonian—impose strong constraints on the structure of
the vertex functions, as we will discuss in the next section.

4.2.2 Symmetry constraints on the correlation functions

In addition to the gauge redundancy discussed above, the general spin Hamiltonian, and there-
fore also its pseudo-fermion representation, has several intrinsic physical symmetries. To state all
the relevant onces: The Hamiltonian is Hermitian, time-translation invariant (doesn’t explicitly
depend on 7) and time-reversal symmetric (with time reversal acting on spins as S — —8).
Combined with the gauge redundancy, these symmetries can be exploited to constrain the struc-
ture of the one- and two-particle correlation functions, and equivalently their vertices. Such
constraints are crucial for an efficient numerical treatment of the flow equations.

The general procedure is straightforward: (i) specify how a given symmetry or gauge trans-
formation acts on the fermionic operators, (ii) insert this into the definition of the correlation
functions (4.3), and (iii) demand invariance. In Matsubara frequency space, the one- and two-
particle correlators are explicitly given by

Gzl x,) = — / dr! dry it —me) <TT fie () (Tl)> (4.35)

G(aiah;ay, @) = — / drjdrydrydry et (T p () f () S ()L ()
1

(4.36)
where the multi-index z = (i, s,w) collects site, spin, and Matsubara frequency.
As an example, consider the local U(1) gauge redundancy acting as
U(1) U) g
flo =2 gl g ey (4.37)

for an arbitrary local phase ¢;. Requiring invariance of G(z/;z;) under this transformation
yields
G(z);71) = G(a;24) eXP(i@g - i¢z’1) = G(ay;1y) = G(x,l;xl)éz’li ) (4.38)

which shows that the one-particle correlator depends only on a single site index.
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4.2 Pseudo-fermion functional renormalization group for SU(2) spin models

Table 4.1 — Symmetries, gauge transformations, and their action on the fermionic Hilbert
space. The transformations U(1) and PH are gauge redundancies introduced by the pseudo-fermion
mapping. The other transformations are intrinsic symmetries of the spin Hamiltonian in Eq. (4.26). s;
appearing as a factor should be interpreted as s; =t= 1 and s; =]= —1 and §; = —s; denotes a flipped
spin. Some symmetries are accompanied by complex conjugation of all complex numbers.

Symmetry/Transformation Label Action on fermions Complex conjugation
Local U(1) U)o el fy e, X
Local particle-hole PH fiTs —5fis  fis—s fgg X
Time-reversal TR fZL — ¢ims/2 f;rg is = e~ims/2 fis v
Lattice L f;rs — fz(i)s fis = fL(i)s X
Hermiticity H X v
Time-translation TT X X
Crossing X X X

Analogous constraints can be derived for the two-particle correlator and other symmetries.
The action of all symmetries and gauge redundancies is summarized in Table 4.1, while the
resulting constraints are listed in Table 4.2. We also include the crossing symmetry (X),

G(w’l,xé;xl,@) = —G($/2,$/1;.T1,ZE2) = _G(x/hx/Z;xQ?ml) = G(x/27x/1;x27‘r1)7 (439)

which follows directly from fermionic anticommutation, or equivalently from the Grassmann
functional integral representation (4.9). Detailed derivations can be found, e.g., in Refs. [14,
118].

4.2.3 Vertex parametrization

To efficiently exploit symmetry constraints in pf~-FRG, it is convenient to adopt parametrizations
of the correlators that already encodes most of them. For the one-particle correlation function,
the local U(1) gauge redundancy and imaginary-time-translation invariance implies it is diagonal
in the site and frequency indices. Expanding the spin-dependence in Pauli matrices 8#, (which
together with the identify form a basis of the complex vector space of complex 2 x 2 matrices)
we obtain the symmetry constraints parametrization

3
G(a'yz) =) G W), Sy b (4.40)
pn=0

where i = 0,1,2,3 = d, z,y, z and 8° = 1. Plugging this parametrization into the symmetry
relations for the one-particle correlation function in Table 4.1, we obtain the constraints on G*¥
which are summarized in Table 4.3. In the derivation, we defined

+1 ifpu=0
= 4.41
&n) {—1 otherwise ( )

and made use of the relation
5's0s 5 = (ol (4.42)
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Table 4.2 — Symmetry relations of the one- and two-particle correlation functions. The label
denotes the symmetry or gauge transformation as defined in Table 4.1, where PH1 (PH2) refers to PH
applied to the site 4; (i2). The multi indices are x; = (ij,s;,w;) and we define } = (ij,s;, —w;),
Tz; = (ij,5;,—wj) and Lz; = (L(i;),s;,w;). s; appearing as a factor should be interpreted as s, =t=1
and s; =}= —1 and 5; = —s; denotes a flipped spin.

Gy 21) = G(ah;21)04, (U(1)
G(xy;21)04, = G(Lah; Ly )by, (L)
G5 21)054, = G(@321)0i14, g, (TT)
G(2h321)0i, = —8181 G(Tay; Tah)oy, (PH)
G(ah; 5'31)5i’1i1 = s15 G(Txlﬁ T$1)*5i;i1 (TR)
G(SC/1§$1)5¢'1¢1 = G(a{;21")" 51/11 (H)
G2y, 253y, y) = G2, 253 Ty, 9) 0y, Oigs, — G, 2320, 29) Oy 0y (U(L))
G(2, 79321, T9) 814, Oigs, = G(Lay, Lay; Lay, Lxg) 0415 Oy, (L)
G(2, 79331, T9) 85 s, = G, T3 11, T9) Oyt 51/212 Ot sy, o+, (TT)
G(2, 29321, T5) 814, Oirs, = —8181 G(Tay, 2% T, @9) 404 O, (PH1)
G(2, 521, T5) 5i/1i1 51"22'2 = —558y G(27, Twg; 21, Ty) 52/1 51’212 (PH2)
G(2, 521, T5) Oiri, O, = s1898189 Glay', wg's 21", 057)" Oiti, O, (TR)
G(2, 571, T5) Oiri, O, = Gz, x5 27", 257)" Oiti, O, (H)
G (27, w95 T, T5) Oit i, Oityi, = G(xg, 15 @9, 71) Oi14, Oii, (X)
where s appearing as a factor should be interpreted as s = +1 and 5; = —s; denotes a flipped spin.

The first relation in Table 4.3 already implies that only the density component G° = G¢ = G is
nonzero, rendering G diagonal also in spin space. For our pf~FRG implementation, we restrict
to Archimedean lattices, where all sites are symmetry equivalent. In this case, the one-particle
correlation function becomes completely site-independent, leading to the final parametrization

G(2',x) = G(w)bgs 6t Oty (4.43)

where G(w) € iR is a completely imaginary function odd in frequency space G(w) = G(—w).
For the two-particle correlator, applying the same symmetries and expanding in Pauli matrices
yields

ro o v
G(ﬂ?l,$2,l‘1,l‘2 Z Gzle S5, t u 9 93 5262111512125 Wl —w; —wy (444)
n,v=0

where we defined the bosonic transfer frequencies
s=wltwy, t=w)—w, u=w]—ws, (4.45)

a choice that we motivate when discussing the pf-FRG flow equations in the next section.
Inserting this parametrization into the symmetry relations of Table 4.1 again leads to con-
straints on GZ 122(8, t,u) which are also summarized in Table 4.3. Most notably, we find

v e {R if £()(v) = 1

e SR e =1 49
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4.2 Pseudo-fermion functional renormalization group for SU(2) spin models

Table 4.3 — Symmetry relations on the parametrized one- and two-particle correlation func-
tions. These relations are obtained by plugging the parametrization in Eqgs. (4.40,4.44) in the symmetry
relations for the full correlation functions defined in Table 4.2. The symmetries/gauge transformations
used in the derivation are indicated by the labels on the right, which are defined in Table 4.1, where PH1
(PH2) refers to PH applied to the site i1 (i2).

G} (w) = &G (w) (Ho TR)
G (w) = (WG} (~w) (PH)
Gh{w) = ~GH(w)" (TR o PH)
G (s, tu) = GUE (—s,t,u) (X o Ho TR o PH1 o PH2)
Gl (s tu) = EEW)GL, (s, —t,u)  (Ho TR)
G%Q(s t,u) = S(M)E(V)G;;‘;l(s,t, —u) (X oHoTR)
G%Q(s t,u) = —&(v )Gfm(u t,s) (PH2)
G (s,t,u) = E(n)EW)GY” (s,t,u)* (TR o Ho TR o PHI o PH2)

so that diagonal components GZ ’§2 are real and off-diagonal ones purely imaginary. Moreover,
negative frequencies can be mapped to positive ones, and s and v may be interchanged.

Finally, we note that the same symmetry constraints carry over from the disconnected corre-
lation functions to the self-energy > and the vertex I'. This follows directly from their relations
in Egs. (4.16, 4.17), together with the fact that the one-particle correlation function is fully
diagonal. We therefore parametrize the self-energy as

Y2, z) = X(w)dys 0iri Oure (4.47)
and the vertex as
D(z), by, 29) = Z Tl (s, 6wl (0% St iy Ot vt oy oy (4.48)
H,v=0

which both satisfy the same symmetry relation as the disconnected correlation functions stated
in Table 4.3.

4.2.4 pf-FRG flow equations

We now derive the flow equations for the parametrized self-energy and vertex within the Katanin
truncation. This requires inserting the parametrizations into the general flow equations defined
in Eqgs. (4.22, 4.23), and collecting terms with the same structure in the site and frequency indices
(as dictated by the Kronecker deltas).

For the self-energy, we can additionally evaluate the sum over the spin-indices analytically.
Using the vertex symmetries and properties of the Pauli matrices (a detailed derivation can be
found in the appendix of Ref. [118]), we obtain

diAEA( ) = /dw QZFAddw +w,w — ZFAW (W +w,0,w—w)| SMuW),

(4.49)
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where ¢ is an arbitrary site, which shows that only diagonal vertex components I'** contribute
to the self-energy flow.
For the vertex, resolving the J-distributions in frequency space results in a flow equation that
can be split into three channels
d A - A - A - A
where the channel gé\ depends explicitly on the transfer frequency ¢ = s, t,u defined in Eq. (4.45).
Explicitly, the s-channel is defined as

931112(x17w27w17$2 = T4 Z Z /dw S S —w )

T i 53,54

A
(5,0 —wi,w —wo) I (s,w) —w,w +wy —s) 0% 105482 6", 536;7254 : (4.51)

Apv
FiliQ

the ¢t-channel as

gtlllg(x17x27x17x2 Z Z /dw w w—t)

T 53,54

ZI‘A“Vw—l—wi—t,t,wl—w)FMn(wé—i—w,t,w—wg)Q“ 6r . 0% 67

11J Ji2 8483 8354 SH5y

Apv / / Akn, o o v K
F’hiz (U) +wy — i,t, O CU) Fiziz (w2 Tw,w—wy, ) 9 95483 93332 555,

TM(w+ W) — 6t — w+ wy, t) T

111 1112 (

W+ whtw— wg)Q“ 9” or . 67, ], (4.52)

8451 8354 838,

and the u-channel as

-A
9ui1i2(1’1,$27$17$2 — Z Z /dw u u—l—w)

T fwrn 55,54

F/-\m(wi +w, W) —w — u,u) 9“ 0y, . 05 0, } ,  (4.53)

1112 Sq 8254 8153 5452

Ff\l’g(w + Wh 4+ U, U+ w — wi,u)
where the z; = (ij,w;) now only contain the site and frequency index. Here, terms with ex-
changed indices (x3 <> x4) were absorbed into the product G(xs, 2%5)S(x4, )y), giving rise to the
propagator bubble

PMw,w') = G (w) S (W) + St (W) GH (W) = O [GH(0)GM ()] (4.54)

and the single-scale propagator has been replaced by its Katanin form defined in Eq. (4.25).
Flow equations for a specific component Flm (s,t,u) are obtained by summing over the spin
indices on the right-hand side and keeping only the terms proportional to 6%, 6%

, which we
S 8 S 32

do numerically (a full diagrammatic representation of the resulting flow equatlons for all I'*¥
components is provided in the appendix of Ref. [118]). The flow equations include integrals
over continuous Matsubara frequencies and, in the ¢-channel, a sum over the infinite lattice. We
discuss the numerical solution of these equations in Sec. 4.4.

Here, we can already observe a key advantage of the pf~-FRG: the vertex depends only on two
sites, and—thanks to the translational invariance of Bravais lattices—we can further restrict
one of these indices to a reference unit cell (as we will show in Sec. 4.4 below). The flow equa-
tions additionally contain a single site summation. Consequently, the computational cost scales
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4.2 Pseudo-fermion functional renormalization group for SU(2) spin models

roughly as N2 with the number of sites N. This polynomial scaling is vastly more favorable than
the exponential growth of the Hilbert space in exact treatments, and makes pf~-FRG numerically
feasible even for three-dimensional spin models.

Finally, the initial conditions follow from inserting the vertex parametrization into general
FRG initial conditions (4.19) and antisymmetrizing the pseudo-fermion Hamiltonian, yielding

$A=RW) =0, (4.55)

1 ppv

J0T o >0

TR (5,1, u) = {g e 0 (4.56)
otherwise

which are simply the bare couplings of the spin Hamiltonian (4.26).

4.2.5 Regulator

To fully specify the flow equations, we still need to define how the infrared cutoff is explicitly
implemented in the bare propagator Gy. Since the pseudo-fermion Hamiltonian has no kinetic
term, the definition of Gy in Eq. (4.7) implies that it is diagonal in all indices

Go(x/; l’) = Go(w) 5i,i’5w,w’5s,s’ 5 (457)
with frequency dependence
1
G = —. 4.58
o(w) i ( )

It is therefore natural to implement the infrared cutoff in frequency space by a multiplication
with a regulator R(A,w) as

Gh(w) = R(A,w)Go(w) (4.59)
so that G} satisfies the boundary conditions of Eq. (4.18) required for the derivation of the FRG

flow equations. Using the Dyson equation (4.16) and the fact that the self-energy is initially zero
in the FRG flow, the full propagator takes the form

R(w, A)

GMw) = -]

(4.60)
In earlier implementations, the regulator was chosen as a sharp Heaviside step function R(A,w) =
O(|Jw|— A). However, this produces a Dirac-delta distribution d(|w| — A) in the single-scale prop-
agator SA = 81%67’\. While in the L2 truncation this é-distribution simplifies the frequency
integrals on the right-hand side of the flow equations to discrete sums, in the Katanin truncation
the additional term arising from the substitution S* — S&  [Eq. (4.25)] cancels this simpli-
fication. Moreover, the resulting singularities in S* introduce numerical artifacts, leading to
unphysical oscillatory behavior in the pf-FRG flow, as observed in several early works [13, 134].
To overcome these issues, we employ the smooth regulator [14, 129]

2

R(w,A) =1—¢ a2 (4.61)
for which the single-scale propagator evaluates to
w2
2e A2 w3

i (w) = (4.62)

[w—iZA(W)]2 A3
This expression is smooth and typically features two symmetric peaks around w = 0 at frequencies

lwp| < A (visible already for ¥ = 0). Compared to the sharp cutoff, the smooth regulator
significantly improves numerical stability of the pf-FRG flow.
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Table 44 - ggl@'lliz (wsu VS? V;) = g;/IZQil (_wsv st V;)
Symmetry relations of the channel- pv _ Vi /
Wg, V, = — . (wg, —Vsg, V
resolved two-particle vertex in the gf“i”z( 95 £n) gz;/”“( oo f)
asymptotic frequency parametriza- 9s,i1ia (ws, Vs, V5) = _f( V) Gy Jvio (ws, Vs, —Vg)
tion. Shown are transformation properties Hv —
9o, (Ws, V = w I/
of g’ ;, in the s-, t-, and u-channels that can S’mQ( 51 Vsr Va) = s 22“ (s, v, s)
be (.ie.rived by insert.ing the channel decom- gé‘iVlh (w, v, 1)) = E(L)E(W) gt 1112( Wi, Ve, V)
position Eq. (4.63) into the symmetry rela- o , ,
tions for the full vertex in Table 4.3. It ,ivin (we, v, 1) = &(p) gt,ilig (we, —v, 1)
gzlsfz,'/lz‘g (wt, vty 1vp) = §(v) gf,iylig (wt, vt, —1)
géfll'jlzj (Wt, Vi, Vé) = ngfgzl (Wt, Vz{? Vt)
ggzlig (wm u;V/u) = g(ﬂ)&(”) gZﬁQil(_WquaVL)
pv _ v
gu,ilig (w"“ Vu, V&) - f(y) 9577;21‘1 (wuv —Vuy, Vqu,)
pv _
G ivis (Wuy Vuy vyy) = —€(v) s ivio (Wuy Vuy —1,)
iz _ v
Gui 142 (wUﬂ Vy, V',u) = gu,i2i1 (WU7 1/1/“ Vu)

4.2.6 Asymptotic frequency parametrization

The bosonic transfer-frequency parametrization (s, ¢, u) introduced above is convenient for imple-
menting symmetries and was used in most early pf~-FRG implementations. However, as pointed
out in Ref. [135], it leads to a nontrivial asymptotic structure of the vertex: when one transfer
frequency becomes large while the others remain finite, the vertex does not decay to zero but
approaches a constant depending on the remaining frequencies. A numerical implementation
needs to accurately capture this asymptotic behavior to avoid accumulation of large errors. To
overcome this issue, Ref. [135] proposed an alternative asymptotic frequency parametrization,
which we also adopt and briefly review here.

The general idea is to decompose the full vertex into the three channels (already introduced
for the flow equations in Eq. (4.50)) as

A (s, t,u) = TA7> 4 Z Ge(we, Ve, V1) (4.63)

c=(s,t,u)

where we only specify the frequency dependence for brevity, and T'A~> are the frequency in-
dependent initial conditions. Each channel is described by one bosonic frequency w, (identified
with the corresponding transfer frequency ¢ = s,t,u) and two associated fermionic frequen-
cies (v, v.'), whose definitions differ between channels. A convenient choice leading to simple
symmetry constraints [129] is

S / S /
Ws =8 Vs =wi1— 35 Vg =15 —wp
/ /
wp =1t v =wi + L v, =w — L (4.64)
u / / u
Wy = U Vu:w1—§ Vu:wl—f.

It can then be shown that the channel decomposes further into different kernels [135] as
9e(we, Ve, vp) = Ki(we) + K§(we, ve) + K5(we, ve) + K5 (we, Ve, 1) - (4.65)

and each kernel vanishes once any of its frequency arguments tends to infinity. Specifically, Kf
captures the asymptotics for v., v, — oo, K§ and K§ describe the limits v, — oo and v, — oo,
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4.2 Pseudo-fermion functional renormalization group for SU(2) spin models

respectively, while K¥ retains the full frequency dependence but decays rapidly as soon as one
frequency becomes large.

There are two strategies of implementing this numerically: First, we could define separate
frequency grids for each kernel, enabling us to use a large grid with many frequencies for K,
an intermediate grid for K§ and K, and only a relatively small but dense grid for K§. How-
ever, when evaluating the channel inside the region of the K kernel, all other kernels need to
be evaluated as well. As we discuss in Sec. 4.4 below, each evaluation requires a relatively ex-
pensive interpolation when frequencies fall outside the discrete numerical frequency grid. As an
alternative, we adopt a strategy that is build on defining new kernels [129]

Qi\c(wc)
Qgc(wm Ve)

. - A /
lim e (wC7VC7Vc)a
e, [ve|—o0

hm gC (wc, Ve, Vb),

) vel= (4.66)
Qéc(ww Vé) = lim gc (("}07 Ve, Vc)
|ve|—o0
Qi[‘:c(wm Ve, Vé) =0, (wcv Ve, Vé) )
which all use the same frequency grid and are simply the sums over the original kernels
A A
Qlc(wc) = ch(wc)’
QSc(“C? Ve) = K{\c(‘%) + Ké\c(wm Ve), (4.67)
QSc(“C? V) = K{\c(‘%) + Ké\c(ww ve),
Qi[’:c(wc’ Ve, Ve) = K{\c(‘%) + Ké\c(ww Ve) + Kéxc(wm V) + K??c(wm Ve V) -

Here, an evaluation of the channel §. only requires just one interpolation, which in our cases was
more numerically efficient compared to a parametrization in the original kernels, even when a
slightly larger frequency grid is required to correctly resolve Qé\c. In this approach, the lower-order
kernels are then invoked when one (or more) of the three frequencies lies out of the numerical
frequency grid, and thus act as efficient buffers of the asymptotic behavior of the channel.

The spin and site structure of the channels remains identical to that of the full vertex, and we
can therefore employ the same parametrization (4.48) we used for the vertex for each channel as

ro I v
gc(x17$2a$1’x2 Z gc 4112 S t ’LL 9 9325261111522125 | Hwh,—w, —wy (468)
puv=0

The frequency structure of the symmetries, however, translate into new symmetries in terms
of we, Ve, V.., which are summarized in Table 4.4. Most notably, the exchange in s «> u maps
the respective channels onto each. Additionally, all positive frequencies can be mapped to their
negative counter part and thus only components with positive frequencies need to be explicitly
computed. Furthermore, we can exchange the fermionic frequencies v, <> v., allowing us to only
compute the vertex for v, < 1.

Finally, the frequency arguments in the flow equations must be reformulated in this parametriza-
tion. Their explicit form can be found in the appendix of Ref. [14].

4.2.7 Symmetries in spin space

When defining the spin Hilbert space, we have to make a basis choice which spin direction
corresponds to the quantization axis (most often we call this axis the z-axis). This choice is, of
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course, arbitrary as the commutation relations are invariant under global SU(2) transformations
that rotate this axis in spin space. Many spin models we consider, will also be invariant under
such transformations. For instance, all pure Heisenberg models are invariant under any SU(2)
rotation in spin space. We can utilize these additional symmetries, which again strongly constrain
the correlation functions. For the Heisenberg case, for instance, only the density I' = I'% and
the spin vertex I'* = I'** = I'%Y = I'*% are nonzero. Other models may be invariant only under a
subgroup of SU(2) (e.g. U(1)), which again reduces the number of spin components of the vertex
that need to be considered. Since we have not found a detailed derivation of these constraints
in the literature (apart from my master thesis in the context of spin-valley models), we include
one here. For brevity, we suppress all indices except the spin labels.

First, we need to understand how an “SU(2) rotation” acts on the spin and fermionic operators.
For simplicity of the derivation, we first only consider a rotation around a single axis by an angle
¢, for which, without loss of generality, we choose the z-axis. For the Hilbert space of spin-1/2
particles in the standard basis, the corresponding SU(2) matrix becomes

o ip/2
U = ei#0°/2 — (e ] 6720 /2> € SU(2), (4.69)

which acts on states as |¢)) — U |¢p). This translates into a transformation of the fermionic
operators as
f;f ﬁfJ/Uj/s s —>Uss/fs/. (4.70)

Note that these global transformations differ from the local SU(2) gauge redundancy discussed
in Sec. 4.2.1, which acted by a right multiplications of U on f, instead of left multiplications as
is the case here. Using the pseudo-fermion mapping (4.27), the spin operators transform as

S =flor, f. —fLUl e
1 2 1

! !
8152 $1,81 S152 7 S9,83

o ab b
fsé—zb:[R] s® — S - RS, (4.71)

In the second step, we used the identity UTOU = RO?, where 8 = (6%, 6Y,0%)T is the Pauli
matrix vector and R is the SO(3) rotation matrix corresponding to the SU(2) rotation. For a
rotation around the z-axis by the angle ¢, this reads

cosp —sing 0
R? = [sinp cosp 0] . (4.72)
0 0 1
Spin Hamiltonians consequently transform as
STjs - STRTJRS. (4.73)
A spin models is thus invariant under the specific SU(2) rotation if

J=RT'JR. (4.74)

For invariance under arbitrary SU(2) rotations, this condition is satisfied only for the Heisenberg
case J% ~ §%. Less restrictive symmetries, on the other hand, allow for other couplings.

2This can be derived by evaluating the matrix exponential in the definition of U by the Baker-Camp-
bell-Hausdorff formula, and using the commutation relations of the SU(2) Lie algebra
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Next, we need to determine how the correlation functions transform. For the one-particle
function we find

G(s's8) = = (f, f1) = U (f, £ UL, = UL, GO )T, (4.75)
An expansion in terms of Pauli matrices yields
Z Gro%, — Z GrUT, 0% Ups = GO + Z GR™6",. (4.76)
a,b=1

which is invariant if

3
=Y G'R™. (4.77)

For SU(2) spins in pf-FRG these components already vanish by other symmetries, but this
relation becomes important for generalizations to SU(4) models discussed in the next section.
For the two-particle correlation functions, a similar derivation gives

G(s), s5; s182) — U:,ls,l U:és,QG(rll,ré; 1172)Ug 1 Ugory (4.78)
and in the Pauli basis
1" n
Z Guveslsle’/ — Z RMS RV G 95, 15,05t (4.79)
n% 2

where here R needs to be understood as a 4 x4 matrix that acts trivially on the g = 0 components
(i.e. R = RMO = §,0). Invariance therefore requires

GM = [RHTGR™ (4.80)
K1

These constraints again carry over directly to the self-energy and the vertex.

We now explicitly examine what this implies for spin models that are symmetric under varying
subgroups of SU(2), namely U(1), Za, Za X Za X Zs (completely diagonal models), and SU(2)
(the Heisenberg model).

U(1) symmetry We start with U(1)-symmetric models, which are invariant under arbitrary ro-
tations about a single axis. We can therefore continue with the example of a rotation about the
z-axis. According to Eq. (4.74) with the rotation matrix R? defined in Eq. (4.72), a spin model
is U(1)-invariant if its coupling matrix takes the form

Jre g
J=|—-Jw J= 0o |, (4.81)
0o 0 J=

which can be derived by considering an infinitesimal ¢ = € and expanding R¢ to first order. This
includes, XXZ and Dzyaloshinskii-Moriya (DM) interactions.
Enforcing invariance of the one-particle correlation functions via Eq. (4.77) gives

G"=GY=0. (4.82)
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For the two-particle correlators, Eq. (4.80) yields

Gdd 0 0 sz 24
) 0 G G
=\ o o e g . (4.83)

Gdz 0 0 G*?

The terms involving density indices d = 0 are symmetry-allowed, even though they are absent in
the initial conditions of the flow equations. During the FRG flow, however, they indeed acquire
finite values. Exploiting the U(1) symmetry thus reduces the sixteen possible vertex components
'™ to only six independent ones.

Z5 symmetry Another common discrete symmetry is invariance under a rotation by ¢ = 7
about a single axis. Again choosing the z-axis, the corresponding rotation matrix is

-1 0 0
R?=[0 -1 0], (4.84)
0 0 1

which flips % — —S5% and SY — —SY. Hamiltonians invariant under this rotation have coupling
matrices of the form

JeT ey
J=Jw gw o |, (4.85)
0 0 J*

which is slightly less restrictive than U(1) invariance and, for instance, includes models with
symmetric off-diagonal exchange.

We emphasize that a transformation flipping only a single spin component (e.g. S* — —S5%) is
not a valid spin symmetry, since it cannot be represented by an SU(2) matrix and therefore does
not preserve the SU(2) commutation relations. Although the above Hamiltonian is invariant
under S% — —§57%, this does not enforce additional constraints on correlation functions. The
correct Zo symmetry instead implies

G*=GY=0, (4.86)

and
Gdd 0 0 sz nv

0o G G 0
0 G¥ G%Y 0 ’
Gdz 0 0 G#7

GH = (4.87)

leaving eight independent components. Notably, the mixed components G%* and G*¢ are symmetry-
allowed and indeed emerge during the FRG flow, even though a naive application of the S* —
— 5% transformation might suggest they should vanish.

Ziy X Zis X 2o symmetry (diagonal spin models) In practice, Zo symmetry most often appears
simultaneously in all spin directions. All relations derived for the z direction above of course
equally hold also for the z and y directions. Combining the constraints for x, y, and z, the
coupling matrix is forced to be take the diagonal form

JT 00
J=[0 Juw o |, (4.88)
0 0 J=

76



4.2 Pseudo-fermion functional renormalization group for SU(2) spin models

which includes the famous Kitaev model. The corresponding constraints on the correlation
functions are
G"'=G"=G*"=0, (4.89)

leaving only finite G%, and

G o o 0\"
0 G* 0 0
0 0 Gw 0 ’
0o 0 0 G*

G = (4.90)

so that only diagonal vertex components remain finite.

Heisenberg models Finally, the full SU(2) symmetry requires invariance under arbitrary rota-
tions, which enforces

J 0 0
J=[0 J o], (4.91)
0o 0 J
and the constraints
G"=GY=G*=0, (4.92)
and ,
G} 0 0 o0\"
0O G° 0 O
wo_
GH = 0 0 G 0 , (4.93)
O 0 0 G°

so that only two independent vertex components already mentioned in the introduction remain.

4.2.8 Single occupation constraint

Expressing spin operators in terms of fermions as in Eq. (4.27) is only a faithful mapping if the
single-occupation constraint (4.29) is exactly enforced. Let us briefly comment on how this can
be done in practice.

In principle, one can enforce the constraint exactly at the path-integral level by introducing a
Lagrange multiplier in the form of an SU(2) gauge field in the action [14]. This approach, however,
requires keeping track of an additional non-Abelian field, which significantly complicates the flow
equations and has not been systematically pursued so far [136].

At finite temperatures, Popov and Fedotov showed that the unphysical states can be projected
out by adding a finite imaginary chemical potential y = inT/2 [137]. This additional term,
however, breaks the invariance of the pseudo-fermion Hamiltonian under Hermitian conjugation,
time-reversal and particle-hole conjugation (where the term changes sign). For this reason, the
method was originally deemed numerically impractical in the context of the pf-FRG [118]. More
recently, it was demonstrated [138] that combinations of these transformations remain exact
symmetries in the presence of the Popov—Fedotov potential. Compared to conventional finite
temperature pf-FRG, this increases the numerical cost by only roughly a factor of four. This
is balanced by the fact that at finite temperature Matsubara frequencies are discrete, which at
high T can even render the calculation numerically cheaper than convectional T' = 0 pf~-FRG.
At sufficiently high temperatures T' 2 0.3.J, the authors of Ref. [138] additionally demonstrated
that quantitatively exact results (compared to ED calculations) could be obtained for small spin
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clusters. At lower temperatures, however, the constraint is no longer enforced exactly—likely a
consequence of the truncation of the flow equations becoming less accurate once J/T is no longer
small—and the calculations indeed deviate from ED. At T' = 0, the Popov—Fedotov potential
vanishes identically, rendering this method unsuitable for zero-temperature calculations.

Since we are primarily interested in quantum effects that occur at low temperatures, however,
we work at T' = 0. Here, the single-occupation constraint cannot easily be enforced exactly, but is
enforced on average simply by setting the chemical potential to zero. At zero chemical potential,
the Hamiltonian is invariant under particle-hole conjugation (see Sec. 4.2.1), and this invariance
is preserved throughout the FRG flow, guaranteeing (n;) = 1 at all scales [14]. Nevertheless,
local particle-number fluctuations around this mean value remain, which in principle results in
contributions from the unphysical states. It has been argued, however, that for most spin models
the unphysical states are higher in energy than the physical ones, and are therefore not populated
at 7' = 0 [13]. This argument can be reinforced by introducing a level-repulsion term of the form

H—H-AY 8. (4.94)

For the physical S = 1/2 sector this is simply S? = S(S + 1). The unphysical states, however,
both have S = 0 and are therefore energetically penalized. If the presence of unphysical states
played a dominant role in the FRG flow, adding such a term should substantially alter the results.
In practice, however, studies [67, 104] have shown that the flow is only rescaled and otherwise
behaves identically for large A and A = 0, providing evidence that particle-number fluctuations
do not qualitatively affect pf-FRG results.

Away from the thermodynamic limit, however, a more recent study demonstrated that for
small spin clusters this no longer holds [139]. In this case, the exact ground state of the pseudo-
fermion Hamiltonian without the constraint has weight in the unphysical sector, and particle-
number fluctuations spoil the validity of the pf~-FRG. A systematic analysis of the precise impact
of constraint violations is still lacking. In this thesis, we employ the conventional T' = 0 pf~-FRG
with A = 0 and the chemical potential set to zero, while keeping in mind that our results may
be affected by such violations.

Finally, let us note an elegant way to avoid the constraint altogether: a representation of
spins in terms of (real) Majorana fermions instead of complex fermions provides a mapping
between the spin and fermionic Hilbert spaces without the introduction of unphysical states.
The resulting framework, called pseudo-Majorana FRG (pm-FRG) [140, 141}, will be discussed
further in Sec. 4.6.

4.3 Generalization to SU(4) spin models

In this section, we discuss how the pseudo-fermion FRG, developed above for SU(2) systems, can
be generalized to a broad class of SU(4) spin models. Such models arise naturally in the context
of Moiré materials (where they are often referred to as spin-valley models) and in spin—orbit
entangled Mott insulators (commonly termed spin—orbital models) as motivated in Sec. 2.2.5.
Since our later applications focus on Moiré systems (Chapter 7), we will adopt the spin-valley
terminology throughout this section. The presentation follows Ref. [P3], building on conceptual
work already developed during my master thesis.

We have already introduced SU(4) spin models and their representations in terms of spin-valley
operators in Sec. 3.2. Because this construction is essential for what follows, we begin by briefly
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recalling the key points here. A general SU(4) Hamiltonian takes the form

15
_ %Z S Tttt (4.95)

ij ab=1

where T¢ are a basis of the 42 — 1 = 15 generators of SU(4) (i.e., a basis of the Lie Algebra
su(4)). As before, for an efficient treatment via the FRG, the first step is to represent them in
terms of fermions. For the models of interest in this thesis, this is most conveniently done by
introducing spin-valley operators defined by the parton decomposition

T — olrf = Z FL 08,05 f (4.96)

ss! !

which provides a faithful basis of su(4) if the fermion number is fixed to
Z fiTsl istl — T (497)
s,l

on each lattice site. Following our discussion of the single occupation constraint for SU(2) models
in Sec. 4.2.8, we enforce this constraint on average by setting the chemical potential to zero, which
restricts us to half-filling, i.e. n = 2. According to our discussion in Sec. 3.2, the dimension of
the local Hilbert space is then (246) which means we consider the six-dimensional representation
of su(4). Let us emphasize again that, in this representation, the spin operators o}'r/* should
be interpreted as a single operator acting on the local Hilbert space at site i, and can not be
factorized to a tensor product of'7f # o!' @ 7F

The idea of applying the pf- FRG to spln—valley models is now the same as before. The first
step is to rewrite the general SU(4) Hamiltonian in terms of spin-valley operators which yields

H= "Z > (o) o)) (4.98)

ij pvKn

where we have to set JOO = J#00 — ( to have an exact mapping to the SU(4) Hamilto-
nian (4.95) and the additional prefactor 1/8 ensures consistency with the conventions often used
in spin-valley models. The next steps follow the SU(2) logic: analyze the symmetry structure,
derive symmetry-constrained parametrizations of the self-energy and vertex, and finally obtain
the corresponding flow equations.

Let us summarize the central result before going into details: For the very general spin-valley
Hamiltonian introduced above, straightforward generalizations of the particle-hole conjugation
and time-reversal are no longer symmetries of the pseudo-fermion Hamiltonian, which would
dramatically increase the numerical complexity. This can be remedied by restricting to Hamil-
tonians where all couplings with an odd number of indices (u, v, k,n) equal to zero vanish, and
which are either diagonal in spin or valley space, i.e.

JHVRI — JHVRIS L op  JHVED — JRVETS, (4.99)

For example, if the Hamiltonian is diagonal in the spin sector, the most general Hamiltonian we
can treat with the pf~-FRG takes the form

3
1
H = > (ofrh) gk (o Za a0 +Z¢bJ$‘;J | . (4.100)
i a,b,c=1
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a

. . _ 0 b .
i coupling the pure spin terms o = o7, J5. coupling the pure valley

Here, we introduced i T drj

terms Tl-b = U?Tib, and ijbc coupling the mixed spin-valley terms with a,b,c¢ > 0. While this
restriction reduces the generality of the approach, it is well aligned with many effective models
relevant for moiré materials, which indeed take precisely this form. Prominent examples include
twisted bilayer graphene (TBG) [48] and trilayer graphene aligned with hexagonal boron nitride
(TG/h-BN) [49]. For Hamiltonians of this structure, almost all symmetries present in SU(2)
spin models remain intact, allowing us to employ essentially the same self-energy and vertex
parametrization, symmetry relations, and flow equations as in the SU(2) case. The only differ-
ences are that vertices now carry additional valley indices, I'*” — I'*%1_and certain frequency
symmetries are no longer preserved. Fortunately, the missing symmetry constraint increases the
numerical cost by only about a factor of two.

In the following, we derive this result step by step, closely following the SU(2) logic: we first
generalize the relevant symmetry transformations to spin-valley Hamiltonians, then work out the
constraints they impose on correlation functions, and finally formulate efficient parametrizations
of the self-energy and vertex and derive the corresponding flow equations.

4.3.1 Symmetry constraints on the correlation functions

Let us start the symmetry analysis of the generic spin-valley Hamiltonian (4.98) by noting which
symmetries remain unchanged compared to the SU(2) pseudo-fermion Hamiltonian. These are all
transformations that do not act on the spin or valley quantum numbers of the fermionic operators:
the local U(1) gauge redundancy, imaginary time-translation invariance, Hermitian conjugation,
crossing symmetry (which now also exchanges valley indices), and lattice symmetries. Each of
these continues to leave the spin—valley Hamiltonian (or the action) invariant, and therefore
imposes exactly the same constraints on the correlation functions as listed in Table 4.2.

In contrast, particle-hole conjugation and time-reversal symmetry act directly on the spin
indices. To extend them to the spin—valley case, we define straightforward generalizations that
act in the same way on both spin and valley indices. For particle-hole conjugation this yields

oSS slfr fig o sifl (4.101)
where spin and valley indices take values s = +1 (corresponding to s =1,]) and [ = +1 (cor-
responding to | = +,—) and we define [ = — and 5 = —s as before. Inserting this into the
definition of the spin—valley operators (4.96) and using Eq. (4.42), we obtain

ol T —€(p)E (k) ob'rl, (4.102)

3 7

with the sign function £(u) defined in Eq. (4.41). Spin—valley operators with either 4 = 0 or
x = 0 reduce to the familiar SU(2) spin operators (acting in the enlarged SU(4) Hilbert space)
and are invariant, as expected. General spin-valley operators, however, may change sign. The
Hamiltonian is therefore not invariant under the local PH conjugation. This can be remedied
by promoting the transformation to a global one, applied simultaneously to all lattice sites. A
pairwise interaction of spin-valley operators then transforms as

(o) (047! 5 E()EW)E(R)E () (ohrE) (ol (4.103)

Whenever an odd number of indices u, v, k,n are nonzero, the interaction acquires a minus
sign, otherwise it remains unchained. This motivates the restricted Hamiltonian introduced in
Eq. (4.100), where precisely these sign-changing terms are excluded, ensuring invariance under
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global particle-hole conjugation. In the same way we derived the resulting constraints on the
correlation functions in Sec. 4.2.2, we find that this implies

G(xy; 1) Oig, = —ss'll' G(Txy; Tah) ditd, (4.104)

G(xy, ol wy, 29) 6 0ir s i, = sys1lily shsolhlo G(Txy, Tay; T, Tah)d: 6 (4.105)

9%y i1y Y1y

where we again use the definition Tz; = (i, —wj, 5,1).
We can also define a generalized anti-unitary time-reversal symmetry, which acts by complex
conjugation on all numbers and on the fermionic operators as

™ Tl' TR _ir —iT
fzsl z 5/2 7 Z/ZfZSl fisl LN i 3/2 i l/2fwl (4106)

Using the identity e™/2(5=5") = g4/ it is straightforward to show that the spin-valley operator
transforms as

s IR (e (r)otnr (4.107)
For y = 0 or k = 0, this reduces to the conventional SU(2) time-reversal symmetry, while

in general some components acquire an additional minus sign. Pairwise interactions, however,
transform exactly as under global particle-hole conjugation, and thus the restricted Hamilto-
nian (4.100) remains invariant by the same arguments. The induced symmetry relations for the
correlation functions are

G5 21) 8515 = —ss' W' G(Tal; Tary) 6y, (4.108)

G, 9321, %) 81 O = sys1lla sosalylo G(Tay, Talh; Ty, Tag)di G s (4.109)
Comparing these relations with their SU(2) counterparts in Table 4.2, we find that the constraints
on the correlation functions remain essentially the same. The only difference is that the local
particle-hole conjugations (PH1, PH2) no longer appear separately. Instead, only the global PH
acting simultaneously on both sites survives. We discuss the consequences of this restriction for
the vertex parametrization in the next section.

4.3.2 Vertex parametrization

We now define the parametrization of the correlation functions in direct analogy to the SU(2)
case [see Eqgs. (4.40, 4.44)]. For the one-particle correlator this reads

3
Gz, x) = Y GI"(w)0h, 05 6iri ures (4.110)
H,k=0
and for the two-particle correlator
3
G(mllax/Q;xlax2) = Z GZI;:??(S t u) 9# 1915/2520l’ 101’ 51111512126 ’+w2,—w1—w2 . (4‘111)
H,vsk,m=0

We derive symmetry constraints by inserting this parametrization into the relations given in
Table 4.2, but with PH1 and PH2 replaced by the global PH, and TR replaced by the generalized
TR defined above. The resulting symmetry constraints on Gt and G/ are summarized in
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Table 4.5 — Symmetry relations on the parametrized one- and two-particle correlation func-
tions for spin-valley models. These relations hold for the slightly restricted spin-valley Hamilto-
nian (4.100). The corresponding symmetry relations for SU(2) spin models are shown in Table 4.3. The
symmetries/gauge transformations used in the derivation are indicated by the labels on the right, which
are defined in Table 4.1 except that PH now denotes the global particle-hole conjugation defined in (4.101)
and TR the generalized time-reversal defined in (4.106). The ZJ x Z9 x Z9 transformation is only a
symmetry of Hamiltonians with couplings diagonal in the spin indices.

G () = E()E(R) G () (H o TR)
G (w) = —GI(—w) (H o TR o PH)
G (w) = =G (w)* (TR o PH)
G (w) = G (w)3,,00k,0 (7§ x 7§ x 7.3)
G (s,t,u) = E(WEMER)EM) G (s,t,u)* (TR o PH o Ho TR)
Gl (s, t,u) = G (=5, t,u) (Ho TR o PH o X)
Gir (s, t,u) = E()EW)E(R)E(n) G175 (s, —t,u) - (H o TR)
G (5,1, u) = E(EW)ER)EM) GX (5,8, —u)  (H o TR o X)
Giyia (5.t u) = G (s, 6, u) Oy (2§ x 7§ x Z.)

Table 4.5. Compared to the relations for SU(2) spin models in Table 4.3, there two main
differences.

First, the two-particle correlation function does not posses the symmetry that exchanges s <> u.
In practice, this simply means we have to compute the vertex for twice as many frequencies.

Second, and more severe, the one-particle correlator G is not automatically diagonal in spin
and valley indices due to the appearance of two sign functions &(u)&(k) in the first symmetry
relation, which allow components with both ¢ > 0 and x > 0 to be nonzero. This would neces-
sitate tracking multiple independent self-energy components in the flow equations, significantly
increasing the computational cost. In addition, the argument in Sec. 4.2.3 that the symmetries
of the disconnected correlators carry over to the self-energy and vertex relied on G being fully
diagonal. Without this property, an additional dedicated symmetry analysis of the self-energy
would be required.

Fortunately, most material-relevant models possess additional spin- and valley-space symme-
tries that themselves impose diagonality on one-particle terms. As shown in Sec. 4.2.7, for an
SU(2) model with only diagonal couplings the Zs x Zsg X Zs symmetry enforces G* = G%6,.
It is straightforward to show that the same derivation goes through exactly the same way for
a spin-valley model that is diagonal either in spin space (J#*1 = J#*14,,,) or in valley space
(JHvsn = Jrveng, ). In the following, we restrict to models diagonal in spin space, denoting the
symmetry by Z3 x Z3 x Zg. This symmetry enforces

G (w) = G (w)dou, (4.112)
which, combined with the first symmetry relation in Table 4.5, further reduces to
G = G (w)d0,100, (4.113)

and thus a completely diagonal one-particle correlator. We can then employ the full SU(2)-based
pf-FRG formalism from the previous section. Restricting further to Archimedean lattices renders
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G also site-independent, giving the final parametrization
G(:c',a:) = G(w) 55/5 51/1 5i’i 5w’w 5 (4.114)

where, as in the SU(2) case, G(w) € iR and G(w) = —G(—w).
Again following the same reasoning as in Sec. 4.2.7, the Z§ x Z§ x 7§ symmetry constrains
the two-particle correlation function to be diagonal in spin space as

G (s tu) = GEE (s, u) 0 = G (s, t,u) 0 (4.115)
Accordingly, we parametrize it as
3
G, by, m9) = Y GH(s,t,u) 0, 0% 051,001 00t Oy 0 o, oy - (4.116)
w,k,m=0

In this case the symmetry relations of Table 4.5 simplify via &(u)&(v) — &(a)é(a) = 1, and
coincide with those for SU(2) models (Table 4.3), except for the absence of the s <+ u symmetry.
Most notably, we again find

R if £(k =1
£n) = —1
and all negative frequencies can be mapped to positive ones. By the same arguments as in
Sec. 4.2.3, the self-energy and vertex inherit these parametrizations and symmetry relations.

4.3.3 Flow equations

We have shown that for Z§ x Z§ x Z§ symmetric spin-valley models, the parametrizations of
the self-energy and vertex are essentially identical to those in the SU(2) case. Consequently, the
flow equations derived in Sec. 4.2.4 carry over with only slight modifications due to additional
valley indices.

For the channel-decomposed vertex flow equations [Eqs. (4.51, 3.11, 4.53)], we did not explicitly
perform the sums over spin indices. The generalization to spin-valley models is therefore simply
obtained by the substitution

R — THRN 951819;32 — 0 519523201’1 10;’% : (4.118)
which directly yields the corresponding equations for the spin-valley case.

For the self-energy flow, by contrast, the sums over spin and valley indices can be carried
out analytically. Many terms vanish due to properties of the Pauli matrices and the symmetry
constraints on the vertex. The calculation is relatively involved, and here we only state the final
result, which reads

d
JZ‘,A ——/dw 4ZFAOOO W w,w — ZFA“’“ (W 4w, 0,w—w)| S4 W,

(4.119)
where 7 is an arbitrary reference site. Details of the calculation can be found in the appendix of
Ref. [P3]. Consistent with the self-energy flow equation (4.49) for the SU(2) case, only vertex
components diagonal in spin and valley contribute to the flow.
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The initial conditions follow from Eq. (4.19), after antisymmetrizing the interaction terms of
the Hamiltonian. For the generic spin-valley Hamiltonian (4.98), this yields

ZAHOO — O
A 1
Fij*m““” = g,]Z,“j‘“’m , (4.120)
while for the restricted Z§ x Z§ x Z3 symmetric Hamiltonian (4.100), this translates to
JZH" if ,k,v >0
p i —n=
rﬁ}_’m““nzl J(,TJ]] %f,u>0and/f—n—0, (4.121)
8| I if K, >0and =0
0 fu=rk=n=0

Since the initial conditions are frequency-independent, we have omitted the frequency arguments
of ¥ and T" above.

4.3.4 Asymptotic frequency parametrization

Also for spin-valley models it is beneficial to employ the asymptotic frequency parametrization
discussed in Sec. 4.2.6. We, therefore, also need to state the frequency symmetries in this
parametrization, which slightly change compared to SU(2) models due to the absence of the s <+ u
symmetry. The results are summarized in Table 4.6. Note that if we include the Zg x Z§ x Z§
symmetry (valid for models diagonal in spin space) they again significantly simplify by setting
H=uv.

The most notable difference to the SU(2) case is that instead of separate relations reversing
the sign of the fermionic frequencies, v. — —v,. and v, — —v., only the combined transformation
Ve,V — —Ve, —V. remains. Consequently, while for SU(2) it was sufficient to restrict both
fermionic frequencies to be positive, here we must also allow one of them to be negative. Here,
we choose V... Furthermore, the s- and u-channels are now independent and no longer related by
symmetry. Taken together, these modifications increase the numerical cost by roughly a factor of
two. What remains unchanged is that only positive bosonic frequencies w, need to be considered,
and the exchange symmetry v, <> v/, still allows us to restrict the calculation to v, < V).
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4.4 Numerical implementation

The symmetry analysis presented in Sec. 4.2 and Sec. 4.3 already allowed us to substantially
reduce the number of self-energy and vertex components required in solving the pf-FRG flow
equations. Nevertheless, even after fully exploiting the symmetries of the pseudo-fermion Hamil-
tonian, significant numerical challenges remain. First, the vertex flow equations (4.2.4) contain
sums over an infinite lattice that must be approximated. Second, the vertex depends on three
continuous Matsubara frequencies, requiring a suitable discretization. Third, the flow equations
involve frequency integrals over products of vertices and propagator bubbles, which become in-
creasingly singular as the cutoff A is lowered. To accurately perform these integrals, the vertex
must be evaluated at frequencies not on the discrete frequency grid, necessitating (multi-)linear
interpolation.

All of these ingredients must be implemented with both high accuracy—to capture the often
subtle structures of pf-FRG vertices—and high efficiency, as the computational cost otherwise
quickly grows prohibitively large. For example, a typical frequency grid of size 40 x 35 x 35
and a lattice of a few hundred sites already yields O(107) independent vertex components, and
therefore an equally large system of coupled differential equations. Solving such systems requires
HPC resources and a highly parallelized code.

Fortunately for me, I did not have to write such an implementation from scratch, but could
instead extend the Julia package PFFRGSolver. j1[C3], originally written by my former colleague
Dominik Kiese, and Tobias Miiller. This package implements state-of-the-art integration routines
for the pf~-FRG flow equations, employing an error-controlled adaptive ODE solver together with
adaptive frequency grids and adaptive frequency integration. The code is efficiently parallelized
at the shared-memory level, using multiple threads within a single compute node, and shows near-
perfect scaling up to 128 cores. Despite these optimizations, typical computation times remain
substantial: for example, a high-resolution calculation with a frequency grid of 40 x 35 x 35
and about 700 correlated sites requires roughly 5 hours (/640 core-hours) for highly symmetric
Heisenberg models, but up to 7 days (=22 000 core-hours) for less symmetric spin models (such
as the anisotropic nearest-neighbor pyrochlore studied in Chapter 5) on an AMD EPYC Milan
node with 128 cores. For full phase diagrams, the total computational cost can easily reach
several million core-hours.

A detailed discussion of the numerical algorithms used in the PFFRGSolver.jl package is
presented in Dominik Kiese’s PhD thesis [116], with a more concise presentation available in
Ref. [129]. In the following, we therefore only shortly summarize the employed algorithms and
discretization schemes, before turning to a methodological development that I contributed in the
course of this thesis: an implementation of combined spin—lattice symmetries tailored for spin-
orbit entangled Mott insulators as will be studied in Chapter 5. In such systems, strong spin-orbit
coupling leads to bond-dependent, nondiagonal interactions that individually break the lattice
space-group symmetries. Crucially, these symmetries are restored only when combined with
appropriate spin rotations. A prototypical model where this is the case is the Kitaev honeycomb
model. In pf~-FRG, exploiting these combined symmetries is absolutely essential for obtaining
reasonable runtimes, particularly for complex three-dimensional models.

We emphasize that we are not the first to address this problem, and similar models where
already studied with the pf-FRG before [118-122]. To our knowledge, however, there is no
generic, publicly available implementation capable of handling essentially arbitrary spin models
of the form (4.26). While Buessen’s SpinParser software [117] features the implementation of
combined spin and lattice symmetries, it is restricted to transformations that simply permute
the spin indices. This suffices for models such as the Kitaev model, but fails for more gen-
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eral Hamiltonians—such as the nearest-neighbor models for rare-earth pyrochlores studied in
Chapter 5——where more general spin rotations need to be considered.

Closely building on existing algorithms [14, 116, 117], we developed a routine that, for an
arbitrary spin model on any lattice graph, automatically detects all combined spin—lattice trans-
formations that leave the Hamiltonian invariant, and generates the necessary information to
exploit these symmetries in pf-FRG (and related) calculations.

4.4.1 Algorithms in the PFFRGSolver.jl package

Before discussing new implementation of lattice symmetries, let us briefly summarize the core
algorithms implemented in PFFRGSolver.jl. These algorithms provide the basis for solving the
pf-FRG flow equations with both accuracy and efficiency.

ODE solver While the pf-FRG flow equations constitute a massive system of coupled differential
equations, the overall structure is, fortunately, comparably simple: the equations are simple,
first-order, ordinary differential equations of the form

Ov(A) = f(A,~(A)), (4.122)

where y(A) collects all components of the self-energy and vertex. Since the flow spans multiple
energy scales, it is advantageous to use an ODE solver with adaptive step size. Early implemen-
tations relied on simple adaptive Euler algorithms [13, 117], which already proved successful.
However, more recent work [142]—and our own experience—shows that multistep Runge-Kutta
methods achieve similar accuracy but with significantly improved efficiency. In practice, we em-
ploy the Bogacki-Shampine RK3(2) method [143] with error-controlled step-size adjustment as
described in Ref. [144], using a tolerance of 1075.

Frequency discretization The continuous frequency variables of the vertex we,v., v, and the
frequency of the self-energy w are approximated on discrete grids with a fixed number of points
N, Ny, ., and ny. For the smooth cutoff e~%/A introduced in Sec. 4.2.5, sharp features appear
in the propagator bubble P(w,v) [defined in Eq. (4.54)] near w ~ A and shift towards lower
frequencies as A decreases. It is therefore essential to adapt the grid dynamically during the
flow. In our implementation, we use a mixed linear—logarithmic scheme: for a grid of n points,
the first 40% are distributed linearly from the origin up to wy,, while the remaining points
are spaced logarithmically up to a maximum frequency wmax. Both wy, and wmax are updated
throughout the flow by a heuristic procedure that scans for sharp features in the vertex and
adjusts the grid accordingly (for details, see Ref. [116]). In practice, convergence of spin—spin
correlations is typically reached with grids of size 40 x 35 x 35, although qualitatively stable
results are already obtained for somewhat smaller grids.

Frequency integration The frequency integration in the self-energy flow is performed using the
adaptive Gauss-Kronrod quadrature provided by the Julia package QuadGK. j1. For the channel
integrals of the vertex, it is more efficient to employ an adaptive Simpson rule [116], where the
number of integration points is doubled until either an absolute tolerance of 10~8 or a relative
tolerance of 1073 is achieved. During the frequency integration, vertices must often be evaluated
at points lying outside the numerical frequency grid. In such cases, we approximate their values
using multilinear interpolation.
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Figure 4.1 — Symmetry-reduced site pairs on the honeycomb and pyrochlore lattices. Bonds
are colored according to the anisotropic couplings present in models such as the Kitaev model (a) or
the most general symmetry-allowed nearest-neighbor model on the pyrochlore lattice (b). Both lattices
feature a single symmetry-inequivalent reference site ¢* in the unit cell (marked by a star). The full set
of site pairs P up to maximal bond distances of L = 6 (a) and L = 4 (b) is shown in pale colors. Using
combined spin- and real-space symmetries together with the algorithm described in the main text, these
sets reduce to minimal symmetry-inequivalent subsets P*, highlighted in saturated colors, shrinking from
74 to 14 pairs in (a) and from 220 to 18 pairs in (b). In panel (a), an example of two symmetry-equivalent
pairs (ij) € P and (i*5*) € P* is highlighted.

4.4.2 Exploiting real- and spin-space symmetries in spin-obit coupled materials

The remaining challenge in solving the flow equations lies in treating the, in principle, infinite
crystal lattice on which the self-energy and vertex are defined. We already showed that for
Archimedean lattices the self-energy becomes site-independent. The vertex, however, still retains
a site-dependence, and the flow equation for the ¢-channel (4.52) additionally contains a sum
over all sites. In this section, we present a two-step strategy to make this problem numerically
tractable. First, by exploiting the translational symmetry of the Bravais lattice and imposing a
maximal correlation length, we reduce the infinite lattice to a finite set P of site pairs (ij) for
which bilocal vertex components Ffj” must be computed. Second, by further exploiting combined
real-space and spin space symmetries, we restrict this to a smaller set of symmetry inequivalent
site pairs P*. The vertex on the full set P can then be reconstructed from P* by symmetry
transformations, often reducing the numerical cost dramatically. Examples of P and P* for the
Kitaev honeycomb model and for the most general symmetry-allowed nearest-neighbor model
on the pyrochlore lattice are shown in Fig. 4.1, highlighting the enormous reduction in vertex
components.

Although in practice we will restrict to Archimedean lattices, the arguments presented here
hold more generally for arbitrary crystal lattices. Our discussion will be in terms of SU(2) spin
models, but can be straightforwardly generalized also to generic spin-valley models.

Combined real- and spin space symmetries To start, let us recapitulate how the vertex trans-
forms under real-space and spin space transformations. Following the discussion of Sec. 4.3.1, the
vertex transforms under lattice isomorphism £ (including translations, rotations and inversions)
as

v L 17
T 5T L) (4.123)

87



Chapter 4 The pseudo-fermion functional renormalization group

where we suppress the frequency dependence for brevity. Since spin operators are angular mo-
menta, they transform under spatial rotations as well. For effective spin models with anisotropic
(nondiagonal) interactions, the real-space transformations of the lattice must therefore be ac-
companied by an SU(2) rotation U acting on the spin Hilbert space, which, as discussed in
Sec. 4.2.7, corresponds to an SO(3) rotation R acting on spin operators as

S — RS. (4.124)

Under combined lattice and spin transformations, the vertex then transforms as
,LLI/ ROL
ZRW T B (4.125)

where R*¥ acts trivially on the density indices u, v = 0. The transformation Ro L is a symmetry
of the Hamiltonian if the coupling matrices satisfy

Jij = RTJL(i)L(j)R. (4.126)

In this case, two site pairs (ij) and (i*;7*) are called symmetry equivalent if they can be mapped
onto each other by such a transformation. Consequently, it suffices to compute the vertex only
on a minimal set of symmetry-inequivalent pairs, reconstructing the rest by symmetry.

In principle, arbitrary rotations R could be considered, but for most spin models it turns out
to be sufficient to only consider a much smaller subgroup of of SU(2) [or SO(3)], which is far more
efficient numerically. Concretely, we restrict to rotations by 7/2 (or multiples thereof) around
the x, y, and z axes. As an example, a 7/2-rotation around the z axis maps the spin operators
to

St —8Y §Y— -5 §F— 5%, (4.127)

corresponding to an odd permutation of spin indices plus a sign change. The combination of all
of those rotations therefore generate:

1. all even permutations of the spin indices zyz — (zyz, zzy, yzx) accompanied by an even
number of sign flips, and

2. all odd permutations of the spin indices xyz — (zyzx,zzy,yxrz) combined with an odd
number of sign flips.

Geometrically, these operations correspond to all rotational symmetries of a cube. They form
the octahedral rotation group O C SO(3), which contains 24 elements. We specify elements
R = (p,¢) € O of this group by a permutation p(u) and a sign function ((u), that encode the
permutation of spin indices and sign flips. In this notation, the vertex (and equivalently the
coupling matrix) then transform as

P Bk (e ()T, (4.128)
which is numerically advantageous compared to general SU(2) rotations, as each vertex compo-
nent maps onto exactly one other component rather than a sum over several.

In the next steps, we explain how to construct the finite list of symmetry-inequivalent pairs
P* by combining these restricted spin rotations with the lattice symmetries of the underlying
Bravais lattice.
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Lattice truncation To first reduce the infinite lattice to a finite set of site pairs P, we exploit
the translational invariance present on any Bravais lattice. This allows us to map pairs (ij) to
equivalent pairs (i*j*), where the first site i* is fixed to an arbitrary reference unit cell (UC).
This limits the number of sites ¢ in the first argument of the vertex. To further limit the number
of sites j in the second argument, we set vertices 'Y = 0 if the bond-distance between the
sites exceeds L, i.e. ||i — j||p < L, where the bond-distance || - ||, is defined by the minimal
number of nearest-neighbor bonds that connect the sites ¢ and j. This effectively enforces a
maximal correlation length £ ~ L, which is a good approximation in phases without long-range
order, but will lead to artifacts when approaching a magnetically ordered phase (as we discuss in
Sec. 4.5). Compared to conventional truncations where the Hamiltonian itself is restricted to a
finite lattice with periodic, open, or similar boundary conditions, enforcing a maximal correlation
length introduces much weaker boundary effects and still allows pf~-FRG to capture ordered states
that are incommensurate with any finite lattice. To summarize, for a fixed L the finite set of
pairs on which we must evaluate the vertex is defined as

P ={(ij)|i € UC, |li—jly < L} . (4.129)

Determining the set of symmetry inequivalent pairs In the next step, we show how to reduce P
to the smaller set of symmetry-inequivalent pairs P* by exploiting the combined real- and spin
space symmetries of the Hamiltonian. The general algorithm consists of three steps:

1. Determine a minimal set of symmetry inequivalent reference sites R = {i*} inside the
reference unit cell (for Archimedean lattices this is just one site), and the corresponding
symmetry transformations to map all sites ¢ in the reference unit cell to R

2. For each reference site i* € R, determine all point-group symmetries (combined with spin
rotations) of the Hamiltonian that leave i* invariant.

3. Use these point-group symmetries from step 2 to obtain a minimal set of symmetry in-
equivalent pairs P’ = {i*j},4i*j5, ... } to which any pair (i*j) can be mapped.

We then define the final set of symmetry irreducible site pairs as
P*={("j")|i" € R and j* € PL} . (4.130)

Any pair (ij) € P can then be mapped onto a pair (i*j*) € P* by first applying the transforma-
tions determined in step 1 to map i onto a reference site i*, yielding (i*j’), and then applying
the point-group transformation from step 2 to map the site j’ to a site j* € P;. We now discuss
the detailed implementation of each step, assuming that the lattice symmetries are not known a
priori but are instead determined by the algorithm.

Step 1: Determining symmmetry inequivalent sites in the unit cell To determine whether two
sites ¢ and j in the unit cell are symmetry equivalent, without assuming prior knowledge of the
lattice symmetries, we must identify transformations that map both their positions and bond
environments to each other. To this end, we perform the following steps:

1. Select two nearest neighbors (i1,i2) of ¢ and two nearest neighbors (ji, j2) of j.

2. Check if a rotation matrix Rgpace € SO(3) (optionally combined with an inversion I) exists
that maps the vectors Ar;; = r;; —r; and Ar;, = r;, —r; onto Ar;, = r; —r; and
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Arj, = rj, — r;, using Rodrigues’ formula [145]. If successful, define L = T o Rypace(0 1),
where 7' is a translation by r; — r;, which maps i to j (including the two nearest neighbor
bonds).

3. Check whether any of the 24 elements Rgpin € O of the octahedral rotation group map the
Rspin

Rs in
corresponding coupling matrices J;;, —— Jjj, and J;;, —— J;j, onto each other.
4. If both are successful, verify that the corresponding lattice transformation L o Ry, is a
symmetry of the full lattice (in practice we check this on a finite test set of sites).

5. If this is also successful, store the pair (¢ — j) and the transformation Rgpin.

If any of the steps fail, repeat the same procedure for all other possible nearest neighbor pairs
11,12 and ji1,jo. Doing this for all sites ¢,j in the reference unit cell yields a minimal set of
symmetry inequivalent sites R, along with the transformations that map every site j in the unit
cell to some i* € R.

Step 2: Determine all point-group symmetries. For each reference site i* € R, we determine
point-group symmetries that leave ¢* invariant using essentially the same algorithm as in step 1.
The only differences that we now iterate over pairs i1, ig and 7}, 7, that are both nearest neighbors
of i* at every step. This procedure generates a list of point-group symmetries {Rspin © Rspace }
that leave ¢* invariant.

Step 3: Obtaining the minimal set of symmetry inequivalent pairs P To identify the minimal
set of symmetry-inequivalent pairs P} for fixed ¢* € R, we proceed iteratively:

1. Start from an arbitrary pair (i*j;) € P and add it to Pj.

2. Apply all point-group symmetries from step 2 to this pair, and remove the resulting images
(1%, 71) from P for the subsequent steps. Record, however, the corresponding point-group
symmetry and the site j; to which they are equivalent.

This iteration continues until P is exhausted, at which point P}. contains exactly the set of
symmetry-inequivalent pairs for the reference site i*, along with the mappings to all other pairs

(i*5) & Pj..

Implementation for the pf-FRG flow equations. Finally, let us discuss how to make practical use
of the symmetry reduction described above in the pf~-FRG flow equation solver.

As a first step, we enumerate all symmetry-irreducible pairs (i*j*) € P* by integers «, and
use this index to label the vertex components we actually need to compute as ', = T4,

When initializing a spin model, the code automatically constructs a mapping array M with
entries M([(ij)] = (a,p,() for each pair (ij) € P. Each entry contains (i) the integer « of the
irreducible pair (i*j*) € P* to which (ij) is mapped, and (ii) the corresponding spin transfor-
mation Repin = (p, (), specified by the permutation p and sign function (. Whenever the solver
needs to evaluate a vertex Ffj” for (ij) ¢ P*, the mapping is retrieved via «, p,( = M[(ij)], and
the vertex is reconstructed as

I = ¢(u)¢(v) TR0P0) (4.131)

For the s- and u-channel flow equations (4.51, 4.53), only vertices with identical site indices
appear on both sites of the flow equation, so the mapping array is not strictly needed. When
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utilizing the frequency symmetries summarized in Table 4.4, however, they often contain site-
exchange (ij) — (ji). Even if (ij) € P*, often (ji) ¢ P* and we again need to apply a symmetry
transformation. To handle this efficiently, we precompute an exchange array E whose entries
Ela] (for a corresponding to (ij) € P*) contain the index o’ of the irreducible pair to which (j4)
maps, together with the associated spin transformation.

The t-channel flow equation (4.52) is more complicated, as it contains a sum over the full

lattice of the form
> T (4.132)
k

We first restrict the sum to sites k& within range of both 7 and j (i.e. again to pairs in P). For all
such k, the site pair of the left vertex is mapped as (ik) — (:*k*) € P* with an accompanying
spin rotation Répin = (p1,¢;), while the right vertex is mapped as (kj) — (k"*j*) € P* with the
corresponding rotation Ry, = (pr,¢r). For many spin models, there are much more pairs in P
than there are in P*, and therefore the sum will contain many duplicate entries after the mapping.
To utilize this, for each pair (ij) we store all unique combinations of ((i*k*), (k"j*), RL ., RL ;)
and the number of times they appear in the sum Ny, in an array. The t-channel sum can then

be efficiently computed as

ST = ST Nue Q)G () G ()G () TP T (P00 (4.133)
k {(i’]‘k*),(k/*j*)
R, T

spin’ spin}

where each summand implicitly carries its own multiplicity factor Nyuie.

4.5 Calculating phase diagrams

In the previous sections we have discussed how the pf-FRG flow equations can be derived and
solved numerically. We now turn to the question of how to extract physical observables and,
ultimately, phase diagrams from the resulting flowing self-energy and vertex data. Importantly,
the pf-FRG flow preserves all symmetries of the Hamiltonian. As a consequence, single-spin
expectation values (S;) remain strictly zero throughout the flow, even if the true ground state
is magnetically ordered and characterized by a finite (S;). The central observable of pf-FRG is
therefore the flow of the two-spin correlation, or susceptibility, defined as

XA (w) = /0 dreiT <Tng(T)5b(0)> . (4.134)

For spin-valley models, one can similarly define spin-valley spin-valley correlations. An expression
of those susceptibilities in terms of the of the self-energy and vertex is given in Appendix A.
Since the frequencies w are Matsubara frequencies along the imaginary axis, the two physically

accessible quantities are the static correlations y*%*(w = 0) and the equal-time correlations

(T,5¢(r = 0) S2(r = 0)) = / dio X () (4.135)

The additional integration over continuous frequencies has to be performed numerically, which
introduces additional errors and thus most pf-FRG studies focus on static correlations when
analyzing physical properties of a system. Exceptions include Refs. [130, 138], which showed that
violations of the single-occupation constraint discussed in Sec. 4.2.8 can be quantified through
equal-time correlators.
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Figure 4.2 — RG flows of the structure factor across a Néel-PM phase transition. Each column
shows the flow of the structure factor at its maximum wave vector, x™®* = y**(k™**) (top), and the
corresponding second derivative (bottom). Data are for the nearest-neighbor model on the maple-leaf
lattice (discussed in detail in Chapter 6) at fixed J;/J, = —1, with varying J4/.Jp, indicated in the top-right
corner of each panel. With increasing J;/Jp,, the system evolves from a Néel phase (left) to a paramagnetic
phase (right). The dashed red line marks the critical scale A., where a flow breakdown is detected, signaling
the onset of dipolar magnetic order. This is accompanied by a characteristic nonmonotonic feature in
the second derivative. The dotted gray line indicates the scale at which the second derivative begins to
increase again (As used in our flow breakdown criterion described in the main text). In the rightmost
column, no flow breakdown occurs, consistent with a paramagnetic ground state.

In the following, we describe how phase diagrams can be constructed from the pf~-FRG flow
of spin—spin correlations. The first step is to distinguish between magnetically ordered and
nonmagnetic states. Here, we restrict magnetically ordered phases to those with dipolar order,
i.e. characterized by a finite order parameter m = ZZ o NiaS5 that is linear in the spin operators.
Such states exhibit finite local magnetizations (S;), thereby breaking time-reversal symmetry
and usually also lattice symmetries of the Hamiltonian. In the context of quantum spin models,
we refer to all other states as paramagnetic (PM). This class includes symmetric spin liquids
and quantum disordered states, but also phases that break lattice symmetries (e.g. dimer or
nematic order) or spin symmetries (e.g. spin-nematic order). We will first explain how pf-
FRG distinguishes between PM and magnetically ordered states, then discuss how to further
characterize the states in each case, and finally outline how pf-FRG results can be directly
compared with neutron-scattering experiments.

92



4.5 Calculating phase diagrams

4.5.1 Distinguishing magnetically ordered and paramagnetic states

As a first step, we use the pf-FRG to detect whether the Hamiltonian has a magnetically ordered
or paramagnetic ground state. As already explained, the preservation of symmetry obstructs the
pf-FRG flow to truly entering the symmetry broken phase—the corresponding order parameters
will always stay zero. Instead, it can be shown that the flow will exhibit an instability at a finite
critical scale A, that, in theory, manifests in a divergence of the susceptibility associated to the
order parameter [68].

Most conveniently, this susceptibility is defined as a component of the static structure factor

(k) = % S ikl Aab(y, — ), (4.136)
ij
which is the Fourier transform of the spin-spin correlations. For Hamiltonians with a mag-
netically ordered ground state, the FRG flow of x®(k) exhibits a divergence—referred to as
flow breakdown—at a finite scale A. and at momenta kn.x characterizing the ordering pattern.
Conversely, the absence of a flow breakdown signals the absence of any dipolar order, i.e. a
paramagnetic ground state.

In practice, the approximations we apply to the flow equations to numerically solve them will
soften the divergence at the flow breakdown, often to much more subtle features. Most notably,
any divergence will eventually plateau to a peak due to the finite correlation length imposed
by the lattice truncation L. Moreover, truncating the hierarchy of flow equations may suppress
divergences altogether, even at large L. As an illustration, Fig. 4.2 shows the typical behavior
of the structure factor flow when traversing from a ordered phase to a paramagnetic phase
(data shown are for the nearest-neighbor model on the maple-leaf lattice, discussed in detail in
Chapter 6 below). Deep in the ordered phase (leftmost panel), the flow develops a sharp, L-
dependent peak—a clear flow breakdown implying long-range order. Deep in the paramagnetic
regime (rightmost panel), the flow remains convex, featureless, and only weakly L-dependent. In
the intermediate region near the phase boundary (middle panels), however, the behavior is less
clear-cut.

For these cases, there is no unambiguous way to distinguish a true flow breakdown from other
correlation-induced effects. It is therefore not surprising that a variety of flow-breakdown criteria
have been proposed ranging from the rather subjective approach of “carefully inspecting the flow
by eye” (used in many early pf-FRG studies) to more systematic techniques such as scaling
analyses of onsite correlations [120], or thresholds on the “nonconvexity” of the flow based on its
second derivative [146]. None of these approaches can be rigorously justified, since the precise
impact of the truncation of the flow equations and other numerical approximations on the exact
flows is extremely difficult to quantify. The encouraging observation, however, is that the choice
of criterion rarely changes the qualitative outcome: the same phases are typically identified, with
only the location of the phase boundaries shifting (which may, however, not be true for very small
paramagnetic phases). Since pf-FRG phase diagrams generally have a tendency to overestimate
the extent of paramagnetic regimes, we have, building on previous work and our own experience,
devised a flow-breakdown criterion that flags even subtle nonmonotonic features in the flow as
instabilities. This criterion is described in the following.

A key observation motivating our criterion is that, even in clearly ordered phases, peaks
disappear when the lattice truncation L is too small. Nevertheless, the flow still exhibits non-
convex, L-dependent features. These are most clearly seen in the second derivative of the flow,
Of\xﬁmax, shown in the lower panel of Fig. 4.2: with decreasing cutoff, the curve first dips down
and then rises again, signaling nonmonotonic behavior. Importantly, this feature becomes more
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pronounced with increasing L, suggesting that it may still grow into a divergence in the thermo-
dynamic limit. By contrast, in regimes we identify as paramagnetic, the second derivative shows
no such nonmonotonic behavior and only a weak L-dependence. These observations form the
basis of our reproducible flow-breakdown criterion. Our procedure is as follows:

1. Determine the momentum k™2* where the structure factor is maximal at low A, and extract
the corresponding flow Y™ (A) = A##(kmax),

2. Scan x™**(A) from large to small A and identify the first nonmonotonicity in its second
derivative 93 ™. Mark this point as A; (red dashed lines in Fig. 4.2).

3. Locate Ay < Aj where 92 x™#* turns upward again (gray dotted lines in Fig. 4.2).

4. Evaluate x™**(Az) for increasing lattice truncations L (here L = 9,12,15). If the value
increases by more than a relative threshold € between successive L, we identify a genuine
flow breakdown at A, = A;.

5. If not, repeat the procedure for any subsequent nonmonotonicities at A < As. If none
satisfy the criterion, set A, = 0 and classify the state as paramagnetic.

Requiring an increase of at least € (we typically choose € = 3%) in x™**(A2) with growing
L helps us exclude nonmonotonic features in 8/2\Xmax that do not scale with L and therefore
likely do not correspond to true divergences in the thermodynamic limit. Instead, such features
likely originate from short-range correlation effects, which are absent in a fully uncorrelated
paramagnetic phase where the susceptibility follows x ~ 1/A. Slight variations in € do not affect
the qualitative phase structure, though they may shift the precise location of phase boundaries.

We note that, beyond the absence of a flow breakdown, the momentum-resolved structure
factor can provide additional qualitative guidance: paramagnetic states typically exhibit broad
features, whereas ordered phases display sharp, well-defined peaks. This contrast can aid in
distinguishing the two. We note however, that relatively sharp peaks in the structure factor do
not generally contradict a spin liquid ground state. Indeed, several spin liquids emerge as molten
versions of classical parent states and retain maxima at the same momenta as the corresponding
Bragg peaks. For example, the quantum spin liquid in the triangular lattice Ji-J» Heisenberg
antiferromagnet shows soft but clearly pronounced maxima at the K-points of the Brillouin zone,
precisely where peaks of 120° order would be expected [147].

4.5.2 Characterizing ordered states

Let us now, assume we have identified a flow breakdown and thus predict a magnetically ordered
ground state. We can then quantify the order by determining the position of all peaks k* in
the momentum resolved structure factor at cutoffs just above the critical scale A.. To infer
the corresponding real-space ordering pattern, the simplest approach is to compare the peak
positions with structure factors of ordered phases in the corresponding classical spin model. In
the following we therefore shortly examine the properties of the structure factor for classically
ordered state.

To this end, consider a classical spin-spiral state with wave vector g* (introduced in Sec. 3.1)
of the form

) ) cos(q* - Ry + ¢a)
ST =83 = |sin(g* Ry + da) | » (4.137)
0
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Figure 4.3 — Relation between g*-vectors and structure factor peaks. (a) The honeycomb lattice
with two sublattices (blue and red); including the gray sites reveals an underlying triangular lattice. (b)
The g*-vectors for the FM and Néel states, which are both ¢ = 0 states. The dashed line indicates
the honeycomb Brillouin zone, while the solid line shows the extended Brillouin zone, which is the first
Brillouin zone of the underlying triangular lattice. The corners of the extended Brillouin zone (Ko, K., )
are related to ¢ = 0 by a reciprocal lattice vector and thus also represent valid g*-vectors. (c,d) The
structure factors of the FM and Néel states, which are periodic only in the extended Brillouin zone and
show peaks at different k = ¢* vectors depending on the sublattice structure.

where the site position is written as r; = R, + b,, with R, being the position of the unit
cell and b, the position of the basis site within the unit cell. For such a state, the (summed)
structure factor evaluates to

> x*(k) = % 2 TS -8

a Z]

il iKe(bo—bj ) +i(o— ik(bab) (G
= 2110 ; 5k’_q*+GZﬁel ( 8)+i(da—90ps) + 5k7+q*+GZﬁe ik( 8)—i(ba—ds)
@ a

(4.138)

where Nyc is the number of unit cells, and we used cos(x)cos(y) +sin(z) sin(y) = cos(z —y) and
kg = % >om exp(i(k — k') Ry,). This shows that the structure factor will always show peaks at
wave-vectors k* that are related to g* by a shift of reciprocal lattice vector G. More complicated
multi-g-states (see, e.g. the noncoplanar phase on the maple-leaf lattice illustrated in Table 3.1)
will similarly show peaks for each g*. The intensity of these peaks (which may also vanish) is set
by the sublattice structure—with geometric contributions from b, and magnetic contributions
from ¢g.

Unlike the spiral wave vectors ¢*, which are always periodic within the first Brillouin zone, the
periodicity of the structure factor also depends on the position of the basis sites. For nonBravais
lattices that can be mapped onto an underlying Bravais lattice by adding sites at certain positions,
the structure factor will always be periodic with the reciprocal lattice vector of this underlying
lattice. For example, the honeycomb lattice turns into a triangular lattice by adding sites at the
center of the hexagons, as illustrated in Fig. 4.3. The structure factor will then be periodic with
the first Brillouin zone of the triangular lattice, which in this context we refer to as the extended
Brillouin zone. When analyzing the pf-FRG flow, we thus typically search for divergence of the
structure factor inside this extended zone.

From the peak positions in the structure factor, we can therefore not only extract the spiral
wave vectors ¢* but also infer the sublattice structure. By comparison with classical results
(e.g., Luttinger—Tisza), this typically allows us to identify the ordered ground state directly from
the pf-FRG structure factor. This is illustrated in Fig. 4.3 for the FM and AFM state on the
honeycomb lattice. Both are g* = 0 states, as the order is repeated on each unit cell, but the
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FM state shows structure factor peaks at k = I' and the AFM shows a peak at k = Ky, K.,
which are the corners of the extended Brillouin zone.

We emphasize that, because pf~-FRG effectively simulates an infinite lattice, this procedure
applies equally well to incommensurate phases—an important advantage over methods restricted
to finite lattices, where boundary effects are often much stronger.

4.5.3 Characterizing paramagnetic states

If our flow-breakdown criterion detects no instability, indicating a paramagnetic ground state,
we can still attempt to characterize the nature of this phase. As a first step, we can again
calculate the momentum-resolved structure factor and compare with other known results. For
instance, we can compare with known structure factors from classical spin liquids, which often
exhibit so-called pinch-point singularities—signatures of algebraically decaying correlations and
an emergent gauge structure—as we shortly hinted in the introduction and will discuss in more
detail in Chapter 5%. Another option is to compare with structure factors obtained from the
projective symmetry group (PSG) classification, which systematically enumerates all symmetry-
allowed spin-liquid phases within fermionic parton constructions [7, 151]. Agreement with these
structure factors indicates that the pf-FRG results are at least consistent with a corresponding
QSL ground state.

We can additionally probe for lattice symmetry breaking states, such as dimer or nematic
phases. These phases lack a finite local magnetization (S;) but break lattice symmetries and
are characterized by order parameters quadratic in the spin operators. The corresponding
susceptibility is quartic in spins and of the general form [148] Dj;u = ((Si- S;)(Sk-S))) —
(Si - S;) (Sk-Si) . In the pseudo-fermion representation, this requires the calculation of four-
particle correlation functions, which is not possible within the current pf~-FRG framework. We
can, however, probe the systems tendency towards a corresponding symmetry breaking pattern.

For dimer states, symmetry breaking typically separates bonds into those with strong corre-
lations (S) and those with weaker correlations (W). If we change the original couplings in the
Hamiltonian by adding a corresponding symmetry breaking perturbation J;; £e (with £ on S/W
bonds), we can calculate the dimer response of the system as [14]

A J X5 — Xy
S

= ZAS AW 4.139

dimer B XSA Y ( )

where xé Jw are the spin-spin correlator on strong/weak bonds. The dimer response is normalized

to Xé\izgf = 1 at high cutoffs, and will grow larger with decreasing cutoff if the systems “accepts”

the symmetry breaking, or will get weaker if the it is “rejected”. Similarly, we can probe for
spin-nematic order, which instead breaks the SU(2) of a Heisenberg model (or similarly a U(1)
symmetry of less symmetric models) by adding an SU(2) symmetry breaking term to Heisenberg
interactions of the form

JS; - S; — (J —e)(S7S7 + S7SY) + (J +€)(S7S5), (4.140)

3We note, however, that pinch-point singularities alone, do not guarantee a spin liquid ground state. The
Heisenberg antiferromagnet on the pyrochlore lattice, for example, shows pinch points in its pf-FRG
structure factor [14, 121, 148]. While this model was long believed to realize a quantum spin liquid
ground state [149, 150], more recent studies indicate symmetry-breaking tendencies consistent with a
dimer phase [36, 37].
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and calculating the spin-nematic response as

T bS] 4.141
Xon = — T oer (4.141)
A large dimer or nematic response indicates that the system has a strong tendency towards
the corresponding symmetry breaking. However, it does not guarantee a corresponding ground-
state—it is not clear that the pf~FRG in the Katanin truncation can capture such phases at
all. For any quantitative analysis of paramagnetic phases, complementary methods are therefore
required.

4.5.4 Comparison with neutron-scattering experiments

The structure factor is of particular physical relevance, as it can be directly measured in neutron-
scattering experiments. Using unpolarized neutrons, inelastic neutron scattering probes the
dynamical structure factor [152, 153]

a1.b
Si(k,w) =" <5ab _ Mk ) X (k,w), (4.142)

k2
a,b

where w is now a real frequency. The prefactor reflects that neutrons only couple to spin com-
ponents transverse to the momentum transfer k. Measurements at low energy and temperature
can then be qualitatively compared to the static structure factors obtained within pf~-FRG, and
such comparisons have been successfully carried out in several works [154-156].

Even more information can be obtained by experiment with polarized neutrons, where the
structure factors are defined in terms of the incident neutrons’ polarization n [152, 153], effec-
tively separating the unpolarized neutron structure factor into two channels, namely the non-
spin-flip (NSF') channel

SV (k,w) = n* x®(k,w)n’ (4.143)
a,b
and the spin-flip channel
ST (k,w) => (nx k)" x®(k,w) (n x k)" (4.144)
a,b

For simplicity, we have assumed here that the local magnetic moments m; = g;S; are related to
the spin operators by an isotropic g-tensor (g; = 1). For spin-orbit coupled ions in an anisotropic
crystal field, as discussed in Sec. 2.1.3, the correct expression is obtained by replacing S; — m;
in the formulas above.

4.6 Discussion and outlook

The main strength of the pf-FRG is definitely its broad applicability—as we have shown in can
be applied to highly frustrated models in both two and even three dimensions—a regime where
most other numerical methods struggle. At the same time, the current implementation also comes
with important limitations. In the following, we discuss these limitations and review different
approaches that are currently being developed, or have already been proposed, to overcome them.
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Magneticfields Our current pf~FRG implementation cannot include magnetic fields, since their
presence breaks time-reversal symmetry, which is heavily exploited in deriving the symmetry
relations for the self-energy and vertex (see Table 4.2). It was long assumed that this would
render pf-FRG numerically infeasible. A recent study [157], however, demonstrated that by
exploiting the remaining symmetries and the SU(2) gauge redundancy of the parton construction,
breaking only time-reversal symmetry increases the cost mainly through two effects: (i) multiple
self-energy components 3* must be computed (two for U(1)-symmetric systems, four without
spin symmetry), and (ii) the vertex must be evaluated at twice the number of frequencies.
Overall, this leads to at most an eightfold increase in cost. Magnetic fields can then be used
in two ways. First, infinitesimal seed fields can regularize the flow and allow access to ordered
phases, enabling explicit calculation of order parameters such as the magnetization—although
Ref. [157] showed that pf-FRG strongly overestimated zero-field magnetizations. A key drawback,
however, is that any symmetry-breaking pattern must be specified a priori to initialize the flow
with the appropriate seed fields. For complex orders with large unit cells and many broken
lattice symmetries, this requirement is the main driver of the increase in computational cost
and can quickly render calculations prohibitive. Second, finite external fields can be studied
directly, where results compare reasonably well with QMC, enabling, for instance, the study of
magnetization plateaus.

Real frequencies Our pf-FRG implementation works on the Matsubara axis, giving access only
to imaginary-frequency structure factors, while experiments typically probe the real-frequency
dynamical structure factor. Access to real-frequency data would also be highly valuable for char-
acterizing paramagnetic states—for example, to determine whether they are gapped or gapless.

The most straightforward approach to obtaining real-frequency data from out existing pf-FRG
implementation would be to perform analytical continuation. This is, however, a numerically
ill-posed problem and so far unsuccessful for pf-FRG. A recent study [158] instead implemented
pf-FRG directly on the real-frequency axis within the Keldysh formalism. Although they showed
that this is numerically feasible, the resulting spectra failed to reproduce any sharp magnon
branches (e.g. in the 1D Heisenberg chain) and any gapped excitations, likely because the pf-FRG
flow remained confined to the symmetric state. Including magnetic fields, which allow the flow to
enter the symmetry broken regime, could therefore be a promising direction. Another important
improvement would be a more rigorous enforcement of the single-occupation constraint, for
example via a Popov—Fedotov potential (see Sec. 4.2.8), which Ref. [158] omits although working
at finite temperature. So while the Keldysh approach has not yet been fully successful, it remains
a promising direction for extending pf-FRG towards real-frequency observables.

Enforcing the single-occupation constraint and finite temperatures As discussed in Sec. 4.2.8,
our pf-FRG implementation enforces the single-occupation constraint only on average, which re-
stricts calculations to zero temperature—and even there, its violation may still affect results [138].
One remedy is the Popov—Fedotov potential, which, however, has been shown to only work for
larger temperatures 7' 2 0.3J [138]. A more powerful approach is to adopt a different parton
representation: expressing spins through real Majorana instead of complex Abrikosov fermions
yields an ezact mapping free of unphysical states, giving rise to the pseudo-Majorana FRG (pm-
FRG) [14, 139-141]. Early pm-FRG studies [140, 141] demonstrated that this can even provide
quantitatively accurate results for high temperatures (7' ~ J), but somehow failed to detect
phase transitions into ordered states that occur below T' 2 0.3J. This was later improved with
the implementation of the temperature-cutoff scheme, where T itself serves as the RG scale [139].
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A very recent application of the pm-FRG to the XXZ model on the pyrochlore lattice success-
fully detected phase transitions down to 1" ~ 0.01.J, comparable to the lowest cutoff accessible
in our pf-FRG implementation [159]. In addition to the absence of unphysical state enabling
finite-temperature calculations, pm-FRG offers a further advantage: phase transitions can be
unambiguously identified via finite-size scaling of a susceptibility [140], yielding a robust and
unambiguous criterion, unlike the more subjective identification of flow breakdowns in pf-FRG
(see Sec. 4.5). Whenever both pm- and pf-FRG are available, pm-FRG with temperature flow
is therefore expected to provide more accurate and reliable results—except perhaps at very low
temperatures, where challenges may still persist for certain models. At the time of writing, how-
ever, pm-FRG had not yet been implemented for the general anisotropic spin models considered
here. Extending it in this direction should, however, be conceptually straightforward and thus
represents a promising avenue for future work.

It was recently shown that pseudo-Majorana representations can also be constructed for spin
magnitudes S > 1/2 [160]. An interesting open question is whether analogous representations
exist for SU(4) spin models, potentially at different fermionic fillings corresponding to distinct
representations of the Lie algebra. In particular, quarter filling—corresponding to the funda-
mental four-dimensional representation of si(4)—remains inaccessible within the current pf-FRG
framework. Developing such a representation would open the door to studying a much broader
class of materials, including, for example, twisted bilayer graphene [48].

Truncation of the flow equations and higher-order correlation functions All truncation schemes
employed within pf-FRG (or pm-FRG) so far exclude the explicit calculation of vertices beyond
the 2-particle vertex. This is, very likely, the most drastic approximation in the pf-FRG, as
this can not be rigorously justified for the pseudo-fermion Hamiltonian which effectively sits
in the infinite coupling regime (as there is not kinetic term). This is also true for the more
advanced multiloop truncation scheme [129, 130]. As outlined in Chapter 1, the argument of
why the pf-FRG still provides an unbiased probe to magnetically ordered and disordered states,
was the realization that it reduces to the exact mean-field treatment in the S — oo limit, which
favors classically ordered states [67], and in the SU(N— oo) limit [68], which favors quantum
paramagnetic states. At finite S = 1/2, N = 2,4, one can thus hope that the interaction between
the different mean-field channels is taken into account in an unbiased way.

As mentioned above, however, finite temperature pf~-FRG calculations on small spin clusters
in Ref. [138], show that results deviate from quantitatively exact results for low temperatures,
where the parameter J /T can no longer act as an effective small control parameter. This indicates
that the truncation of the flow equation may still strongly affect the results. To remedy this,
one approach is to employ nonperturbative methods. Promising candidates are found in the
field of embedding methods, where the key idea is to treat the system nonperturbatively only
locally, and then glue the local constituents to an approximation of the global theory (similar to
our CMFT approximations discussed in Sec. 3.3). A prominent example is dynamical mean-field
theory [161], where the self-energy is self-consistently approximated by a local version obtained by
an effective impurity model. In order to capture effects from nonlocal fluctuations, diagrammatic
extensions of DMFT have been developed [162], where not the self-energy, but parts of the two-
particle vertex are approximated by their local counterpart (an example is the dynamical vertex
approximation [163]). Similar concepts could be combined with the pf-FRG, e.g. by including
nonlocal vertex quantities in the initial condition of the flow (similar DMF?RG methods where
results of the DMFT are used as initial conditions for the FRG flow [164]).

Another promising route is to bypass the parton decomposition entirely and work directly with
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spin operators. Due to their nontrivial commutation relations, an unconstrained path-integral
representation of the partition function is not available, which prohibits the conventional deriva-
tion of flow equations. However, an alternative formulation based on a generating functional
at the operator level is possible, leading to the development of the spin-FRG by the group of
Peter Kopietz [133]. Common truncations of FRG flow equations excluding vertices with more
than four legs (such as the Katanin truncation), would—for spin-FRG—already include four-
spin correlation functions, in contrast to only two-spin correlators available in pf- and pm-FRG.
This likely not only improves on the approximation due to the truncation, but also enables the
direct calculation of dimer and nematic susceptibilities (see Sec. 4.5.3). Current implementa-
tions already show promising results in terms of accuracy [165-168]. However, numerically more
advanced implementations comparable to state-of-the-art pf- and pm-FRG are currently still
missing and thus a fair comparison remains to be made.
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Chapter 5

The role of quantum fluctuations in
pyrochlore rare-earth oxides

When searching for experimental realizations of frustrated quantum magnetism, pyrochlore rare-
earth oxides have proven especially fruitful [24]. These compounds have the chemical formula
RoM50, where R is a magnetic rare-earth ion, M a nonmagnetic transition metal, and O is
oxygen. The rare-earth ions form a pyrochlore lattice—a network of corner-sharing tetrahedra
illustrated in Fig. 5.1(a). This geometry is inherently frustrated already at the nearest-neighbor
level. Rare-earth ions have partially filled 4 f shells, which are strongly localized orbitals, giving
rise to well-defined local magnetic moments. Compared to typical 3d transition metals, rare-
earth ions are much heavier and therefore subject to strong spin—orbit coupling. As discussed
in Chapter 2.2.4, this may result in (i) highly anisotropic g-tensors that constrain magnetic mo-
ments to specific directions or planes, and (ii) strongly anisotropic, bond-dependent interactions
between them. The combination of geometric frustration and these anisotropies can, even at
the classical level, produce an extensively degenerate ground-state manifold that is accidental,
i.e., not protected by symmetry. Such a degeneracy is the basis of many interesting phenomena
associated with frustrated magnets, and thus many rare-earth oxides realize exotic magnetic
behavior.

One possibility is that the degeneracy is simply lifted by fluctuations. Thermal fluctuations
may lift the degeneracy by favoring states with larger entropy (‘thermal order-by-disorder’ [16]),
while quantum fluctuations can select states via corrections to the classical ground-state energy
(‘quantum order-by-disorder’ [24]). In real magnets, both effects will typically act together (and
can either select the same or different states). One of the few materials where order-by-disorder is
relatively well established is the pyrochlore rare-earth oxide Er,Ti5O+, where a sixfold degenerate
ground state is stabilized from an extensive classical manifold, likely through a combination of
thermal and quantum fluctuations [24].

The arguably even more interesting situations arises when fluctuations fail to lift the degener-
acy. In this case, the system shows no long-range magnetic order and retains a finite residual en-
tropy at zero temperature—the defining properties of a classical spin liquid. The most prominent
realizations of classical spin-liquid phases in real materials are also found among the pyrochlore
rare-earth oxides: the dipolar spin-ice compounds Dy, Ti,07 and HoyTiyOg [20]. Strong spin—or-
bit coupling and crystal fields constrain their large ~ 10up moments to point almost perfectly
along the local (111) axes, defined as the axis connecting the center of the tetrahedra with its
vertex [see Fig. 5.1(a)]. Dominant dipolar interactions lead to an effective AFM Ising model
on the pyrochlore lattice—a model for which Anderson already in 1956 predicted the extensive
spin-ice ground-state manifold [169]. As discussed in detail in Sec. 1.1, this manifold is defined
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Figure 5.1 — Pinch points on the pyrochlore lattice. (a) Pyrochlore lattice with a classical spin
configuration obeying the “two-in, two-out” spin-ice constraint. The dotted lines indicate the local zZ-axes
along which the spins are constrained in spin-ice compounds. (b) Twofold pinch point in momentum space,
originating from dipolar correlations in spin ice and characteristic of an emergent gauge theory governed
by Gauss’ law. (c) Example of a fourfold pinch point, characteristic of states described by higher-rank
emergent gauge theories that obey generalized Gauss’ laws.

(a)

by the local constraint
2

~0, (5.1)
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where Z denotes the local (111) axis and the sum runs over the four spins of a tetrahedron.
The phase becomes particularly interesting when viewed in its effective low-energy continuum
description. For a continuous field B microscopically representing the local magnetization, the
constraint takes the form of Gauss’ law

Y 9,B*=V-B=0, (5.2)

which can be resolved by introducing a gauge field B = V x A—making spin ice a textbook ex-
ample of an emergent gauge theory, remarkably realized in Dy,Ti,O, and HoyTi,0g¢ as confirmed
by experiment [20].

Spin ice is just one example of a classical spin liquid state. In fact, according to a recent classi-
fication scheme [27, 28], it belongs to a broader family of algebraic spin liquids—gapless classical
liquid phases with algebraically decaying correlations. Such phases are further distinguished by
the conservation laws that define them: like spin ice, they can be described by local constraints
that lead generalizations of Gauss’ law and give rise to emergent U(1) gauge structures. Of par-
ticular interest are cases where the conserved quantity is not a vector field but a rank-2 tensor
(i.e. a matrix), leading to constraints of the form

ab __ ab _
a = a =Y, .
g 0.,B 0 or E 0,0, B 0 (5.3)
a ab

and to emergent higher-rank gauge theories. These theories are associated with fracton phases—
a recently discovered novel phase of matter where excitations are severely restricted in their
mobility, being either completely immobile or confined to move only along certain directions [170].

The fingerprints of such gauge theories appear directly in spin—spin correlations. For instance,
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in conventional U(1) gauge theory the effective field shows dipolar correlations of the form

b b 1 i
<S?S> ~ <Ba<7’i)B (’I‘j)> ~ -3 5ab -3 2 s (5.4)
’ "ij "ij
which in momentum space gives!
q“q"
(B (a)BY(~q)) ~ (aab - £ ) . (55)

The discontinuity at ¢ = 0 produces the well-known twofold pinch point [illustrated in Fig. 5.1(b)].
By contrast, higher-rank gauge theories yield multifold pinch points. For example, fourfold pinch-
point are generated by terms such as as

a.b,c,d

(B (@) B () ~ (5.6)
which is illustrated in Fig. 5.1(c). Recent work has shown that a wide range of such higher-
rank classical spin liquids naturally arise in the most general symmetry-allowed nearest-neighbor
Hamiltonians on the pyrochlore lattice, making them potentially relevant for many pyrochlore
rare-earth oxides [25, 26]. Since the corresponding higher-rank pinch-point singularities should
also appear in neutron-scattering experiments, this opens the possibility of detecting fracton
phases—and, more broadly, other exotic spin-liquid states—in real materials.

What remains challenging, however, is that although the physics of classical spins on the
pyrochlore lattice—both ordered and liquid—is fairly well understood, much less is known about
the role of quantum fluctuations. These are particularly important in rare-earth oxides with
effective S = 1/2 moments. Among quantum spin-liquid phases, the best-studied is probably
again quantum spin ice: adding small transverse exchange terms ~ (S*j S; + 5’; 5’;) to the
classical spin-ice Hamiltonian promotes the classical spin liquid into a U(1) quantum spin liquid.
This phase hosts emergent photon-like excitations and provides a condensed-matter realization
of physics closely analogous to quantum electrodynamics [171]. Much less is known about the
fate of higher-rank spin liquids under quantum fluctuations. A recent study, using the pf- and
pm-FRG, suggests that effects are much more drastic compared to spin ice [172]. While in
spin-ice, pinch-point singularities are merely washed out akin to a thermal broadening [173], in
phases described by higher-rank gauge theories the quantum structure factor showed a signal
significantly modified from the multifold pinch-points of the classical theory, indicating a fragility
of such phases under quantum fluctuations.

In addition to the more theoretical concept of higher-rank spin liquids, the role of quantum
fluctuations in real pyrochlore materials is still far from settled. A good example is YbyTi,Ox,
long considered a promising quantum spin-ice candidate [174, 175]. Early experiments reported
broad continua in the dynamical structure factor, suggestive of fractionalization [176-178], and
the nature of its ground state was contested. More recent studies on cleaner samples with
improved resolution, however, established a ferromagnetic ground state with well-defined magnon
branches [179, 180]. Intriguingly, the shape of the spectrum is best captured by a combination
of spin-wave dispersions from both ferro- and antiferromagnetic states [179, 180]. The estimated
parameters indeed lie close to the classical phase boundary between two such ordered phases.

"The Fourier transform can be best carried out by using (das — 31§75 /17;) /13 = (6aV? — 9a8p) G (7)
with G(r) = 1/r and using the fact that derivatives turn into simple factor of 9, — ¢* under the
Fourier transform.
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In a purely classical description, however, it is not clear how these mixed correlations would be
realized, opening the possibility that quantum fluctuations may lead to tunneling between the two
competing orders. Current theoretical approaches, largely based on classical Monte Carlo and
linear spin-wave theory, are not able to resolve this issue. Beyond YbyTiyO-, several compounds
exhibit no magnetic order down to the lowest temperatures and remain poorly understood,
including, for example, the spin-liquid candidates TbyTi,0; and PryZryO; [24].

Motivated by both the theoretical interest in higher-rank gauge theories and the many open
questions surrounding real materials, in this chapter we employ the pf~-FRG——one of the few
methods capable of treating highly frustrated three-dimensional magnets—to shed at least some
light on the role of quantum fluctuations in these systems. Specifically, we investigate the phase
diagram of the most general symmetry-allowed nearest-neighbor Hamiltonian on the pyrochlore
lattice for Kramers’ ions with effective S = 1/2 moments. We focus on a region of parameter
space near a particular classical higher-rank spin liquid known as the pinch-line spin liquid, which
occurs at a classical triple point where three ordered phases meet [181]. Of additional interest is
a spin-nematic state predicted to lie along one of the phase boundaries terminating at this triple
point. The parameter region is further motivated by its vicinity to the parameter estimates of
several Yb?+ and Er3* based pyrochlore rare-earth oxides [152]. Our pf-FRG calculations reveal
a pronounced shift of the phase boundaries relative to the classical model. We examine the
implications of these results for YbyTi,O, which sits directly at this boundary, by computing
quantum phase diagrams around different experimental parameter estimates for this compound.

To characterize the different paramagnetic regimes revealed by our pf~-FRG calculations, we
compare the quantum correlations with classical results obtained from the self-consistent Gaus-
sian approximation (SCGA)[182, 183]. The SCGA extends the unconstrained Luttinger—Tisza
approach introduced in Sec. 3.1 to finite temperatures by enforcing only the weak spin con-
straint(3.8) through a self-consistently determined Lagrange multiplier at each 7T". This provides
an approximation to the classical spin-spin correlations, x*(q,T) = (S%(q)S?(—q)), which can
be directly compared to the pf-FRG structure factor defined in Eq. (4.136). The method is
equivalent to a large-IN expansion in the number of spin components and is often referred to as
the large-IN approximation. The SCGA calculations were performed by Daniel Lozano-Goémez
and are described in detail in our joint publication Ref. [P4], which he co-authored.

The remainder of this chapter is organized as follows. We begin by introducing the nearest-
neighbor model on the pyrochlore lattice and reviewing its classical phase diagram (largely
following Refs.[24, 152]), highlighting the spin-nematic and pinch-line spin liquid phases. We
then present the corresponding quantum phase diagram and classify the emerging paramag-
netic regimes by comparing their structure factors with classical results. Finally, we focus on
the parameter regime relevant to YbyTisO, and discuss the implications of our findings for this
compound.

This chapter is closely based on Ref. [P4], and most figures are redrawn from that work. The
data for all quantum calculations were obtained by the author of this thesis, while the SCGA
data were provided by Daniel Lozano-Gémez.

5.1 Spin Hamiltonian

Since the 4f electrons in pyrochlore rare-earth oxides are highly localized, the single-ion physics
dominates over the two-ion exchange interactions and determines the effective magnetic moments
in a given material. The hierarchy of energy scales is such that the Coulomb interaction is
strongest, followed by spin—orbit coupling, and finally the crystal field. The coulomb and spin-
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5.1 Spin Hamiltonian

orbit energy can be minimized by following Hund’s rules discussed in Chapter 2.1 leading to a
ground state manifold with total angular momentum J and a (2J + 1)-fold degeneracy [24]. This
degeneracy is lifted by the crystal field generated by the surrounding oxygen ions. Here we focus
on Kramers ions with an odd number of f electrons, where Kramers’ theorem ensures that the
lowest-energy state is always a doublet associated to an odd J. Using these two states as the
basis of the ground-state manifold and labeling them as [1) and |]), we can define an effective
pseudo-spin operator S in this subspace as [24]

g- = N {1l - AU

St=mdl,  ST=0l. (5.7)

This operator transforms under symmetry just like a conventional S = 1/2 spin for the Yb3*
and Er3* ions relevant to this work. As a concrete example, Ybs" ions have a 4f' electron
configuration, which corresponds to a single hole in the 4 f manifold. The ground-state manifold
has total angular momentum J = |L+S| = |34+1/2| = 7/2 consistent with Hund’s rules described
in Sec. 2.1. A strong crystal field splits the energy of the (2J + 1) degenerate manifold to a
Kramers doublet comprised primarily of mj = +1/2 states that are well separated in energy from
the excited states [184]. A description in terms of the corresponding effective S = 1/2 operators
should thus be a good description of the material [24]. For other Kramers ions, however, the S+
components may correspond to parts of higher multipole moments (e.g., magnetic quadropoles)
rather than conventional dipoles, a case we do not pursue here [24].

The hat in above definition indicates that the spin operator is defined in a local frame, where
5% points along the local (111) axis, denoted Z. For the transverse axes & and g we follow
the convention of Ref. [152], with explicit definitions provided in Appendix B. In this basis the
g-tensor is typically diagonal and, when projecting onto the ground-state doublet, the magnetic
moment takes the form

pi = —p [QL(@S? +95;) +9H£i§ﬂ : (58)

For g| > g=+ the moments are constrained along the local z direction, as in spin ice, while for
g < g1 they take on XY character. For generality, in the following we set g = g, = 1, since
the materials of interest lie between these extremes and anisotropic g-tensors only introduce
qualitative modifications to the correlations [152].

Although, in principle, interaction within the full J manifold can be relevant for rare-earth
oxides, when the ground-state doublet is well separated in energy from the first excited state it is
a reasonable approximation to project the exchange interactions into this subspace. This yields
an effective spin Hamiltonian directly for the pseudospins S. Owing to the strong localization
of the 4f orbitals, it is often sufficient to restrict to nearest-neighbor interactions, for which the
most general symmetry-allowed Hamiltonian reads [24]

H=Y)" [JzszSj' — Jx (S5 +575))
(i7)
et (i S ST + 7557 S5) — T (05SEST + i SiS; 4+ (i 4) | - (5.9)
In the first line, the term ~ J,, corresponds to the classical spin-ice Hamiltonian, while ~ Ji
represents XXZ-type corrections. The second line introduces bond-dependent phase factors ;;
(defined in Appendix B). For generic couplings, this Hamiltonian has no residual SU(2) spin
symmetry. The classical spin-ice phase is recovered in the limit J,, > 0 with all other couplings
set to zero. For nonKramers ions, the pseudospin transforms differently from a conventional
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Chapter 5 The role of quantum fluctuations in pyrochlore rare-earth oxides

S = 1/2 [24], enforcing J.+ = 0 by symmetry. In this case, the spin-ice state is stable over a
finite region with |Jy|, |Jos| < J,, [26]. In this chapter, however, we focus on the Kramers case,
where J,+ # 0 and classical spin ice is absent, but a variety of other interesting phases emerge
as we will explore in the following sections.

Although the local (111) frame is convenient for writing down the Hamiltonian, we carry out
our calculations in the global frame, which corresponds to the lab frame. We denote the spin
operators in this frame by .S, related to the local operators Si by a sublattice-dependent basis
transformation (see Appendix B for details). In the global frame the Hamiltonian takes the form

H=Y 8J;s;, (5.10)
(i)

where the coupling matrix J;; depends on the relative positions of sites ¢ and j within the
tetrahedral unit cell. For example,

Jo Jy Jy Ju+K D/V2 DJ/V2
Jo=|- S J|=[-D/V2 Ju r . (5.11)
~Jy J3 Ji -D/V2 T Jy

We use the parametrization by the four couplings Ji,Jo, J3,Js. In the literature, it is also
common to use an equivalent parametrization in terms of a Heisenberg coupling Jy, a Kitaev
coupling K, a Dzyaloshinskii—-Moriya coupling D, and a symmetric off-diagonal exchange I". The
matrices on all other bonds are related to Jy; by simple rotations that effectively only permute
the rows and columns.?

There exists a duality in this global parameterization: the sign of J,+ in the local Hamiltonian
is not fixed, since a Cy rotation by m around the local z axis maps J,+ — —J,1+ but otherwise
leaves the Hamiltonian invariant. In the global frame, however, this transformation mixes the
couplings and gives a new set Ji,Jo, J3,Jy (or equivalently Jy, K, D,T') [185], which will be
relevant when we compare our results with literature later. We list the explicit transformation
matrices between the local and global couplings in Appendix B.

5.2 Classical phase diagram

As a first step toward understanding the Hamiltonian (5.10), we outline how to determine the
ground-state phase diagram for classical spins S;, following Ref. [152]. We then focus on the
regime J; = 0 and J3 < 0, where the phase diagram hosts both the pinch-line spin liquid and a
spin-nematic phase, which we discuss in more detail.

5.2.1 Deriving the classical phase diagram

Every nearest-neighbor bond in the pyrochlore Hamiltonian belongs to a single tetrahedron. This
allows us to rewrite the Hamiltonian as a sum over tetrahedra as

H=> H, (5.12)

ZWe note that for a pf-FRG implementation, where we typically specify all bonds J;; and J;; explicitly,
Jy (or equivalently D) has to change sign under site exchange
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5.2 Classical phase diagram

with the single-tetrahedron Hamiltonian

3
Hy= Y 8,JuSy, (5.13)
p,v=0

where J,,,, are coupling matrices as defined in Eq. (5.11). It can be shown that, for classical spins,
any state that minimizes the single-tetrahedron Hamiltonian H; can be extended to the entire
lattice and is therefore also a ground state of the full Hamiltonian [152]. This also implies that,
for any set of couplings, a ¢ = 0 state belongs to the ground-state manifold—a four-sublattice
configuration that repeats across all tetrahedral unit cells.

The task then reduces to finding ordered ground states of Hy, which can be classified by how
they break the point-group symmetries of a single tetrahedron Ty. Introducing order parameters
m that transform according to the irreducible representations A = Ao, E,T1_,T14,To of Ty,
the Hamiltonian takes the diagonal form [152]

H, = % aAQm%l2 +apmi + aT2m2T2 + aTlfm%pl_ + aTHmQTH] , (5.14)
where ay(J,) are scalar functions depending only on the couplings, and my(J,, S,) additionally
depend on the four classical spins in a tetrahedron (explicit forms are given in Appendix B).
Imposing the constraint of constant spin length |S;|? = 1/4 implies [152]

> mi=1 and maxmj=1. (5.15)
A

The classical ground state can therefore be determined by identifying the irrep A* with a minimal
prefactor a} and then choosing a spin configuration that maximizes m?\* =1

For example, states with m1242 = 1 correspond to the all-in—all-out configuration, where all
spins point either into or out of the tetrahedron. The E and T» irreps describe different types
of antiferromagnets, while the 714 irreps correspond to splayed ferromagnets, with spins canted
away from a common axis by an angle 6. Importantly, the E states form a one-dimensional U(1)
manifold (although in practice fluctuations usually select a discrete subset), whereas all other
irreps have discrete ground-state manifolds.

If only one a) is minimal, the ground state is a unique ordered q = 0 phase. More interesting
physics arises when two or more a) are degenerate: the resulting manifold can be subextensive
[the number of states scaling as O(2F) or O(2E")] or even extensive [O(2%°) as in spin ice],
depending on which irreps are involved. Such degeneracies occur only at the phase boundaries
between ordered states.

5.2.2 Magnetically ordered phases

The above analysis applies throughout the entire parameter space, and the full classical phase
diagram is presented in Refs. [25, 26]. In the following we focus on the plane with J3 < 0 and
J4 = 0, which was analyzed in detail in Ref. [152]. Notably, the compounds YbyTiy07, ErgSny,O;
(both located near phase boundaries), and Er,Ti,O; are all expected to lie approximately within
this parameter plane [152].

The corresponding classical phase diagram is shown in Fig. 5.2(a). It consists of three ordered
phases: 11— (FM), T5 (AFM), and E (AFM). Within the E manifold, thermal fluctuations select
a discrete set of states, either coplanar (¢3) or noncoplanar (12) [152], not explicitly shown here.
The chance for more interesting physics occurs only at the phase boundaries. At the T3 _—F
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Figure 5.2 — Classical and quantum phase diagrams and neutron-scattering structure factors.
(a) Exact classical phase diagram for J; = 0 and J3 < 0. Three ¢ = 0 phases meet at the classical
triple point (CTP), where the ground state is the pinch-line spin liquid. (b) Quantum phase diagram
from pf-FRG. Colors indicate the dominant order-parameter susceptibility; hatched regions mark areas
where multiple susceptibilities gain significant weight during the flow. Dashed lines indicate where the
dominant susceptibility changes, meeting at the quantum triple point (QTP) at J; =~ 0.03, Jo ~ 0.3
where all three susceptibilities are maximally degenerate. The solid lines mark the approximate phase
boundaries of a PM region with no dipolar magnetic order (indicated by white markers). Outside this
region, the marker saturation reflects the critical scale A. at which a flow breakdown occurs, signaling the
onset of dipolar magnetic order. (c—e) Polarized neutron-scattering structure factors in the spin-flip (SF,
left) and non-spin-flip (NSF, right) channels, shown in the [hhl] plane (top) and [hk0] plane (bottom),
at representative points. In each panel, the left half shows the classical SCGA result, and the right half
the S = 1/2 pf-FRG result. The underlying parameters (J1/|Js|, Jo/|J3]) for SCGA/pf-FRG are: (c)
(0.0,0.0)/(0.03,0.3), (d) (—0.28,0.28)/(—0.28,0.36), and (e) (—0.0189, —0.1)/(—0.08,0.0).

110



5.2 Classical phase diagram

Figure 5.3 —
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boundary, thermal fluctuations select a finite set of states within the E manifold [121, 186]. At
the E-T5 boundary, a similar scenario is likely, although we have not found conclusive results in
the literature. At the T7_—T5 boundary, classical Monte Carlo simulations show the emergence
of a spin-nematic state, characterized by a quadrupolar order parameter (quadratic in the spin
operators) [187]. Finally, at the point J; = Jo = Jy = 0, where all three phases meet—which
we refer to as the classical triple point (CTP)—thermal fluctuations fail to stabilize order, and
instead the system realizes a higher-rank pinch-line spin liquid [181], which we discuss in the
following.

5.2.3 Pinch-line spin liquid

At the CTP, the prefactors ay of the single-tetrahedron Hamiltonian introduced in Eq. (5.14)
satisfy ap = ar,_ = ap, < ma,,ar,,, indicating that the ground state is determined by the
constraints

ma, =0, mgp, =0 (5.16)

on every tetrahedron. These constraints do not fully fix an ordered ground state but instead leave
the fields mp;—, mp,, mp free to fluctuate, leading to an extensive ground-state degeneracy.

Upon corse-graining, these constraints—combined with the strong spin-constraint of fixed spin
length—can be recast as conservation laws for a matrix B constructed from the E, T7_ and T5
irrep fields as [26, 181]

2mi; \/gm%2 —\/§m%2
B = —\/§m§~2 —mL +V3m% \/gm%2
Y. e ,
0 ms, m% (5-17)
1— 1—
—3sind | my, 0  mp_ |,
m%li m%f 0

where ¢ is a function of the coupling parameters J,,, and m§ are the components of the order
parameters. For more details we refer the reader to Appendix B and Ref. [26]. In terms of this
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Chapter 5 The role of quantum fluctuations in pyrochlore rare-earth oxides

B-field, the constraints can be expressed as two generalized Gauss’s laws [26, 181], namely
|€abe|0aB* =0 and 9,B™® =0, (5.18)

where €4 is the fully antisymmetric tensor. The ground state of the CTP is thus an example
of a realization of an emergent higher-rank gauge theory.

Following the classification of spin liquids in Ref. [27, 188], this state can be further identified
as an algebraic pinch-line spin liquid. The eigenenergies obtained by Fourier transforming the
interaction matrix yield a flat band at the bottom of the spectrum, representing the extensive
degeneracy. More importantly, the band structure is gapless in an unusual way: the first dis-
persive band touches the flat band not only at isolated points but along a one-dimensional line
in momentum space—a nodal line. This nodal line leads to a pinch-line singularity—a line in
reciprocal space along which pinch-point features appear in different spin-spin correlations [181]
. The gapless nature implies that all spin-spin correlations decay algebraically.

The pinch-point singularities can be seen in the polarized neutron scattering structure factors
[defined in Eqs. (4.143, 4.144)] obtained from the SCGA shown on the left-hand-side of Fig. 5.2(c),
which exhibit twofold pinch points and pinch lines along the (111) and symmetry-related direc-
tions. The pinch-line singularity appears more clearly in the order-parameter susceptibilities,
defined as

1

XA(q) = (m(g)m3(-q)) = N > exp [—ig (re — 7)) (mS (rom (rv)) (5.19)

where the sum runs over the Ny tetrahedron unit cells of the pyrochlore lattice and r; denotes the
positions of the tetrahedra’s centers. The classical correlation functions of m}E and m7, , shown
on the left side in Fig. 5.3, display twofold pinch points where the scattering planes intersect the
(111) directions, merging into a fourfold pinch point at the I'-point—consistent with Ref. [181].
This fourfold pinch point is a direct hallmark of the higher-rank nature of the emergent gauge
theory. Because of the pinch-line singularity, this state is referred to as a pinch-line spin liquid.

5.2.4 Spin nematic state

On the T1- — T, boundary, the spectrum of the interaction matrix again shows a flat band,
indicating a large degeneracy and possibly classical spin liquid behavior. In fact, the ground
state exhibits an accidental U(1) symmetry, spanned by single-tetrahedron configurations that
are mixtures of 71— and T3 states parametrized as m®() = m%, cos(¢) +m%, _sin(p), which can
be consistently tiled across the full lattice by varying ¢ on each tetrahedron [121, 187]. Extensive
Monte Carlo simulations show that thermal fluctuations select a subset of states from this acci-
dental U(1) manifold, accompanied by cubic-symmetry breaking manifested in the suppression of
one of the three order-parameter components a [187]. All dipolar order parameters remain zero,
confirming the absence of conventional magnetic order. Instead, spin-nematic order parameters

of the form
site 1 S'l:(; - ‘gy 2
Q1 = < N 2 <( )25?69(92) >‘> ) (5.20)
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and?
Qx Qx QY QY
bond _ L Z S8 =95 , (5.21)
3N L=\ S¥SY + SV S*
(i) J v
become finite at a critical temperature, most likely through a first-order phase transition. On
this basis, Ref. [187] identified the resulting phase as a spin-nematic state.
The spin structure factor in this phase is shown on the left side of Fig. 5.2(d) and exhibits
distinctive rods of scattering. These originate from low-energy bands of the interaction matrix,

which are flat along the (111), (001), and symmetry-related directions in momentum space—
precisely where the rods appear.

5.3 Effects of quantum fluctuations in the S = 1/2 model

We now turn to the role of quantum fluctuations in the S = 1/2 model. Using pf-FRG, we
calculate the quantum phase diagram in the same parameter region as in the classical case, with
particular focus to the fate of the pinch-line spin liquid and the spin-nematic state.

5.3.1 Quantum phase diagram

To obtain the quantum phase diagram, we use the pf~-FRG introduced in detail in Chapter 4.
The main output of this method is the RG flow of the spin-spin susceptibility X%ab defined in
(4.134). Our calculations are typically carried out on lattice truncations L = 3,5,7 (with L =7
including 864 correlated sites) and a frequency grid of 35 x 30 x 30 Matsubara frequencies.

We first distinguish dipolar ordered phases from paramagnetic (PM) ones using the flow-
breakdown criterion described in Sec. 4.5.1: a divergence (or numerical precursor thereof) in the
flow of the structure factor [Eq. (4.136)] at a finite critical scale A. signals the onset of dipolar
magnetic order, while its absence identifies a PM state (representative flows of the structure
factor are shown in Appendix B). To further classify both ordered and disordered phases, we
track the flow of the summed order-parameter susceptibilities defined in Eq. (5.19) at ¢ = 0,
which evaluate to?

0= Y@ =0) = 1 S malr) - ma(re)) (522

ue

so that, when g = 0 order in irrep A\* is present, Xﬁ\\* dominates and should show a flow breakdown.
The resulting quantum phase diagram is shown in Fig. 5.2(b) and cuts through this phase diagram
are provided in Appendix B. Two key differences compared to the classical diagram stand out:

(i) the E-ordered phase expands noticeably, leading to a substantial shift of the phase bound-
aries. This is indicated by the background color, which highlights the dominant suscep-
tibility, and the dashed lines, which mark where the dominant susceptibility ) changes
(this is more clearly illustrated in Fig. 5.6(a), which shows the maximal order-parameter
susceptibility at each point).

3This is only explicitly shown in Ref. [187] for @ but the authors confirmed that Q'j_ond also becomes
finite, which is essential for the realization of a quantum analog of the state as quantum spin S = 1/2
obey (S#)? = 1/4 and can thus not realize a quadrupole moment on a single site.)

4Since the order-parameter fields m; are linear combinations of the spin operators (defined in Ap-
pendix B), the product (my(ry) - mx(ry)) can be directly obtained from the spin-spin susceptibilities
X?Jb computed in the pft-FRG.
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Figure 5.4 — Order-parameter susceptibility flows at the CTP (top) and for the YbyTi,O parameters
from Scheie et al. [179] (bottom) (numerical values in Table 5.1). At both points, flows show clear
signatures of a flow breakdown at finite critical scale A. (dashed gray lines) indicating the onset of
magnetic order. Insets show zooms at larger cutoffs, highlighting that clear F-order dominance appears
only in the low-cutoff limit.

(ii) a large paramagnetic region emerges that shows no sign of a flow breakdown, whose ap-
proximate phase boundaries are indicated by the solid lines in Fig. 5.2(b). Interestingly,
this region is not centered on the point of maximal classical phase competition (the CTP),
contrary to conventional expectations.

Concerning point (i), a shift of comparable size was also found in nonlinear spin-wave the-
ory [189] and exact diagonalization [186] for the E-T;_ boundary (albeit at slightly different
parameter values). Surprisingly, the classical triple point (CTP), where the classical ground
state is the pinch-line spin liquid, now lies well inside the E-ordered phase and exhibits a clear
flow breakdown [see Fig. 5.4(a)]. This shows that quantum fluctuations stabilize an ordered
state out of a classically degenerate manifold, whereas thermal fluctuations do not [181]. This
effect is beyond the reach of linear spin-wave theory, which also predicts a disordered state at
the CTP [152]. The nature of the paramagnetic regime mention in point (ii) is discussed in the
following.

5.3.2 Paramagnetic regime

In much of the paramagnetic regime, the T}_ order-parameter susceptibility is dominant, as
indicated by the blue background color in Fig. 5.2(b). Closer to the boundaries, however, we
find finite regions where multiple susceptibilities gain significant weight, as illustrated for the
representative points QTP, A; B, and C in Fig. 5.5. The corresponding spin structure factors
also differ qualitatively depending on which irreps are involved, as shown in the same figure.
This suggests two possible scenarios: (i) the PM regime is a single phase in which short-range
correlations evolve continuously with parameters, or (ii) it consists of multiple distinct phases,
possibly including symmetry-breaking states such as spin nematics, as well as symmetric quantum
spin liquids. As discussed in Sec. 4.5.3, our pf-FRG framework cannot unambiguously distinguish
these cases, since detecting nematic or dimer order requires access to four-spin susceptibilities,
which are currently out of reach. Nonetheless, the strongly varying correlation patterns observed
in pf-FRG point toward scenario (ii).
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Motivated by this, we classify the different paramagnetic regimes by examining which order-
parameter correlations remain degenerate in the low-cutoff limit®. This analysis yields four
regimes, labeled £ & T1_ @ Ts, T © 1>, E @ T1—, and Ti_-only, which exhibit the same
degeneracies and similar correlations as points QTP, A, B, and C, respectively. To estimate the
extent of these regimes, we define the normalized relative susceptibility

rel XA
X\ maxy= X \x ( )

which is expected to be large for the irreps that are degenerate within each regime. This is
illustrated in Fig. 5.6(b—d), from which the approximate extent of each regime can be inferred.
Regions where more than one relative irrep susceptibility exceeds 20% are additionally high-
lighted with hatched backgrounds in Fig. 5.2(b).

In the following, we analyze the correlations and structure factors in each of these paramagnetic
regimes and compare them to classical results. This reveals signatures consistent with quantum
analogues of both the pinch-line spin liquid and the spin-nematic state.

Pinch-line spin liquid in the £ @ 71 & T regime The most exotic state in the classical phase
diagram is the higher-rank pinch-line spin liquid at the CTP. While pf-FRG predicts F order at
the CTP, the large shift in phase boundaries suggests that a state similar to the pinch-line spin
liquid may still occur, albeit at a shifted location in the phase diagram. The natural candidate
is the region where the order-parameter susceptibilities of E, T1_, and T5 become maximally
degenerate, illustrated in Fig. 5.6(b). Inside this region we determine the quantum triple point
(QTP) by locating the parameters where milye (57 1) erl is maximized in the low-cutoff
limit. This occurs at J;/|J3| = 0.03, Ja/|J3] =~ 0.3 at the top right corner of the paramagnetic
regime, precisely where the dashed lines marking changes in the dominant susceptibility meet in
Fig. 5.2(b). The RG flows at the QTP, shown in Fig. 5.5, confirms that all three susceptibilities
grow to a comparable magnitude.

°In our calculations, the low-cutoff limit corresponds to A = 0.02/|.J|, with the normalization |J|> =
JP+J5 4+ I3+ TS
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And indeed, the correlations at the QTP strongly resemble those of the classical pinch-line
spin liquid. The polarized neutron-scattering structure factors in Fig. 5.2(c¢) exhibit pinch-points
and lines along the (111) directions, resembling the classical case. Likewise, the order-parameter
correlations in Fig. 5.3 reproduce the pinch-line and fourfold pinch-points reported in Ref. [181].
We find similar correlations throughout the surrounding E ©T;_ @ T; region [the extent is visible
in Fig. 5.6(b)], where all three order-parameter susceptibilities remain significant.

These findings suggest that a quantum analog of the classical pinch-line spin liquid—together
with its higher-rank gauge structure—may survive in the quantum model and even extend into a
finite phase around the QTP. We note that the pinch-point singularities are noticeably broadened
compared to the classical case, a feature previously linked to violations of the gauge constraint.
This implies that finite gauge-charge fluctuations may be induced here by quantum fluctua-
tions [148, 172].

Spin-nematics in the T & T5 regime Away from the quantum triple point, but close to the
boundary of the paramagnetic regime with the 75 phase, we observe a finite region where both
T)_ and Ty correlations have similar magnitude [shown in Fig. 5.6(c)]. Comparing the polarized
neutron scattering structure factors of the quantum model in this region, with the classical
correlations of the spin-nematic state exactly at the classical T7_-F phase boundary, we again
find striking similarity, as illustrated in Fig. 5.2(d). Both cases show clear rods of scattering
along (111) and (100) directions. These findings suggest that, unlike in the classical case where
the nematic order is only present strictly at the phase boundary, the quantum model may host
a small but extended quantum nematic phase.
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We note however, that the rods of scattering are mostly an indication of the near degeneracy
of the T7_ and 75 correlations. An actual proof of nematic order is, as mentioned above, beyond
the scope of the pf-FRG due the quadrupolar nature of the order-parameter. Moreover, the
method to probe for such symmetry breaking via response functions discussed in Sec. 4.5.3 is
unfortunately also not applicable, as the U(1) “symmetry” broken by the order parameter is only
accidental and not a true symmetry of the Hamiltonian. Although our results are not conclusive,
the possible realization of a spin-nematic state in this model is still fascinating, as no such phase
has yet been established for S = 1/2 systems in three dimensions without an applied magnetic
field. This makes it a particularly promising avenue for further exploration with complementary
theoretical and numerical methods.

Correlations in the £ & T _ regime and their connection to Yb,Ti,0; Near the phase boundary
between the PM and E phases, the E and T7_ order-parameter susceptibilities become nearly
degenerate (see Fig. 5.6(d)). The absence of a flow breakdown points to either a spin liquid or
an unconventional type of order, which we cannot further specify. The quantum structure factor
[shown in Fig. 5.5 and Fig. 5.2(e)] in this regime shows rods of scattering only along the (111)
directions, with additional peaks at [220]. This closely resembles the classical structure factor at
the E-T}_ phase boundary at intermediate temperatures [also shown in Fig. 5.2(e)]. Strikingly,
the same pattern has been observed in neutron-scattering experiments on YbyTi,O7 just above its
ordering transition, where the material is believed to realize a correlated paramagnet [180, 190].
Moreover, Ref. [180] argued that the dynamics of Yb,Ti,O; are best captured by a coexistence
of E and T7_ correlations, precisely the type of behavior found in this regime. We return to the
implications for YbyTi,O7 in the next section.

Extended paramagnetic region dominated by 7 _ correlations Finally, we identify a relatively
large regime that shows no clear signs of a flow breakdown, with only the T} _ susceptibility grow-
ing significantly [blue background in the PM region of Fig. 5.2(b)]. The corresponding structure
factor displays broad features along the (111) directions [see Fig. 5.5 point C], although these
are less pronounced than in the other paramagnetic regimes. Two interpretations seem possible:
either this is indeed a genuine paramagnetic region dominated by short-range 77— correlations,
or pf-FRG overestimates the extent of the paramagnetic regime and this region should instead
be part of the ordered T;_ phase. Interestingly, an independent pf-FRG study [122] also re-
ported an absence of ordering over a wide portion of the 77— phase near the F boundary (in a
different parameter regime), suggesting that this behavior is not merely an artifact of our specific
implementation. In any case, the true nature of this regime remains an open question.

5.4 Implications for Yb,Ti,0,

The large shift of phase boundaries has strong implications for materials located near such
boundaries. A prime example is YbyTiyO7, which, as discussed in the introduction, sits close
to the classical T7_—F boundary, supposedly has a ferromagnetic ground state, but displays
signatures of both orders in its dynamical neutron-scattering spectra [179, 180]. The mechanism
resulting in this spectrum is still not clear. A possible scenario proposed in Ref. [179] is that
quantum fluctuations enable tunneling between the two orders in time. Our finding of a mixed
T, & F phase at T' = 0, where exactly these correlations appear to coexist, indicates that this
is indeed possible. Proximity to this regime may thus account for the observed spectra.
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Table 5.1 — Exchange constants for Yb,Ti,O; from different experimental studies. The couplings
were converted to the global frame (Jy, J2, Js, J1) (see Appendix B for details) if not directly stated in
the references, without accounting for uncertainties.

Label Reference (et al.) Ji(meV) Jy(meV) Js(meV) Jy(meV)

(a) Scheie [179] 0.026 0307 -0.323 0.028
(b) Robert [191] -0.03 0.32 0.28 0.02
(c) Thompson [178] -0.028 -0.326 -0.272 0.049
(d) Ross [174] -0.09 0.22 -0.29 0.01

To make this connection more concrete, we now examine the quantum phase diagram in the
vicinity of actual experimental parameter estimates for YbyTiyO;. We have summarized the
most relevant ones in Table 5.1. All agree on relatively small J; and negative J3, consistent
with the regime considered above, but they also report large Ja/|J3| of order one, which places
the material at the far south of the phase diagrams in Fig. 5.2, outside the region shown. To
explore precisely this region, we calculate quantum phase diagrams near two parameter sets. We
begin with the most recent and presumably most reliable estimates from Scheie et al. [179]. To
validate our results, we then consider older estimates from Thompson et al. [178], in a regime
where nonlinear spin-wave theory results already exist [189], with which we can directly compare.
In both cases, we find that quantum fluctuations shift the phase boundaries such that Yb,Ti,Or
falls into the AFM FE phase, at odds with the experimentally observed FM T;_ ground state. We
argue that this discrepancy could stem from the fitting procedure used to extract the parameters,
which may needs to be revisited in light of our results.

5.4.1 Phase diagram around parameters from Scheie et al.

To study the vicinity of the Scheie et al. parameters more directly, we fix J3 = —0.323 meV and
Jy = 0.028 meV to their reported values and calculate a quantum phase diagram as a function
of J1 and Jo, using the same procedure as in the previous section. The result is shown in
Fig. 5.7(a). Consistent with our earlier findings, we observe a substantial shift of the classical
T)_—F boundary (also shown in this figure) by about .J;/|.J3| & —0.1, which significantly enlarges
the E phase compared to the classical case. Shifts of comparable magnitude were also seen in the
spin-1/2 model with exact diagonalization at T' = 0, as well as in numerical linked-cluster (NLC)
and high-temperature expansion (HTE) calculations [186]. Notably, this places the Scheie et
al. parameter estimates for Yb,Ti,O7 inside the E phase, inconsistent with the experimentally
observed T7_ ground state.

Between the two ordered phases we again find a narrow paramagnetic region. The RG flows
and polarized neutron-scattering structure factors along a cut from the 77_ through the PM to
the E phase are shown in Fig. 5.7(b,c). In the ordered phases, either the T7_ or E susceptibility
dominates and exhibits signs of a flow breakdown, while the structure factor shows sharp peaks
at momenta consistent with the expected classical order. Inside the PM region, however, we
identify a domain with dominant 77_ correlations but no flow breakdown, corresponding to
the T1_-only regime discussed above. Here the structure factor already develops faint rods of
scattering along the (111) directions in addition Bragg peaks associated to T7_ correlations. For
slightly larger J;, we encounter points (marked by a hatched background) where E and T
susceptibilities become degenerate, forming a 71— @ E regime. At these points, the structure
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Figure 5.7 — Quantum phase diagram and correlations near Yb,Ti,O, parameters from Scheie
et al. (a) Quantum phase diagram from pf~-FRG with J3 and Jy fixed to the estimates of Scheie et al. [179].
Stars labeled ‘a’‘d’ mark literature estimates of J; and J for YbyTiyO from different studies (numerical
values in Table 5.1). The associated J3 and J4 values for ‘b’—‘d’ differ from those of ‘a’ (Scheie et al.), so
these points do not lie exactly in the plane shown. Background colors follow the scheme in Fig. 5.2. (b,c)
Results for the four parameter sets highlighted by blue circles in (a), chosen along the transition from the
T)_ to E phase. Here Js, J3, and Jy are fixed to the exact Scheie et al. values, while J; is varied. (b) RG
flows of the order-parameter susceptibilities for the relevant irreps, with dashed gray lines marking the
critical scale A. indicating the onset of magnetic order. (c¢) Corresponding neutron-scattering structure
factors in the total (top), spin-flip (middle), and non-spin-flip (bottom) channel.

factor shows continuous rods of scattering along the (111) directions with peaks at [220] closely
resembling the experimental structure factor of Yb,TiO7 in its correlated paramagnetic phase
just above the ordering transition. This suggests that the rods seen experimentally may originate
from proximity to this nonmagnetic 71— @ F phase. Ref. [180] proposed a similar scenario, but
linked it instead to proximity to the classical pinch-line spin liquid at the CTP.

5.4.2 Phase diagram around parameters from Thompson et al. and comparison with
nonlinear spin-wave theory

The significant enlargement of the E phase is absent in a linear spin-wave treatment [152].
However, a study using nonlinear spin-wave theory (NLSWT), which accounts for magnon inter-
actions, did observe a similar effect [189]. They examined the phase diagram near the Yb,Ti,07
parameters reported by Thompson et al. [178], finding that NLSWT breaks down in a broad
region of the T} _ phase close to the E' boundary. While they could not definitively identify the
ground state in this unstable region, they reported indications of E order—consistent with our
pf-FRG results.

To allow a direct comparison, we repeated our pf~-FRG analysis for the exact parameter set
considered in Ref. [189]. These couplings are not expressed in the Jp,...,Jy parametrization,
but instead in the dual global frame with Jy, K, D, T, as introduced after Eq. (5.11). Details of
the conversion are provided in Appendix B. In this frame, the classical 77 _—F phase boundary
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lies at (K + T)/Jg = 0, while the Thompson et al. parameters are (K + I')/Jy = 0.11,
(K-T)/Jy = —0.096, and D/Jy = —0.525. Our pf-FRG phase diagram for fixed (K —T)/Jy in
this region is shown in Fig. 5.8. We observe the same key features as before: the E phase expands
significantly, placing the Yb,Ti5O- parameters inside this phase, and a small paramagnetic region
emerges. Importantly, the area where pf~-FRG predicts E order but classical theory favors T7_
aligns almost perfectly with the unstable region identified by NLSWT (see Fig. 3 in Ref. [189]).
This close agreement supports that the boundary shift is a genuine quantum effect rather than
an artifact of the pf-FRG.

5.4.3 Challenges of parameter fitting in Yb,Ti,O,

There have been several studies determining the coupling constants that best describe YbyTi,0O5
(see Table 5.1), which is mostly achieved by fitting linear spin-wave theory spectra to neutron
scattering data of the dynamical structure factor at high magnetic fields, where the sample is
polarized, magnon branches are most sharp, and classical spin-wave theory is predicted to be
accurate. Notably, the four examples for the so obtained couplings given in Table 5.1 all place
the compound in the FM Tj_ phase of the classical phase diagram, but in close vicinity to the
boundary to the E phase. We now argue, however, that this is also somewhat by design.

In Ref. [179], it was shown that the fit to high-field spin-wave spectra is underconstraint—
equally good fits can be obtained along a one-dimensional line in parameter space. To further
constrain the fit, the authors additionally matched a gap in the spin-wave spectrum at zero
magnetic field to classical calculations. They found that, classically, this gap closes precisely
at the FM-AFM transition. Since the experimentally observed gap is very small (around 0.11
meV), this procedure necessarily forces the parameters to lie near that phase boundary.

A similar strategy was employed in Ref. [191], which also reported an underconstraint fit when
relying only on the inelastic high-field spectrum. There, refinement came from matching rods of
scattering in the structure factor that appear just above the ordering transition, again at zero
magnetic field, with results from classical Monte Carlo. In the classical model, these rods appear
exactly at the AFM-FM phase boundary [see Fig. 5.2(e)], again constraining the parameters to
this region.

If, as our calculations suggest, quantum fluctuations significantly affect the zero-field phase
diagram and strongly shift the phase boundary, then these parameter estimates will no longer
be accurate, since comparisons with classical zero-field calculations are not appropriate. Only
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methods that explicitly incorporate quantum fluctuations are capable of reliably calculating
correlations in the zero-field limit. At present, however, pf~-FRG cannot access real-frequency
spectra for anisotropic models (see discussion in Sec. 4.6), and to our knowledge no existing
method can yet do so reliably for frustrated three-dimensional quantum magnets. A resolution
of this problem must therefore be postponed to future developments.

Another possible explanation for the disagreement with experiment is that F order only dom-
inates at very low temperatures. At small but finite temperatures, the combination of quantum
and thermal fluctuations may instead favor the T7_ phase. An observation consistent with this
scenario appears in Fig. 5.4(b), which shows the flow of the order-parameter susceptibility for the
parameters from Scheie et al.: at higher cutoffs A/|J| > 0.3, the Ti_ susceptibility dominates,
while dominant E order occurs only at lower cutoffs (and within a mean-field interpretation, the
RG cutoff can be regarded as an effective temperature [147].)

5.5 Discussion

Our pf-FRG study demonstrates that quantum fluctuations strongly reshape the zero-temperature
phase diagram of Kramers rare-earth pyrochlores, beyond effects captured by linear spin-wave
theory. Most notably, we find a pronounced enlargement of the E-phase, leading to substan-
tial shifts of the phase boundaries consistent with other numerical approaches [186, 189], as
well as the emergence of extended paramagnetic regimes whose precise nature could not yet be
conclusively determined.

On the theoretical side, this has important consequences for the fate of classical higher-rank
spin liquids, which always occur at points of maximal degeneracy. At the classical triple point,
where the pinch-line spin liquid was previously identified [181], quantum order-by-disorder selects
FE order. Yet, at a shifted “quantum triple point’’ inside an emergent paramagnetic regime, we
observe correlations that closely mirror those of the classical pinch-line spin liquid, suggesting
that remnants of the higher-rank gauge structure may persist in the quantum model, possibly
even forming an extended phase. It would be worthwhile to extend our analysis to the full Atlas
of Classical Pyrochlore Spin Liquids derived in Ref. [26] for the model also considered here, which
features a wide variety of higher-rank spin liquids. In addition, a related classical state has been
predicted on the breathing pyrochlore lattice with DM interactions [192], a system that could be
directly studied with our existing pf~FRG implementation.

We also find evidence for a small but finite quantum spin-nematic regime near the T7_ — 75
boundary—a rare example of nematic correlations in a three-dimensional S = 1/2 system without
an applied field. Clarifying the true nature of these exotic phases is an exciting direction for
future work.

On the materials side, the boundary shifts have direct consequences for compounds close
to competing orders. For YbyTisO;, our analysis places existing parameter estimates deep in
the E phase, inconsistent with the experimentally established 77 ground state. This suggests
that parameter fitting procedures, which currently rely on classical modeling, may need to be
revisited. Alternatively, the interplay of thermal and quantum fluctuations at small but finite
temperatures could stabilize the observed order at small but finite temperatures. This could,
e.g., be investigated with the recently developed pm-FRG discussed in Sec. 4.6. In addition,
the mixed T1_ @ E correlations we find may account for the “correlated paramagnet’ observed
experimentally just above the ordering transition, as well as the mixed dynamical correlations
reported in the low-temperature phase.

It would be interesting to extend the analysis performed in this chapter to other materials
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near phase boundaries. A natural candidate is Ery,Sn,O5, which has a Ts-ordered ground state
but is believed to lie very close to the boundary with the E phase [152, 193].
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Chapter 6

Unconventional quantum states in
maple-leaf magnets

Quantum spin models on two-dimensional lattices built from triangular motifs have long been
regarded as prime candidates for realizing exotic quantum paramagnetic ground states. Two
canonical examples are the triangular lattice, composed of corner-sharing triangles, and the
kagome lattice, composed of edge-sharing triangles. The triangular J;—Js Heisenberg antifer-
romagnet is widely believed to host spin-liquid phases [147, 194], while the nearest-neighbor
kagome Heisenberg antiferromagnet has emerged as the prototypical case where geometric frus-
tration alone stabilizes a QSL ground state [195, 196].

This motivates the study of spin models on other two-dimensional lattices built from triangular
motifs, such as the star, bounce, and trillium lattices. Realizations of these in actual materials,
however, are exceedingly rare. The maple-leaf lattice, illustrated in Fig. 6.1, is more promising,
as it is realized in several Cu®"-based minerals with quantum spins. To name a few examples:

. Spangolite CU6A1(SO4)(OH)12013H2O [197, 198], bluebellite CUGIO3(OH)1001 [199*202],

(b)
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Figure 6.1 — The maple-leaf lattice in real and momentum space. (a) Real-space structure of
the maple-leaf lattice, showing the three symmetry-inequivalent nearest-neighbor couplings J;, Jy, and
Jp, in different colors. Dashed lines mark additional cross-plaquette interactions Jo and J3 that we
study in Sec. 6.4. The gray triangular outlines show a triangle decomposition used for the derivation
of the exact dimer singled (DS) ground state. A full definition of the lattice given in Appendix C. (b)
Momentum space structure. The dashed line outlines the first Brillouin zone of the maple-leaf lattice,
periodically repeated. The solid line indicates the extended Brillouin zone, defined as the Brillouin zone
of the underlying triangular lattice obtained by adding sites at the centers of the hexagonal plaquettes of
the maple-leaf lattice. Dots show several high-symmetry points. The color-highlighted momenta are the
allowed momenta for eighteen site clusters we employ in our CMFT calculation.
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Figure 6.2 — Ground states of the nearest-neighbor model of the maple-leaf lattice (a)-(c)
Magnetically ordered states. The magnetic sublattices are highlighted by different colors, and the magnetic
unit cells are outlines by dashed black lines. The ¢120° has an eighteen-site magnetic unit cell and six
magnetic sublattices. (d)-(f) Singlet ground states on the maple-leaf lattice. Red bonds highlight the
singlet pattern. In the hexagonal singlet, all spins of the hexagon reside in the combined singlet sector.
In the dimerized singlet, the strong ferromagnetic correlations are highlighted by blue bonds.

o mojaveite CugTeO4(OH)CI [199], fuettererite PbsCugTeOg(OH),Cly [203],
sabelliite (Cu,Zn),Zn[(As,Sb)O,](OH)5 [204].

While the second group await detailed magnetic characterization, spangolite and bluebellite have
already been shown to be well described by S = 1/2 Heisenberg models with mixed ferro- and an-
tiferromagnetic interactions on five symmetry-inequivalent nearest-neighbor bonds of the crystal
lattice [198, 202]. Among them, bluebellite exhibits a magnetically ordered ground state [200],
whereas spangolite shows no long-range order down to T ~ 8 K and instead likely hosts a
correlated dimer ground state [197, 198].

From a theoretical perspective, the maple-leaf lattice has a coordination number z = 5 and
can be obtained from the triangular lattice by a % site depletion. In this sense, it lies between
the triangular lattice (z = 6, no depletion) and the kagome lattice (z = 4, % depletion), and can
therefore be expected to display strong frustration effects. The nearest-neighbor antiferromagnet
on the maple-leaf lattice is believed to host a magnetically ordered ¢120° state [30, 205] [illus-
trated Fig. 6.2(c)]. However, the strongly reduced sublattice magnetization found in this state
already points to significant quantum fluctuations. Together with the widely mixed couplings
present in real material realizations, this motivates a broader exploration of the nearest-neighbor
phase diagram in search of unconventional quantum paramagnetic phases. For simplicity, in the
following we restrict ourselves to the three symmetry-inequivalent nearest-neighbor couplings in-
trinsic to the maple-leaf lattice: Jj, (hexagon bonds), J; (triangle bonds), and J; (dimer bonds),
as illustrated in Fig.6.1(a). The corresponding Hamiltonian becomes
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(i) n (i3)a (ig)+

Indeed, moving away from the isotropic antiferromagnetic point J, = J; = Jy by increasing
J4, it was recently discovered that the ground state becomes a nonmagnetic valence-bond solid
(VBS), where all sites connected by the dimer bonds J; form exact singlets, as illustrated in
Fig. 6.2(d). Remarkably, this simple dimer product state can be shown to be the ezact ground
state for J; > 2 [30]. Together with the well-known dimer state of the Shastry—Sutherland
model [206], this is the only model on two-dimensional lattices with uniform tilings for which
an exact dimer ground state is known [30]. Dimerized phases also appear in two other limiting
cases of the nearest-neighbor model. First, for vanishing J; = J; = 0 but antiferromagnetic
Jr > 0, the maple-leaf lattice reduces to decoupled hexagons, whose ground state lies in the
singlet sector of the total spin of each hexagon, referred to as a hexagonal singlet and illustrated
in Fig. 6.2(e). Second, for antiferromagnetic J, > |J;| and large ferromagnetic J; — —oo, the
ground state is argued (see below) to be another distinct VBS[31], consisting of singlet dimers on
half of the hexagonal bonds [see Fig. 6.2(f)] and strong ferromagnetic correlations along Jg. This
state additionally breaks the rotational symmetry of the maple-leaf lattice. A triplon mean-field
analysis predicts that both states appear in extended phases in the phase diagram for J; > 1
and Jy, J; > 0 [31]. We provide a more detailed explanation of the different ground states of the
nearest-neighbor model in Sec. 6.1.

All of these VBS states are expected to occur in the vicinity of antiferromagnetic phases—
—either the Néel state or the c120° state [Fig. 6.2(b, c¢)]. The close competition between AFM
and VBS states is known to potentially give rise to unconventional critical behavior. A prominent
example is the Shastry—Sutherland model, where the continuous transition between a plaque-
tte VBS and a Néel state has been argued to proceed via a deconfined quantum critical point
(DQCP)[207]. Such continuous transitions between phases breaking different symmetries lie out-
side the Ginzburg-Landau paradigm. In the DQCP scenario, the critical point is described by a
field theory with emergent gauge fluctuations and fractionalized quasiparticles [208, 209], similar
to those in a quantum spin liquid. The precise phase diagram of the Shastry—Sutherland model
remains debated: while some studies support a direct DQCP, more recent work suggests a narrow
intervening spin-liquid regime that ends at a nearby DQCP accessed by tuning further-neighbor
couplings [210, 211]. A closely related scenario has also been proposed for the square-lattice
J1—J2 Heisenberg model, where the transition from a Néel state to a VBS may involve an inter-
mediate spin-liquid phase [111, 212], although the existence of this regime is still under active
debate [110].

The phase boundaries between AFM and dimer states are therefore promising regions to
search for exotic physics associated with deconfined fractionalized quasiparticles. This motivates
a numerical investigation of the parameter regions that may host such states, which provides the
main motivation for the first part of this chapter.

We begin in Sec. 6.1 by discussing the possible ordered states and, more importantly, the
valence-bond solid (VBS) phases that arise in the nearest-neighbor model on the maple-leaf
lattice.

In Sec. 6.2 (based on Ref. [P5]), we investigate the quantum phase diagram using the pf-FRG
in a parameter region that contains both an AFM and the exact DS state, but the nature of
the transition between these phases is not clear. To be precise, we consider J;, = J; = 1 and
Jgq € [0,4], where ¢120° order is expected at small .J; and the DS state becomes the exact ground
state for Jy > 2J [30]. Our results suggest the presence of a narrow quantum-paramagnetic
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Chapter 6 Unconventional quantum states in maple-leaf magnets

regime separating these two phases.

Motivated by the possible occurrence of the HS and d-HS states for antiferromagnetic Jy > 0
but ferromagnetic J; < 0, in Sec. 6.3 (based on Ref. [U1]) we explore a broader phase diagram
with mixed couplings: antiferromagnetic J, > 0 and ferromagnetic Jy, J; < 0. As mentioned
above, such mixed couplings also appear in spangolite and bluebellite, albeit with different signs,
raising the possibility that other materials may lie close to this parameter regime. To obtain
a qualitative picture of the phase diagram, we combine three complementary methods: the
Luttinger—Tisza approach (LT, Sec. 3.1), cluster mean-field theory (CMFT, Sec. 3.3), and pf-
FRG. Our results provide evidence that the HS and d-HS states indeed form extended phases
adjacent to the ordered ¢120° and N’eel states, consistent with Ref. [31]. Moreover, we identify a
large quantum-paramagnetic region with correlations distinct from the VBS phases, which may
host a variety of exotic states—including a regime with strong spin-nematic response.

In Sec. 6.4 (based on Ref. [P6]), we pursue a different route toward exotic quantum phases
on the maple-leaf lattice—mnamely, putative chiral QSLs. A two-dimensional chiral spin liquid
is a magnetically disordered phase that breaks time-reversal symmetry, exhibits topological or-
der with fractionalized excitations, and supports chiral edge modes akin to those in fractional
quantum Hall states [4, 213]. It has been shown that such states can emerge by “quantum melt-
ing” of classical noncoplanar spin orders, which are characterized by a finite scalar spin chirality
S1 - (82 x S3) of three neighboring spins. If quantum fluctuations are enhanced—for example,
by reducing the spin from large S to S = 1/2 or by tuning exchange couplings to more frustrated
regimes—Ilong-range magnetic order may be destroyed while the chiral symmetry breaking per-
sists, giving rise to a chiral spin liquid [214, 215]. Spin models whose classical (S — oo) limit
hosts noncoplanar order are thus promising candidates for such phases at S = 1/2. Historically,
in conventional spin models such three-dimensional spin textures have been though to require
complex nondiagonal or multi-spin interactions, or the inclusion of magnetic fields [216-222].
More recently, it has been established that also conventional Heisenberg models can realize non-
coplanar orders by including competing long-range interactions. On both the kagome lattice [223,
224] and the square-kagome lattice [225], further-neighbor cross-plaquette couplings have been
shown to stabilize noncoplanar “cuboc’ orders in classical Heisenberg models. Moreover, in the
kagome lattice such interaction are believed to indeed stabilize a chiral spin liquid [226-229].

This motivates us to introduce analogous cross-plaquette interactions Jo and J3 on the maple-
leaf lattice, as illustrated in Fig. 6.1. Exploring both the classical and quantum phase diagrams
for J; = +1 with varying Jo and J3, we identify regions where the classical model stabilizes
noncoplanar ground states and pf-FRG indicates a quantum-paramagnetic regime—making
these regions promising candidates for chiral spin liquid ground states. Importantly, in the
Kalmeyer—Laughlin paradigm, a chiral spin liquid breaks both time-reversal and reflection sym-
metries while preserving their product [213]. Since the maple-leaf lattice lacks reflection symme-
try altogether, a chiral spin liquid on this lattice could lie outside the conventional Kalmeyer-
Laughlin framework.

6.1 Ordered and valence-bond solid states in the nearest-neighbor model

Before analyzing the phase diagram of the nearest-neighbor Hamiltonian, we briefly summarize
the ordered and quantum paramagnetic states that appear in the parameter regime of interest.
Their real-space structures are illustrated in Fig. 6.2.
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6.1 Ordered and valence-bond solid states in the nearest-neighbor model

6.1.1 Ordered states

Canted 120° order. Around the isotropic AFM point J;, = J; = Jg > 0, the classical ground
state realizes a canted 120° configuration (c120°). In this state, spins on the red triangles coupled
by J; form an ideal 120° pattern, while the spins on neighboring triangles are canted by an angle
6 that depends on the ratio of the competing couplings J;, and J; [30]. This state has an eighteen-
site magnetic unit cell comprising six distinct spin sublattices. At the fully isotropic point, it
reduces to the conventional 120° state.

Néel order. For dominant antiferromagnetic couplings on the hexagons (.J;,), the ground state
adopts a Néel configuration: spins on each hexagon align antiparallel to their nearest neighbors,
while the spins on the triangles are all parallel. The magnetic unit cell coincides with the six-site
geometric unit cell, resulting in two magnetic sublattices.

6.1.2 Valence-bond solids

Dimer singlet For dominant J; > 0, the ground state becomes a dimer product state in which
each J4 bond forms an exact dimer singlet (DS)

a) = ) 1S5 =0) (6.2)

(i) q

where |S;; = 0) is the conventional singlet state on the bond between site ¢ and j. Since neither
the Jp, nor the J; terms renormalize this state, it is an eigenstate of the Hamiltonian and the
exact ground state for J, = J; > 0 and Jy/J, > 2. Following Ref. [30], this can be seen by
rewriting the Hamiltonian (6.1) as a sum over single triangle Hamiltonians

J
H=Y"h h=JyS1S:+ Edszsg + J,858] (6.3)
t

where each triangle contains exactly one bond of each type. The green J; bonds appear in
two neighboring triangles (yielding the factor 1/2), while all other bonds appear only once.
An example for the unit cell of such a triangle decomposition is given by the gray outlines in
Fig. 6.1(a). The ground-state energy of a single triangle h; is a lower bound for the ground-state
energy per site E/N of the full Hamiltonian, as it minimizes each component of the triangle
decomposition. For the DS state, the energy per site is simply the singlet energy divided by two,

Ja 3
E4/N = ——- 4
W N == (6.4)
since the number of J; dimers is half the number of sites. For J, = J; > 0 and Jy/J, > 2,
this energy matches the lower bound ex = E;/N (which can be shown by exactly diagonalizing
ht), proving that |¢4) is indeed the exact ground state. This state does not break any lattice

symmetries.

Hexagonal singlet. For J;, > 0 and J; = J; = 0, the model decouples into isolated hexagons
with nearest neighbors coupled antiferromagnetically. The full ground state is therefore a product
state,

[us) = Q) [vh) (6.5)
h
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Chapter 6 Unconventional quantum states in maple-leaf magnets

where [19) denotes the unique ground state of the single-hexagon Hamiltonian
h

Hy=1J, Y Si-S;. (6.6)
(i) e

This ground state is a unique total singlet with eigenvalue S;(S, + 1) = 0 of the total spin

operator
2

Si=1>_s:| - (6.7)
i€l
It preserves all lattice symmetries. Using triplon mean-field theory, Ref. [31] further argued that

this state (or a phase continuously connected to it) remains stable in a finite region for small
ferromagnetic Jy and J;, consistent with our later findings.

Dimerized hexagonal singlet. The dimerized hexagonal singlet (d-HS), illustrated in Fig. 6.2, is
a state in which dimers form only on one subset of the Jj, bonds (28 or 372), thereby breaking the
Cs symmetry of the maple-leaf lattice. Following Ref. [31], this state can be argued to be the
ground state in the limit J; — —oo with Jj > |J¢| > 0. In this regime, the strong ferromagnetic
Jg coupling projects the two spins on each J; bond into the triplet sector with S; = 1, so
that the system reduces to effective spin-1 moments interacting antiferromagnetically via J on
a kagome lattice. The spin-1 kagome antiferromagnet is known to form a trimerized singlet
ground state that breaks the symmetry between up and down triangles [230, 231]. Analogous
to the AKLT construction for the spin-1 chain [232], this trimerized state can be represented
in terms of composite S = 1/2 moments forming singlets, which in the present case coincide
with the original microscopic spins of the model—leading precisely to the d-HS pattern. Triplon
mean-field theory further predicts that this state is stabilized over a finite parameter region with
Jg < Jp <0 and Jy > 0.

6.2 Candidate quantum disordered intermediate phase in the Heisenberg
antiferromagnet

We now examine in detail the transition from the ¢120° state to the exact DS state. The results
presented in this section are based on Ref. [P5], for which the author of this thesis generated all
data. All figures shown here are redrawn from that work.
Throughout this section, we parametrize the Hamiltonian by a single anisotropy parameter «,
defined as
Ji=2aJd, =2aJ; > 0. (68)

As discussed above, Ref. [30] proved that the DS state is the exact ground state for a > 1, and in
fact remains an eigenstate of the Hamiltonian at all couplings. Using DMRG, they further argued
that the DS is likely the ground state already for o > a? with a? ~ 0.675. They additionally
showed that the classical c120° state has lower energy than the DS for a5 = HT\ﬁ ~ 0.456,
which provides a lower bound for the DS regime. It has remained unclear, however, whether
these two phases meet directly in a phase transition, or whether an intermediate quantum phase
intervenes.

To address this question, we perform large-scale pf-FRG simulations with lattice truncations
up to L = 18 (corresponding to 822 correlated sites, see Sec. 4.4.2) and a frequency grid of
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6.2 Candidate quantum disordered intermediate phase in the Heisenberg antiferromagnet

35 x 40 x 40. The resulting phase diagram is shown schematically in Fig. 6.3(a). Our analysis
shows that ¢120° order melts into a quantum paramagnetic (PM) regime at ol ~ 0.67, while the
DS phase emerges for a > a2 ~ 0.8—a larger value than the values reported by DMRG. This
leaves an intermediate window o} < a < a?, where a quantum paramagnetic phase persists,
but whose nature we cannot determine conclusively. In the discussion section we compare these
findings with other advanced numerical approaches and consider possible interpretations of this
regime.

Before this, we first describe how the quantum phase diagram and the two critical couplings
are determined, starting with the ¢120° — PM transition at «! and then the onset of the DS

phase at a2.

6.2.1 Melting of magnetic order

In order to study the transition from the ordered c¢120° state to the PM regime, we analyze the
flow of the structure factor at the dominant momentum k™ = K% [as defined in Fig.6.1(b)].
Using the flow-breakdown criterion described in Sec.4.5.1, we extract the critical scale as a
function of «, shown in Fig.6.4(a) together with examples of the flow in Fig.6.4(d). For small
a < 0.5, the flow displays a hump that becomes more pronounced with L, a clear signature of
¢120° order. As « increases, this feature gradually weakens until the flow becomes smooth and
nearly L-independent, indicating a paramagnetic regime [Fig. 6.3]. We find no evidence of a flow
breakdown for a > ! ~ 0.67, indicating the onset of the paramagnetic regime.

Additional evidence comes from the momentum-resolved structure factor: its peak broadens
as « increases, eventually becoming featureless deep in the DS phase [Fig. 6.3(c)]. To quantify
this broadening and check that the extent of the PM regime is not overestimated, we follow
Refs. [233-235] and compute the correlation ratio R defined as

R=1—-x(K+9)/x(K), (6.9)

where § = 27” (1/v/3,—1)T is the shortest reciprocal lattice vector of the triangular lattice un-

derlying the maple-leaf lattice, scaled by the maximal correlation length L (in real-space units)
permitted by a bond truncation length L. The result is shown in Fig. 6.3(b). The correlation
ratio tends to R = 1 in the ordered phase, as the Bragg peak becomes increasingly sharp in the
thermodynamic limit, and to R — 0 in the PM phase. The initial decrease of R coincides reason-
ably well with o, obtained from the flow-breakdown analysis. Unlike the standard expectation
for continuous transitions [233-235], we do not observe a clear crossing of R curves for different
L. The L =12 and L = 15 curves do intersect, but well below ! (for L = 18 we obtained data
only very close to the estimated transition due to long computation times), which suggests that
the extent of the PM regime has not been strongly overestimated. We note, however, that R is
evaluated at fixed A/|J| = 0.015, a scale lying below the flow breakdown in the ordered phase
(a < al), where the numerical data are unreliable—Tlikely preventing the appearance of a clean
crossing point anyway.

6.2.2 Onset of dimer singlet order

To further characterize paramagnetic regime, we calculate nearest-neighbor correlations in the
low-cutoff limit on the dimer (Jg), triangle (J;), and hexagon (.J;) bonds, denoted by Xq/:/5
[Fig. 6.4(a)]. Within the nonmagnetic regime, these correlations are essentially independent of
system size, while in the ordered regime finite size effects are strong, as expected. For large «,
x¢ and xp tend to zero, while x4 saturates at a constant negative value. This behavior indicates
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Figure 6.3 — Transition from the c120° phase to the paramagnetic regime. (a) Critical scale A. as
a function of «, obtained by identifying nonmonotonic features in the second derivative of the structure-
factor flow at k™a = K [illustrated in (d), where A. is marked by dashed lines]. For a > a ~ 0.67 the
flow shows no breakdown, indicating the absence of conventional magnetic order, while for a > «? &~ 0.80
the system transitions into the DS state [see Fig. 6.4]. (b) Correlation ratio quantifying the broadening of
the structure-factor peak. (c) Structure factors representative of the three regimes (shown for o = 0.3,0.73,
and 2.0 from top to bottom).

the formation of the DS state. A similar evolution of spin correlations was previously observed
in pf-FRG studies of the Shastry—Sutherland model [236], which also realizes an exact dimer
ground state. Consistently, the momentum-resolved structure factor at large o shows only very
broad features.

Fig. 6.4(b) illustrates the onset of dimer correlations x4 as a function of A, which become
increasingly steep with decreasing cutoff. Following Ref. [236], we assume that in the thermo-
dynamic limit the transition into the DS phase involves the immediate formation of the exact
product state, and therefore a rapid saturation of spin correlations on the J; bonds. Under this
assumption, we determine the transition point a?(A) from the intersection of two linear fits [black

130



6.2 Candidate quantum disordered intermediate phase in the Heisenberg antiferromagnet

(a) S
5F %
N
N
= \\
= 0F \
N\
\—
=5 1 W 1 A =004
or —o- A =0.02
- =18 -e- A =0.01
- - L=15 ac2(A)
= L=12 ' '
iy ’/,—-— L—9 2.0 2.5 3.0
Py (6]
o
1 L1 1 1 (C) [
0F 1.2 | === = Linear fit
— (Quadratic fit
=l
~2%
—10 | 2%
~¢
|
1 1 1 1 1 1
0.0 0.5 ol a2 1.0 1.5 2.0 0.00 0.01 0.02 0.03 0.04
a A/|J|

Figure 6.4 — Transition into the dimer singlet phase. (a) Nearest-neighbor correlations on the Jy, J;,
and Jj, bonds at A = 0.01]J|. For large «, the correlations y4 saturate to a constant value while x; and x
vanish, consistent with a dimer singlet (DS) ground state. A dependence on lattice size appears only in the
long-range ordered ¢120° phase (dashed lines), where the RG flow breaks down at a finite A. > 0.01].J|. (b)
Evolution of x4 at different RG scales A for fixed L = 15. The transition into the DS state is determined
from the intersection of two linear regressions (solid black lines) at each A. Extrapolating the resulting
a?(A) to A — 0 as in (c) gives a critical value of o ~ 0.8, above which the DS state is predicted to be
the ground state.

lines in Fig. 6.4(a)] and extrapolate to A — 0, obtaining a2 ~ 0.80 [Fig. 6.4(b, c)]. Our analysis
therefore suggests that the DS crystal is the ground state for & > a? ~ 0.8. The assumption of
instantaneous saturation of the correlations is reasonable since the DS is always an eigenstate of
the Hamiltonian. However, if the DS belongs to a larger degenerate ground-state manifold, this
assumption may no longer hold and a more gradual transition is possible.

6.2.3 Discussion

Our analysis predicts the suppression of magnetic order above o} ~ 0.67 and the onset of the
exact DS phase at o? =~ 0.8, leaving open an intermediate paramagnetic regime o! < a < o?.
In this window, the structure factor retains similarities to the ¢120° state, but with softened
peaks [Fig. 6.3(c)], while the dimer correlations y, remain well below their saturated value in
the DS phase. This strongly suggests that the system is not yet in the exact DS state. Since
all couplings in this regime are of comparable strength, the HS and d-HS states introduced
earlier are also unlikely candidates. This leaves three main possibilities: (i) the regime is not a
distinct phase but a correlated version of the DS state smoothly connected to the exact product
state, (ii) it hosts a symmetric quantum spin liquid (QSL), or (iii) it realizes another type
of quantum paramagnet. In support of scenario (ii), Ref. [237] proposed a U(1) QSL with a
qualitatively similar structure factor (albeit with broader peaks), identified as UC10 within a
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Chapter 6 Unconventional quantum states in maple-leaf magnets

projective symmetry group classification.

Although the phase diagram has been examined with a range of numerical methods, including
more recent works appearing after Ref. [P5], the results are contradictory, and no consensus has
yet emerged.

The earliest investigation [238], using the coupled cluster method and ED, reported magnetic
order up to a? ~ 0.725 and proposed a direct, likely first-order, transition into the DS phase.
The DMRG study of Ref. [30] obtained a slightly lower transition point of a? ~ 0.675, though
it did not provide a value for o or clarify the nature of the transition. More recently, Ref. [239]
found ! ~ 0.7095 using iDMRG and o ~ 0.615 using neural quantum states (NQS). For the DS
transition they reported a2 ~ 0.732 (iDMRG) and a? ~ 0.7095 (NQS). While an intermediate
PM regime cannot be excluded, they argue for a direct transition, though without definitive
evidence.

Adding yet another perspective, Ref. [240] employed large-scale tensor network simulations
with iPEPS and proposed a completely different scenario: they reported no symmetry breaking
for 0 < a < 0.65, suggesting a QSL ground state that undergoes a quantum phase transition
from gapless to gapped at o =~ 0.25. This would imply that even the isotropic AFM point of
the maple-leaf lattice realizes a QSL ground state. In their study, the DS phase emerges at
a =~ 0.725, again lower than our pf-FRG estimate, with indications of a possible intervening
magnetically ordered phase between the QSL and DS regimes.

In summary, the precise phase diagram of the maple-leaf model—and even the nature of the
ground state at the isotropic AFM point J; = J; = Jp > 0—remains unsettled. This underscores
both the richness of the model and the formidable challenges it poses for current state-of-the-art
numerical methods in two dimensions, making it a compelling problem for future investigations.

6.3 Quantum states in the ferro—antiferromagnetic Heisenberg model

Motivated by the possible emergence of extended VBS phases reported in Ref. [31], and by
the presence of mixed interactions in the minerals spangolite [198] and bluebelite [200, 202],
we now turn to the extended phase diagram of the nearest-neighbor maple-leaf model with
antiferromagnetic Ji > 0 but ferromagnetic J;, J;3 > 0. We explore this phase diagram using a
combination of methods. We begin with a classical analysis via Luttinger—Tisza (LT), then study
the quantum phase diagram and the emergence of VBS phases using CMFT on three distinct
cluster geometries, and finally apply pf~-FRG to examine both the global phase structure and
the potential for spin-nematic order. Before discussing the results of each method in detail, we
begin this section with a summary of the main findings obtained by combining them.

This section is based on Ref. [Ul], from which all figures are redrawn; the numerical data
underlying these figures was obtained by the author of this thesis.

6.3.1 Schematic phase diagram

Neither CMFT nor pf-FRG provides quantitative error bars, as their approximations do not allow
for rigorous uncertainty estimates. As a result, precise phase boundaries cannot be determined,
and parts of the phase diagram remain open for further study. Still, the two methods complement
each other in a useful way: CMFT es expected to typically favor ordered states, while pf-FRG
tends to overestimate paramagnetic regions. Where both approaches agree, the conclusions are
therefore considerably more reliable. By combining consistent results from LT, CMFT, and
pf-FRG, we construct a schematic composite phase diagram, shown in Fig. 6.5.
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Figure 6.5 — Néel
Schematic phase diagram from LT, CMFT,
and pf~-FRG. We consider antiferromagnetic J;, >
0 with ferromagnetic Jy,J; < 0. For large neg-
ative Jy and/or Jy, conventional Néel, FM, and
¢120° orders are stabilized in all methods. Between
them lies a broad paramagnetic (PM) region with-
out dipolar order. Both CMFT and pf-FRG indicate
an extended hexagonal singlet (HS) phase around
Jg = Jy = 0, and a smaller dimerized HS (d-HS)
phase near the c120° boundary. pf-FRG further re-
veals strong spin-nematic tendencies at the PM-FM
boundary and identifies a distinct PM region (green)
with correlations unlike HS or d-HS, suggestive of d-HS?

an additional nonmagnetic phase such as a QSL or HS

VBS. Since precise phase boundaries within the PM ¢120°
regime cannot be resolved, the locations of different 0 —Ja/Jn

phases are indicated schematically using color gra-

dients.

—Ji/JIn

PM

At large FM couplings we consistently identify three ordered phases with Néel, ¢120°, and FM
order. All of these are exactly captured by LT, and reproduced by both CMFT and pf-FRG
although with shifts of the phase boundaries. The ordered phases enclose a broad paramagnetic
regime at intermediate competing values of —J;/J, and —J;/Jp,, where no conventional mag-
netic order is observed. Correlations within this regime vary strongly across parameter space,
indicating the presence of several distinct paramagnetic phases.

Both CMFT and pf-FRG point to an extended hexagonal singlet (HS) phase around J; =
Ji =0, as well as a dimerized HS (d-HS) phase near the ¢120° boundary, consistent with triplon
mean-field theory [31]. Interestingly, pf-FRG finds signatures of the d-HS phase all along the
boundary to the c120° region, while CMFT detects it only in a smaller subregion. Moreover,
the extend of the FM regime is substantially reduced in pf~FRG and replaced by a paramagnetic
region dominated by ferromagnetic correlations and a strong spin-nematic response, indicating
possible spin-nematic order. In addition, both pf-FRG and CMFT identify another potentially
distinct PM region (approximately located in the green PM region in Fig. 6.5) with only a weak
nematic response and correlations different from either HS or d-HS, suggestive of an additional
nonmagnetic phase such as a QSL or VBS.

In the following, we present the results from LT, CMFT, and then pf~-FRG in detail.

6.3.2 Classical phase diagram from Luttinger-Tisza

Using the Luttinger-Tisza method introduced in Sec. 3.1, we construct the classical phase diagram
shown in Fig. 6.6. Here we display the magnitude of the ¢ vectors. The Néel and FM phases
have the same periodicity as the maple-leaf unit cell and thus correspond to ¢"" = 0 orders.
The ¢120° order is characterized by ¢“' = K, K’ at the corners of the first Brillouin zone [see
Fig. 6.1(b)]. All of these states satisfy the strong spin constraint within a single-q spiral Ansatz
and are therefore the exact classical ground states.

These ordered phases enclose a regime with a continuous manifold of incommensurate (ICS)
wave vectors g7, which shift smoothly across the ICS region [Fig. 6.6(a,b)]. In this regime, the
strong spin constraint is not satisfied, and the exact classical ground state cannot be determined
by LT. Possible candidates include incommensurate spiral order or, as suggested by the contin-
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Figure 6.6 — (a) ¢* () _ [
Classical phase diagram from - K ‘g '\\ U \)
Luttinger—Tisza. (a) Magnitude M -~/
q¢"" = |qg""| of the momenta with mini- 3 —
mal LT eigenvalue. (b) Corresponding =N P
q"" vectors in the first Brillouin zone. il R
In the Néel and FM phases ¢ = T, = _,
while in the ¢120° phase q™" = K. = o e
Between them, incommensurate (ICS) X ‘{\ »
momenta  interpolate  continuously 1 -’
between T'" and K. In all phases except e
ICS the hard spin-length constraint is % (’O‘\
fulfilled, whereas in the ICS phase only 0 r = NS
the soft constraint holds, leaving the 0 -1 -2 -3 -

Ja/JIn

classical ground state undetermined.

uous "7 manifold, a classical spin-liquid regime. As we show below, it is precisely in this ICS

region that pf-FRG predicts a nonmagnetic phase, with structure factors displaying the same
type of continuous features seen in LT.

6.3.3 Cluster mean-field theory

We now describe the application of CMFT, as formulated in Sec. 3.3, and discuss the resulting
phase diagrams. The large unit cell of the maple-leaf lattice imposes strong constraints on
the clusters that can be used, since periodic boundary conditions require cluster sizes that tile
the full lattice (i.e., multiples of the unit cell). To capture the ¢120° order, cluster sizes of
N¢ = 18 are required, which also corresponds to the largest system size we can treat numerically.
Moreover, recall that inside paramagnetic phases all mean fields vanish, so CMFT reduces to
ED with periodic boundary conditions. To describe symmetry-breaking quantum paramagnetic
phases, the chosen cluster must itself allow for the corresponding symmetry reduction. These
consideration restricts us to the three clusters shown in Fig. 6.7, which accommodate distinct
symmetry-breaking patterns of singlet states:

o Cluster (a) preserves all lattice symmetries and is therefore suited to describe the HS state.

o Cluster (b) exhibits the C5 symmetry characteristic of the d-HS state, making it the natural
choice for capturing this phase.

o Cluster (c) has only C5 symmetry about the centers of triangles but treats a larger number
of Jp couplings exactly, biasing it more strongly towards the HS state than cluster (a).

As a first step, we distinguish magnetically ordered from paramagnetic states by computing
the average magnetization
1
Mave = N Z (Sl (6.10)
ieC
where the sum runs over all N¢ sites of the cluster. This order parameter vanishes only when
all local magnetizations are zero and saturates at mayy = 1/2 for simple product states. The

background color in Fig. 6.7 displays may for the three clusters, and shows all putative phase
boundaries or crossovers indicating qualitative changes in the ground state.
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Figure 6.7 — Quantum phase diagrams from CMFT for three different clusters. Top row: the
three eighteen-site clusters used in the analysis. Solid lines denote interactions treated exactly, while
dashed lines represent interactions approximated by mean-field decoupling under periodic boundary con-
ditions. Bottom row: corresponding phase diagrams (for J, < 0). Dashed lines indicate qualitative
changes in the ground state, corresponding either to crossovers or genuine phase transitions. The back-
ground color indicates the average local magnetization |(S;)|; black regions indicate paramagnetic phases
with [(S;)| = 0. An extended HS phase appears in all clusters. Only cluster (b) preserves the symmetries
necessary to host the d-HS state, which indeed emerges as a small but distinct region in its phase diagram.
Cluster (a) further exhibits a paramagnetic (PM) region that resembles neither the HS nor d-HS states.
In ordered regions where neither Néel, FM, or c120° order is not fully realized, regions are labeled by the
momentum k™** at which the structure factor is maximal.

All clusters exhibit an extended PM region (black), though of different sizes, as well as large
magnetically ordered regions. Within these, we also find states distinct from the three con-
ventional ordered phases introduced above; these are labeled by the momentum at which the
structure factor is maximal. Comparison with LT and pf-FRG suggests, however, that such
additional ordered phases are likely finite-size artifacts, and ICS or disordered phases are more
likely. In the following, we discuss in more detail how ordered and paramagnetic regions are char-
acterized and how these tentative boundaries are identified using appropriate order parameters
and observables.

Characterizing ordered states 'To characterize collinear FM and Néel phases, we define the order
parameters

mpM = NL’ > (s, (6.11)
¢liec
MNeel = ]\1[(3’ Z(_l)l<sl> ) (612)

ieC
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Chapter 6 Unconventional quantum states in maple-leaf magnets

where the site index i is chosen such that (—1)* reproduces the staggered spin pattern of the
Néel state. For a pure product state of the corresponding order, both order parameters reach
their maximum of 1/2.

Defining an order parameter for the c120° state in terms of staggered magnetization is more
involved, since the relative angle between spins on distinct red triangles o depend on both the
couplings and the cluster geometry. Instead, we use the fact that in the ¢120° phase each red
triangle locally realizes 120° order, which is naturally captured by the vector chirality

W= 3;3% | ‘Z 1681 85) + (8 x Si) + (S x Sil, (6.13)

ZJvkeoo

where the sum runs over all red J; triangles, (i, j, k) are the three sites in this triangle in a coun-
terclockwise order, and N; denotes their total number in the cluster. With this normalization,
2 reaches 0.5 for perfect ¢120° order in a product state with |[(S;)| = 1/2.

In the CMFT phase diagrams we also encounter regions where none of the above order pa-
rameters is finite, or where several coexist, suggesting alternative types of magnetic order. To
analyze these cases we compute the spin structure factor

S(k) = % S ek (g, ), (6.14)
1]
and identify the momentum k™** where S(k) is maximal. On the eighteen-site cluster only five
symmetry-inequivalent momenta are allowed [highlighted in Fig. 6.1(b)].

The results for the order parameters and k™2 for all three clusters are shown in Fig. 6.8. The
three conventional magnetic orders—Néel, FM, and ¢120°—appear in every cluster, though their
extent varies noticeably. This is expected, since different bonds are mean-field approximated in
each cluster, biasing them toward different ordering patterns.

All clusters also exhibit regions where none or multiple order parameters are finite. Here, the
ordering wave vector jump discontinuously between physically allowed momenta as (Jy3/Jp, J¢/Jp)
are varied. Our Luttinger—Tisza analysis, on the other hand, shows ¢* vectors at ICS momenta,
suggesting that the finite-size cluster likely can’t capture the correct order in this regime. This
interpretation is supported by pf~-FRG, which also reveals dominant ICS correlations in the same
parameter regime.

Characterizing paramagnetic phases The d-HS state reduces the Cg lattice symmetry to a Cs
rotation about the hexagon centers of the maple-leaf lattice. To quantify this symmetry breaking,
we define the corresponding order parameter as

od_HS_— Y Si-Si— ). S-S, (6.15)

< ,j EL\)S < 7]>€8f

where the sums run over the bonds of all N, fully connected hexagons in the clusters. A
paramagnetic state with m,ye = 0 and finite (O4_pg) is identified as a d-HS state. As explained
above, only cluster (b) in Fig. 6.7 can capture a PM phase with this reduced C3 symmetry.

By contrast, the HS state preserves all lattice symmetries and therefore cannot be captured by
a conventional order parameter. Instead, we evaluate its presence through the overlap (fidelity)
with the exact HS state, using the projector

Pys = |Yus) (Yus| , (6.16)
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Figure 6.8 —

CMPFT observables characterizing
ordered phases. Rows (a)—(c) corre-
spond to the clusters shown in Fig. 6.7.
The first three columns display the
order parameters for the FM, Néel, -
and c120° phases. When no single S
order parameter is finite, the phase
is instead identified by the momen-
tum k™** at which the structure fac-
tor is maximal (last column). The 1 ]
symmetry-inequivalent momenta of the B ‘ _— __,":/—
eighteen-site clusters are highlighted in
Fig. 6.1(b), which also illustrates that
both the HS and d-HS states corre-
spond to k™ = K (red).

where |1yg) is the exact HS state defined above. A value of (Pyg) = 1 signals that the ground
state on the fully connected hexagons exactly corresponds to this state. More generally, (Pys)
measures the proximity to the HS state, though it does not allow a precise determination of
phase boundaries.

For both HS and d-HS phases we can additionally compute nearest-neighbor correlations, which
should reveal strong AFM amplitudes on certain bonds characteristic of the singlet pattern as
illustrated in Fig. 6.2.

The evolution of these observables across the PM regime is shown in Fig. 6.9. The HS phase is
consistently identified on all three clusters, marked by pronounced antiferromagnetic correlations
on the hexagons and large (Pys). The singlet formation observed on certain peripheral bonds in
Fig. 6.9(e) is an artifact of CMFT: with all mean fields vanishing, each peripheral site couples
via Jp > 0 to only one neighbor and thus forms a perfect singlet. Our analysis suggests the
HS phase likely extends beyond the J; = J; = 0 point, consistent with the triplon mean-field
analysis of Ref. [31].

The Cs symmetry breaking in the d-HS phase can be resolved only on cluster (b), where it stabi-
lizes over a relatively narrow region, approximately J;/Jj, € [—2.9,—3.3] and J;/J;, € [-1.4, —1.5]
as shown in Fig. 6.9(d). Its real-space spin-spin correlations, shown in Fig. 6.9(f), display the
expected dimerized pattern: strong singlet amplitudes on £3 bonds and strong ferromagnetic cor-
relations on the J; bonds. Within CMFT the HS and d-HS states are separated by magnetically
ordered phases. Our pf-FRG calculations, presented in the next section, instead suggest that
this separation may be a finite-size artifact, and that the two states are continuously connected
in the thermodynamic limit.

Cluster (a) exhibits an additional PM regime that appears continuously connected to the HS
phase, but with only small (Pyg), a characteristic momentum k™** = 2M, and distinct real-
space correlations [Fig. 6.9(g)]. The strong ferromagnetic (FM) correlations on the .J; bonds
combined with the weaker antiferromagnetic (AFM) correlations on the Jj, bonds set this regime
apart from all other phases, suggesting that it either constitutes a distinct phase or, alternatively,
a correlated extension of the HS state.
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Figure 6.9 - CMFT observables for paramagnetic phases. (a)—(c) Expectation value of the projector
Pyg onto the hexagonal singlet state for the three clusters shown in Fig. 6.7. (d) Order parameter of the d-
HS state on cluster (b), which is the only cluster consistent with the required symmetries. In panel (a) the
boundary between the region labeled “PM” and the HS phase is drawn at the points where (Pyg) ~ 0.8,
although the projector varies smoothly and never exhibits a sharp jump. This boundary should therefore
be regarded only as a guide to the eye. (e)—(g) Nearest-neighbor isotropic equal-time spin correlations for
the different paramagnetic regimes, represented simultaneously by color and line width.

6.3.4 Pseudo-fermion functional renormalization group

Finally, we employ the pf-FRG, which in principle provides the most reliable distinction be-
tween PM and ordered phases in the thermodynamic limit. Using the flow-breakdown criterion
described in Sec. 4.5.1 (with representative flows shown in Fig. 4.2), we estimate the extent of
the PM region and identify ordered phases through the momentum k™2* of the structure-factor
peaks. The resulting phase diagram, together with examples of structure factors and nearest-
neighbor correlations, is shown in Fig. 6.10.

In addition to the three ordered phases (Néel, ¢120°, and FM), the model hosts an extended
paramagnetic regime where no flow breakdown is observed [indicated by circle markers and
dashed lines in Fig. 6.10(a)]. Within this PM region, the spin structure factor typically shows
broad intensity with soft maxima at wave vectors corresponding to nearby ordered states, and
its profile evolves smoothly across parameter space [see Fig. 6.10(c)]. The nearest-neighbor spin
correlations in Fig. 6.10(d) likewise exhibit qualitatively different patterns across the PM regime.
Together, these findings suggest that the PM region is not uniform but instead consists of several
distinct phases, which we analyze in detail below.

Spin nematicresponse A region of particular interest, distinct from both LT and pf-FRG expec-
tations, is the PM sector close to the FM boundary. Here the PM regime arises because quantum
fluctuations strongly suppress the extent of the classical FM phase, producing a “melted” FM
state driven by competing AFM couplings. Such frustration of ferromagnetism has been argued
to favor multipolar orders on a variety of lattices, including square [241-246], kagome [247],
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Figure 6.10 — Quantum phase diagram from pf~-FRG. (a) Phase diagram as a function of the
ferromagnetic couplings J; and Jy (with J;, > 0). The color scale encodes the magnitude of the momentum
k™% where the structure factor is maximal. Square markers denote couplings with a flow breakdown at
a finite critical RG scale A, signaling conventional magnetic order, while circular markers indicate the
absence of a breakdown, corresponding to paramagnetic (PM) states. Dashed lines serve as guides to
the eye, separating ordered from paramagnetic regions. (b) Nematic response ngy within the PM phase,
highlighting the strongest tendency toward spin-nematic order near the FM boundary. (c) Structure
factors in the ordered phases and at representative points within the PM regime: J; = J; = 0.0 (where
the HS state is exact) and six example points (A-F) marked in (a). (d) Real-space nearest-neighbor spin
correlations x;7 in the low-cutoff limit, normalized to the maximum value for each parameter point. Red
(blue) bonds indicate AFM (FM) correlations.

triangular [248], and body-centered cubic [249] lattices.

Our pf-FRG implementation allows us to probe for the tendency towards spin-nematic order
by following the procedure outlined in Sec. 4.5.3. Concretely, we introduce a small anisotropy &
on the FM couplings J; and J; that breaks SU(2) symmetry down to U(1) as

JdSZ' . Sj — (Jd — 5)(Slw5]:c + SZJS;J) + (Jd + 5)‘955;7

(6.17)
J1Si - Sj — (Jy — 0)(S7S] + S7SY) + (J +6)S; S5
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Figure 6.11 — 100 F
Nematic response from pf-FRG for selected -
points (marked by black circles in the inset) within £ 4|
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To quantify the tendency towards this type of symmetry breaking—and hence towards spin-
nematic order—we define the nearest neighbor correlations

XZ/Vt = Xj; with (4,5) € d/t, (6.18)
as already studied in the previous section. From these, we construct the spin-nematic response

Jaj XEF — X5
5 XE X

a/t _

sn = (6.19)

For brevity, we suppress the explicit A-dependence. In practice, during the flow the denominator
Xi; + x;; in the subdominant channel may cross zero, causing an artificial divergence of ng{\f .

To circumvent this, we consider the dominant nematic response defined as

d e T Tx
USSR UD R ¢

NSN = . (6.20)
77§N otherwise,

which guarantees smooth behavior and avoids spurious singularities.

The evolution of ngn in the low-cutoff limit is shown in Fig. 6.10(b), with representative flows
provided in Fig. 6.11. As A — 0, the nematic response peaks near the FM boundary and
decreases steadily toward the Néel and c120° regions, indicating an enhanced tendency toward
spin-nematic correlations in the vicinity of the FM phase. Although establishing true long-
range nematic order would require four-spin susceptibilities—beyond the scope of the present
pf-FRG framework—both the structure factor and the real-space correlations point to a distinct
phase: the structure factor is confined to the first Brillouin zone and the correlations are purely
ferromagnetic, in contrast to other PM regions that show additional spectral weight outside the
first Brillouin zone together with AFM correlations on at least one bond type. This behavior is
exemplified by point PM D in Fig. 6.10. Taken together, these observations suggest that PM D
represents a distinct paramagnetic regime, plausibly of spin-nematic character.

VBS and putative QSL phases As with spin-nematic order, valence-bond solid (VBS) phases
require access to four-spin susceptibilities, which lie beyond the scope of the current pf-FRG im-
plementation. The HS state poses an additional challenge since it does not break any symmetries,
rendering a response-function approach inapplicable. In principle, the d-HS state could be probed

140
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by introducing a Cg — C3 lattice anisotropy, but this would create two symmetry-inequivalent
sites per unit cell and necessitate multiple self-energy components in the FRG flow—an exten-
sion that is computationally demanding and we have not yet implemented. Instead, we compare
structure factors and real-space correlations with exact results and CMFT.

Both the HS and d-HS phases exhibit maximal spectral weight near the K point in the
structure factor. In pf-FRG this is observed for all red points in Fig. 6.10(a) (e.g., points labeled
HS, PM A, and PM E). In this region the spin-nematic response is negligible, distinguishing
it from the putative nematic regime. Still close to J; = J; = 0 (PM A), we find strong AFM
correlations on Jj bonds and weak correlations elsewhere, consistent with an extended HS phase.
Further away from this point but still near the ¢120° boundary (PM E), correlations show FM
amplitudes on J; and AFM on Jj, characteristic of the d-HS state, though without explicit
dimerization (inaccessible to pf-FRG due to preserving Cg symmetry). This suggests that the
true ground state in this region is likely the d-HS. Interestingly, this would imply an extended
d-HS regime directly connected to the HS phase, with no intervening ordered states as CMFT
predicted. In this scenario, a direct transition from c120° order to d-HS order could occur,
potentially giving rise to exotic deconfined critical behavior.

We further identify a PM region with weak spin-nematic response near the Néel boundary
(green points in Fig. 6.10(a), e.g., PM B and PM F). Here the structure factor peaks near 2M,
and real-space correlations show AFM Jp, bonds alongside FM J; and J; bonds. This regime is
distinct from both HS and d-HS. CMFT on cluster (a) finds a corresponding phase with weak HS
overlap, consistent with our pf-FRG results. The associated structure factor exhibits half-moon
patterns reminiscent of kagome VBS phases [250], suggesting either a larger-unit-cell VBS or,
alternatively, a symmetric quantum spin liquid.

6.3.5 Discussion

By combining CMFT and pf-FRG we have established strong indications for a broad param-
agnetic regime that most likely hosts several distinct phases, including putative VBS and spin-
nematic ground states. The consistent identification of such a regime across both methods—
despite their contrasting biases—provides compelling evidence that a genuine quantum param-
agnet emerges in this part of the phase diagram. The precise nature of the underlying phases,
as well as possible internal phase boundaries, however, cannot be resolved conclusively within
our present approach. Of particular interest is the transition from the ¢120° to the putative
symmetry-breaking d-HS phase, which raises the possibility of unconventional deconfined criti-
cal behavior. Determining whether this transition is direct and, if so, whether it is first-order or
continuous, remains an open question of considerable interest.

This motivates further investigation with complementary techniques. Variational tensor-
network methods such as iDMRG or iPEPS, or variational Monte Carlo with competing VBS
and QSL Ansétze, would allow for a more direct energetic comparison between candidate states.
Equally, computing dynamical quantities such as spin and dimer susceptibilities could help dis-
tinguish between spin-nematic and VBS tendencies. On the experimental side, characteristic
fingerprints in the structure factor—such as broad continua or “half-moon” features—may serve
as useful probes in candidate materials.

More broadly, our results show that competing ferro-antiferromagnetic interactions can give
rise to unconventional quantum states beyond the standard paradigm of frustrated antiferromag-
nets. The maple-leaf lattice thus joins triangular, kagome, and Shastry—Sutherland systems as
an arena where competing interactions stabilize exotic paramagnetic ground states. This high-
lights the potential of extending the search for novel spin-liquid and multipolar phases to other
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frustrated lattices with mixed FM and AFM couplings, as well as to real material realizations.

It would be particularly interesting to extend the present CMFT and pf-FRG analysis to
the parameter regimes relevant for the S = 1/2 models proposed for spangolite [197, 198] and
bluebellite [199, 202] in recent studies, as well as, in the future, to the many not-yet-characterized
candidate materials introduced in the introduction of this section.

6.4 Noncoplanar orders and putative chiral quantum spin liquids from
cross-plaquette interactions

Motivated by the observation that long-range cross-plaquette interactions can stabilize non-
coplanar orders in classical Heisenberg models on the kagome [223, 224] and square-kagome
lattices [225]—both promising candidates for chiral QSLs in the S = 1/2 limit—we now extend
our study beyond the nearest-neighbor Hamiltonian considered in the previous sections. Specif-
ically, we take isotropic nearest-neighbor couplings J; = J; = J, = J; and add second- (J2) and
third-nearest neighbor (.J3) interactions across the hexagonal plaquettes of the maple-leaf lattice
[see Fig. 6.1(a)]. The resulting Hamiltonian reads

H=J)Y S8;-Sj+J > S-Si+Js> Si-Sj (6.21)
(i)

(ij)hQ (ij)hS

where (ij)5,2 and (ij),s denote the cross-plaquette bonds.

This section is based on Ref. [P6], which maps out the classical and quantum (S = 1/2) phase
diagrams for both AFM (J; > 0) and FM (J; < 0) cases. The classical phase diagram is obtained
through a combination of Luttinger-Tisza, classical Monte Carlo, and a semianalytical approach
introduced in Ref. [225], which allows for the determination of exact classical phase boundaries.
These classical calculations were carried out by Martin Gembé and Heinz-Jiirgen Schmidt. Here,
we first briefly summarize the methods used to identify the classical phases and boundaries,
with particular emphasis on the noncoplanar orders, before turning to the effects of quantum
fluctuations for AFM J; > 0 and FM J; < 0. The quantum phase diagrams were obtained using
pf-FRG by the author of this thesis, revealing several paramagnetic regimes—some overlapping
with classical noncoplanar phases—that emerge as natural candidates for quantum spin liquid
ground states.

All figures in this section are redrawn from Ref. [P6]. Most of the data shown was obtained by
the author of this thesis. Exceptions are the classical phase boundaries, as well as all common
origin plots and classical structure factors, which where created by Martin Gembé and Heinz-
Jirgen Schmidt and reused here with permission. This section is supplemented by Appendix C,
which presents phase diagrams obtained from unconstrained Luttinger—Tisza calculations, along
with cuts through the quantum phase diagrams shown in the main text.

6.4.1 Methods for constructing the classical phase diagram

The starting point for constructing the classical phase diagram is the unconstrained Luttinger-
Tisza (LT) method, where all q"" vectors minimizing the Hamiltonian under the weak spin-length
constraint are calculated. The resulting phase diagrams are shown in Appendix C, already pro-
viding good indications of phase boundaries. Since we are particularly interested in noncoplanar
ground states, a single-q spiral Ansatz built from LT eigenvectors is insufficient. Instead, one
must employ either the real-space version of LT (typically the simplest approach) or multi-q
Ansétze (both described in Sec. 3.1), which allow the identification of multiple coplanar and
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noncoplanar phases. Nevertheless, there remain regions where LT does not produce spin config-
urations that satisfy the strong spin-length constraint, requiring alternative methods to determine
the true ground state.

To this end, we employ classical Monte Carlo simulations (carried out by Martin Gembé) on
finite lattices of L x L unit cells with periodic boundary conditions, with typical system sizes
of L = 12 (864 sites). Proper thermalization at low temperatures is ensured by a parallel-
tempering (replica-exchange) scheme [251, 252] with 192 logarithmically spaced temperatures
between Tyin = 10™% and Tyax = 10. A detailed description of the Monte Carlo setup is given
in the appendix of Ref. [P6].

The semianalytical method [225] refines classical ground states obtained from Monte Carlo
simulations by reducing them to a small set of representative spin directions. Starting from
the numerical spin configuration, one groups nearly parallel spins, identifies their underlying
symmetry, and parametrizes the remaining independent spin directions by a few variables (at
most 2K — 1, where K is the number of symmetry inequivalent spin orientations). The classical
energy is then expressed as a function of these parameters and numerically minimized, using
the Monte Carlo result as an initial guess. This effectively yields an analytical expression of
the energy, and thus allows the determination of exact phase boundaries. A more detailed
explanation of the method is given in Refs. [P6, 225].

6.4.2 Phase diagram of the antiferromagnet

We begin with the case of AFM nearest-neighbor interactions J; > 0. The quantum phase
diagram is obtained using pf-FRG in parameter regions where the classical analysis predicts
phase transitions or noncoplanar orders. Our pf-FRG simulations employ a frequency grid of
40 x 35 x 35 and lattice truncations up to L = 15. Ordered phases are identified by comparing
spin structure factors with the corresponding Monte Carlo results, while paramagnetic—and
thus putative QSL—regimes are detected as regions without a flow breakdown in the structure
factor, as described in Sec. 4.5.1.

The combined classical and quantum phase diagrams, together with representative structure
factors and common-origin plots, are shown in Fig. 6.12. Panel (a) displays the critical scale A,
where regions with A. = 0 (black) correspond to paramagnetic candidates for QSL phases. Panel
(b) shows the evolution of the structure factor peaks, plotting the distance of k™** from K
(rather than k™#* directly, as in previous sections) to better distinguish the observed phases.
The solid gray lines denote classical phase boundaries obtained via Monte Carlo combined with
the semianalytical method. In total, we find six distinct classical phases, labeled by Roman
numerals: four noncoplanar (marked with an asterisk) and two coplanar. Below, we briefly
outline the nature of these classical phases before turning to the role of quantum fluctuations. A
detailed discussion of the real-space structures, ground-state energies, and symmetries of these
classical phases is provided in Ref. [P6].

Classical states The coplanar phase I corresponds exactly to the ¢120° state already discussed
in the previous two sections and illustrated in Fig. 6.2(c). Phase III is a distinct coplanar state
with six spin sublattices, whose six-site magnetic unit cell coincides with the geometric unit cell
of the lattice (i.e., it is a ¢ = 0 order). Both of these phases can be described exactly within LT
using a single-q Ansatz.

The noncoplanar phases II and VI can also be captured exactly by LT, but require a triple-q
Ansatz where the three wave vectors ¢'1 = (0,7)7, (7,0)7, (r,7)T (in the basis where the
reciprocal lattice vectors areGy = (27,0)T, Gy = (0,27)T) are assigned to the z, y, and z
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Figure 6.12 — Phase diagram of the antiferromagnet (J; > 0). (a) Critical scale A., at which
the renormalization group flow develops an instability, signaling the onset of long-range order. Black
regions indicate the absence of an instability (A, = 0), corresponding to a PM ground state. Gray
dots mark the coupling points where calculations were performed. Gray lines denote the classical phase
boundaries, obtained from a semianalytical analysis. Roman numerals label the different ordered phases,
with asterisks indicating noncoplanar ones. (b) Distance between the momentum of the structure factor
maximum k™% and K. (c) pf-FRG structure factors for all observed phases. (d) Classical structure
factors for all ordered phases obtained from Monte Carlo simulations for the same parameters as in (c).
(e) Corresponding common-origin plots of the spin sublattices for each ordered phase, as determined from
LT and the semianalytical analysis. (d, e) are directly taken from Ref. [P6]

spin components, respectively. This construction is discussed in detail for phase VI in Sec. 3.1.
Phase II realizes a noncoplanar state with twenty-four spin sublattices, and a magnetic unit cell
of the same size. Phase VI also has a twenty-four-site magnetic unit cell but only twelve distinct
spin orientations, pointing to the vertices of a deformed icosahedron which becomes regular at
(J2,J3) = (0,—1), as illustrated in the common-origin plot of Fig. 6.12(d).

By contrast, the noncoplanar phases IV and V cannot be obtained from LT. Here, the semian-
alytical method identifies 72 distinct spin sublattices, parametrized by six variables in phase V
and four in phase IV. However, both unconstrained LT and pf-FRG indicate that the region
between phases IIT and VI is instead governed by incommensurate (ICS) momenta, which are
inaccessible to finite-size Monte Carlo simulations. It is therefore likely that phases IV and V do
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Figure 6.13 — Evolution of the structure factor across the incommensurate regime. Top: pf-
FRG structure factors for fixed Jo/J; = 1 and varying Js/J; (values indicated at the bottom left), showing
the evolution from phase VI (left) to phase III. Bottom: Minimal ¢*" vectors for the same parameters.
The continuous evolution indicates a single phase with incommensurate (ICS) correlation patterns, rather
than the distinct phases IV and V identified in Monte Carlo simulations.

not correspond to two separate states, but rather represent a single incommensurate noncoplanar
phase, as we discuss further below.

The effects of quantum fluctuations Before discussing putative chiral QSL phases, we first com-
pare the pf-FRG structure factors with their classical counterparts, both shown in Fig. 6.12(c,
d). Deep within the ordered phases I, II, III, and VI, the agreement is excellent, as expected. In
contrast, in the region between phases III and VI the pf~-FRG structure factor evolves smoothly
from one to the other, with peaks shifting continuously to incommensurate (ICS) momenta,
rather than showing the two distinct phases IV and V identified in the classical analysis. This
behavior is illustrated in Fig. 6.13, which also demonstrates that the "1 vectors show equivalent
behavior. A similar situation occurs near the junction of phases I, II, and VI, where pf-FRG
again reveals ICS momenta. Together, these results strongly suggest that the classical phase dia-
gram likewise hosts ICS phases in these regions, which cannot be faithfully resolved by finite-size
Monte Carlo simulations.

Strikingly, it is precisely in those regions where the classical and quantum structure factors
disagree that extended paramagnetic regimes appear. The most prominent example is a broad
quantum-disordered region around the triple point where phases I, II, and VI meet. Here,
the strong competition between neighboring orders, amplified by quantum fluctuations, appears
sufficient to melt the magnetic order entirely. Since this regime extends deeply into the classical
noncoplanar phase II, it is a promising candidate for a chiral QSL.

Surprisingly, the extended regime encompassing the classical noncoplanar ICS phases IV and V
shows very similar behavior. Although we do not observe a flow breakdown, the structure factor
still exhibits relatively sharp peaks in these regions, as shown in Fig. 6.12(c). Additionally, ICS
states typically order at lower critical temperatures, which makes such transitions harder for the
pf-FRG to detect. As a result, we cannot unambiguously determine whether this region is truly
quantum-disordered or an artifact of the method. If genuine, such a paramagnetic state would
coincide directly with the classical noncoplanar ICS regime, again making it a strong candidate
for a chiral QSL.

6.4.3 Phase diagram of the ferromagnet

We now consider the case of ferromagnetic couplings J; < 0. The combined quantum phase
diagram, classical phase boundaries, and pf-FRG structure factors are presented in Fig. 6.14.
For the classical calculation, we restrict to a Luttinger-Tisza analysis, which captures all phases
analytically except for a regime characterized by g"“T vectors at incommensurate (ICS) momenta
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Figure 6.14 — Phase diagram of the ferromagnet (J; < 0). (a) Critical scale A., at which the
renormalization group flow develops an instability, signaling the onset of long-range order. Black regions
indicate the absence of an instability (A, = 0), corresponding to a PM ground state. Gray dots mark
the coupling points where calculations were performed. Gray lines denote the classical phase boundaries,
obtained from a Luttinger-Tisza analysis. Roman numerals label the different ordered phases, with
asterisks indicating noncoplanar ones. (b) Absolute value of the momentum k™?* where the structure
factor is maximal. (¢) pf-FRG structure factors for all observed phases. Classical counter-parts are in
Fig. 6.15

Figure 6.15 —

Classical noncoplanar ground states of the fer-
romagnet. Shown are the exact classical structure Phase VIII v S
factors (left) and common origin plots (right) for the ase o*
two noncoplanar phases found in the phase diagram
of the ferromagnet in Fig. 6.14. Both spin configura-
tions can be exactly captured using Luttinger-Tisza . °
with a triple-q Ansatz. Common origin plots are LI

taken directly from Ref. [P6]. Phase IX . %

that is also detected in pf-FRG. Since Monte Carlo simulations cannot reliably resolve such
ICS regions, we do not attempt a detailed classical characterization here. As before, we first
outline the classical phases observed—a ferromagnet, two noncoplanar states, and an extended
ICS regime—before turning to the impact of quantum fluctuations.

Classical phases In addition to a large FM regime (phase VII), the Luttinger-Tisza analy-
sis identifies two noncoplanar phases, VIII and IX, whose exact classical structure factors and
common-origin plots are shown in Fig. 6.15. Both are described by a triple-q Ansatz with
q"" = (0,7)T, (r,0)7, (7, m)T assigned to the three spin components. Phase VIII realizes a
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noncoplanar state with a twenty-four-site magnetic unit cell and equally many spin sublattices.
While the detailed configuration evolves with J; and Js, its symmetry and qualitative form re-
main as illustrated in Fig. 6.15. Phase IX also has a twenty-four-site magnetic unit cell, but
only twelve spin sublattices. The spin directions form a polyhedron composed of four equilateral
triangles, which we term a deformed truncated tetrahedron. Unlike the Archimedean truncated
tetrahedron (with 12 vertices, four regular hexagons, and four triangles), this structure lacks
regular hexagons. In this phase, the overall spin configuration remains fixed as J3 varies, but
the size and orientation of the equilateral triangles depend on Js.

Effects of quantum fluctuations Deep within the ordered phases, the classical and quantum cal-
culations again show good agreement. However, reminiscent of the nearest-neighbor model with
competing ferro- and antiferromagnetic interactions discussed in the previous section, quantum
fluctuations significantly shift the phase boundaries by reducing the extent of the FM regime
(phase VII). Instead, a paramagnetic region (PM 1) emerges near the boundary of phase VIII.
As also discussed in Sec. 6.3.4 this makes the region a promising candidate for multipolar order,
and its structure factor indeed closely resembles that of point PM D in the putative spin-nematic
regime of the nearest-neighbor phase diagram [Fig. 6.10]. This suggests possible spin-nematic
behavior, although we have not explicitly computed the corresponding response.

Of central interest here is the ICS regime between the noncoplanar phases VIII and IX. Travers-
ing this region from phase VII to phase IX, the structure-factor peaks evolve continuously, shifting
first from M to K, and then from K to %K . In no extended regime do the g™ or k™®* vectors
lock exactly onto K, consistent with an incommensurate phase. At the boundaries of this ICS
regime with the noncoplanar phases VIII and IX, two extended paramagnetic regions (PM2 and
PM3) emerge. Both show no flow breakdown and only broad features in the structure factor, as
illustrated in Fig. 6.14(c). While PM2 lies adjacent to the boundary of noncoplanar phase VIII,
PM3 extends largely over the classical noncoplanar IX region. These regimes are therefore strong
candidates for chiral QSL ground states.

6.5 Discussion

Our classical analysis demonstrated that introducing long-range cross-plaquette interactions on
the maple-leaf lattice stabilizes a variety of noncoplanar magnetic orders. In the S = 1/2 limit,
we find multiple instances where quantum fluctuations suppress long-range order, opening the
possibility of chiral QSL phases emerging through the melting of noncoplanar chiral parent states.

Since the maple-leaf lattice lacks reflection symmetry about any straight line, it would be
particularly interesting to explore whether other lattice symmetries could be broken—up to time
reversal—to realize the combined PT symmetry required for the specific class of U(1) chiral
QSLs [213]. A systematic classification of chiral mean-field Ansétze via the projective symmetry
group [245], combined with variational Monte Carlo to evaluate correlations (as recently done
for fully symmetric QSLs [237]), could provide a concrete route for comparison with the classical
and pf-FRG structure factors.

It would also be valuable to investigate the phase diagram with other modern numerical
techniques. The pf~-FRG, while powerful, carries significant uncertainties, and previous sections
already highlighted how tensor network methods can yield markedly different results in related
models. The large unit cell and incommensurate nature of correlations on the maple-leaf lattice,
however, make this a particularly challenging problem. As a first step, the pf-FRG framework
could be further exploited to probe tendencies toward dimer or, especially relevant for the FM,

147



Chapter 6 Unconventional quantum states in maple-leaf magnets

spin-nematic order, using the response-function approach introduced in Sec. 4.5.3.

Although not explicitly presented here, we also studied the finite temperature behavior of the
classical model [P6] with classical Monte Carlo to investigate the nature of the thermal transition
into the ordered ground state. Although the Mermin-Wagner theorem forbids the breaking of the
continuous SU(2) symmetry in two dimensions, in noncoplanar phases the spontaneous selection
of a certain chirality is a discrete symmetry breaking that is allowed even in two dimensions.
We indeed found that the noncoplanar phases show strong indications of a phase transition at
relatively large temperatures (above T' >2 0.2.J;). Here, using the recently developed pseudo-
majorana FRG (pm-FRG) [14, 140, 141] that generalizes the pf-FRG to finite temperatures
would be well suited to probe for similar transitions. It would also have the advantage that, at
such large temperatures, the method has even shown to obtain quantitative agreement with exact
methods, and an identification of a paramagnetic regime in pm-FRG would thus substantially
strengthen the claim of a putative QSL ground state.

Moreover, as a natural next step, the pf~FRG framework itself could be further exploited
to explore competing ordering tendencies—such as dimer order or, in the ferromagnetic case,
spin-nematic order—via the response-function approach introduced in Sec. 4.5.3.
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Chapter 7

Spin-valley magnetism in moiré materials

In this chapter, we turn to the realm of two-dimensional materials. While the previous chap-
ter focused on the maple-leaf lattice, where two-dimensionality is only effective—the underlying
minerals are three-dimensional crystals with weak interlayer coupling—here we consider systems
that are intrinsically two-dimensional, consisting of only a few atomic layers, or even a single
layer. The prime example is graphene: a single sheet of carbon atoms arranged in a honeycomb
lattice. Since the groundbreaking discovery in 2004 that high-quality, free-standing graphene
sheets can be isolated with relative ease [253], research on two-dimensional materials has ex-
panded explosively. Beyond graphene, a broad family of atomically thin crystals has become
experimentally accessible, most prominently transition-metal dichalcogenides (TMDs) [254] and
hexagonal boron nitride (h-BN) [255], which is widely used as an atomically flat insulating sub-
strate.

Such materials are of great interest because of their high tunability. For instance, the carrier
density—that is, the electronic filling—can be directly controlled by applying a gate voltage.
This stands in sharp contrast to three-dimensional systems, where changing the filling typically
requires chemical doping and is therefore much more constrained. Even greater flexibility arises
when stacking multiple layers of two-dimensional materials: the number of layers, their relative
alignment, and the choice of materials provide powerful control knobs that can dramatically alter
material properties and give rise to physics entirely different from that of a single isolated layer.

For example, single-layer graphene is a semimetal with linear dispersion near the K and
K’ points discussed in Sec. 2.2.1, where electronic correlations remain relatively weak [71]. In
contrast, twisted bilayer graphene (TBG)—comprising two stacked graphene layers rotated by
a small relative angle—exhibits markedly different behavior: rotating one layer relative to the
other produces a large-scale moiré pattern consisting of locally aligned and misaligned regions
(illustrated in Fig. 2.3). This pattern, and the resulting spatial modulation of the interlayer
hopping amplitudes and potentials, gives rise to extremely flat electronic bands that strongly
enhance otherwise weak electronic correlations. Such flat bands occur only at specific, so-called
“magic angles,” most notably around 6 =~ 1.1° [77, 78].

Experiments on magic-angle TBG indeed reveal strong correlation phenomena, including Mott
insulating states and unconventional superconductivity, which can be accessed by tuning the
electronic filling with a gate voltage [256—259]. Similar correlated behavior has also been observed
in other stacked graphene systems with different number of layers and alignments, such as twisted
double bilayer graphene (TDBG) [260-263], and—of particular relevance for this chapter—in
trilayer graphene aligned with hexagonal boron nitride (TG /h-BN) [264-268]. A further emergent
class of platforms are moiré systems of two-dimensional TMDs [269-272], which exhibit analogous
correlation-driven effects.

The emergence of flat bands can already be understood within the low-energy tight-binding
framework of graphene. As discussed in Sec. 2.2.1, the essential physics derives from the lin-
ear dispersion at the Dirac cones located at K and K’. Effective theories for moiré materials
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Chapter 7 Spin-valley magnetism in moiré materials

therefore typically start from an expansion around these points and subsequently incorporate
interlayer couplings and external potentials. Because the states near K and K’ are degener-
ate, this expansion introduces an additional bi-valued quantum number the wvalley degree
of freedom—that distinguishes electrons near K from those near K’. The resulting Hubbard
models thus describe fermions carrying both spin and valley degrees of freedom, hopping on the
emergent moiré superlattice. While the precise parameters of these models—and in particular
their position along the weak-to-strong coupling axis—remain uncertain, the observation of Mott
insulating states motivates studying their strong-coupling limit. As discussed in Sec. 2.2, this
naturally yields quantum spin models where the localized moments are described by spin-valley
operators, i.e., generators of SU(4) rather than the SU(2) spins of conventional models. Such
SU(4) spin-valley models have, for example, been explicitly derived for TBG [48] and TG/h-
BN [49].

As discussed in the introductory Chapter 1, an exact SU(4) symmetry generally enhances
quantum fluctuations compared to SU(2). However, once symmetry-breaking terms are intro-
duced, this enhancement can be suppressed, and the resulting interactions may strongly reshape
the phase diagram—potentially stabilizing distinct spin- and/or valley-ordered states. In the
effective spin-valley models for moiré materials, the SU(4) symmetry is indeed typically strongly
broken by exchange interactions to SU(2)_ . ®U(1) through various coupling terms between
the spin and valley sectors.

This raises two central questions: (i) which ordered states are favored by these SU(4)-breaking
terms, and (ii) can quantum fluctuations still stabilize paramagnetic phases despite the symmetry
reduction. To address the first question, we employ the semiclassical Monte Carlo method for
SU(4) models introduced in Sec. 3.2, which also captures the role of thermal fluctuations. For the
second, we use the pf-FRG framework generalized to spin-valley systems as described in Sec. 4.3.
In this chapter, we apply these approaches to concrete models for two different systems:

spin valley

In the first section, based on Ref. [P2], we study one of the simplest moiré setups: monolayer
graphene subject to a substrate-induced potential. Despite its simplicity, the noninteracting band
structure already shows rich physics, with highly localized states coexisting with dispersive one-
dimensional chiral channels. A strong-coupling expansion in the presence of Coulomb interactions
yields an effective SU(4) spin-valley model with peculiar chiral interactions. We analyze the
semiclassical mean-field phase diagram of this model, and for particularly degenerate phases
study the role of thermal fluctuations using our semiclassical Monte Carlo implementation. We
also compare our results with SU(4) spin-wave calculations, finding good agreement and thus
providing a good benchmark for our implementation.

In the second section, based on Ref. [P1], we investigate trilayer graphene aligned with hexag-
onal boron nitride (TG/h-BN). In this system, both the electronic filling and an external dis-
placement field act as tuning parameters, and experiments report correlated insulating states at
large fields and integer fillings. Building on the effective spin-valley model derived in Ref. [49],
we explore the phase diagram using a combination of semiclassical Monte Carlo and pf-FRG,
with the aim of clarifying the competing ordered states and the potential for quantum-disordered
phases.

7.1 Single-layer graphene in a moiré potential
In this section, we consider monolayer graphene placed on an insulating substrate that shares the

hexagonal structure of graphene but either has a slightly different lattice constant or is rotated
by a small twist angle. This configuration generates a moiré pattern, as illustrated in Fig. 7.1.
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7.1 Single-layer graphene in a moiré potential

Figure 7.1 —

Triangular moiré superlattice and
network model. Two hexagonal lay-
ers with a small twist angle form a moiré
pattern. The interlayer potential varies
on the moiré scale due to different stack-
ing arrangements (schematically shown
on the right). Blue circles mark AA-
stacked regions, where the layers per-
fectly overlap and localized states reside.
Red lines trace the one-dimensional chi-
ral channels (1DCCs), which are valley-
polarized such that electrons in opposite o parane: 3

valleys move in opposite directions, as in- BN DA 23 4.’5» 3 2 "2‘: . QO
dicated by the arrows inside for one tri- e
angle on the bottom left.
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In contrast to TBG, the insulating nature of the substrate prohibits interlayer tunneling, and
the moiré potential acts only through a spatially modulated electrostatic field.

Following Ref. [P2], we begin by briefly outlining the derivation of an effective network model
that captures the low-energy physics of this system, including the emergence of highly localized
states and one-dimensional chiral channels (1DCCs) that interact in a characteristic manner. In
the strong-coupling limit, the effective model reduces to an SU(4) spin-valley Hamiltonian with
SU(2)gpin @ U(1)yapey symmetry and chiral interactions.

The main part of this section focuses on studying the semiclassical zero-temperature phase di-
agram of this model, as well as the role of thermal fluctuations in particularly degenerate regions,
using a combination of mean-field methods and our semiclassical Monte Carlo implementation
discussed in Sec. 3.2. This analysis not only reveals an intriguing mechanism by which fluctu-
ations induce noncoplanar chiral order, but also highlights the capabilities of our Monte Carlo
approach. In addition, by comparing with SU(4) spin-wave calculations at low temperatures, we
obtain a valuable benchmark for our method.

Unfortunately, the relevant filling for the model under consideration is one electron per site
(quarter filling), which cannot be accessed with our current pf~-FRG implementation (as discussed
in Sec. 4.3). We therefore refrain from analyzing quantum fluctuations in this case.

We note that the central achievement of Ref. [P2] is the identification of the localized states
and chiral channels, together with the derivation of the resulting exotic effective interactions. Full
credit for this, as well as for the mean-field and SU(4) spin-wave analyses, goes to my coauthors
of Ref. [P2], particularly Jeyong Park and Jinhong Park. My contribution was the analysis of
thermal fluctuations via semiclassical Monte Carlo simulations, as well as the confirmation of
their zero-temperature mean-field phase diagram in certain regions. This also forms the primary
focus of the present section. Except for the mean-field phase diagrams in Fig. 7.2, all data shown
in the figures were obtained by the author of this thesis and are redrawn from Ref. [P2].

7.1.1 Derivation of the spin-valley model

The starting point for the effective description of the moiré system is the low-energy theory of
graphene, obtained by expanding the tight-binding model around the valleys K and K’. This
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Chapter 7 Spin-valley magnetism in moiré materials

yields the massless Dirac Hamiltonian (see Ref. [71] for details),
Hy = —iv (0,577 + 8ysyTO) , (7.1)

with Pauli matrices 7® and s* acting in valley and sublattice space, and v = 3ta/2 the Fermi
velocity.

An insulating substrate induces an electrostatic potential that can be decomposed into a
uniform part Vo = (Vi + VB)/2 and a staggered part Vi = (Vo — VB)/2, where V} /g act on
the respective sublattices. Including these contributions leads to the effective single-particle
Hamiltonian

H = —iv (0,5"1% + 0ys¥7%) + Vo(r)1 + Vi(r)s*. (7.2)

Here, Vy(r) and Vi(r) vary smoothly in space due to the moiré pattern. The uniform term shifts
both sublattices equally, while the staggered term alternates sign depending on the local stacking
configuration. For instance V; has its maximum in the AB and BA stacked regions illustrated in
Fig. 7.1

Assuming the moiré potential varies smoothly, it can be represented by a Fourier expan-
sion restricted to the leading (shortest) reciprocal lattice vectors of the triangular superlattice.
The resulting band structure exhibits two characteristic types of states. First, there are one-
dimensional channel states (1IDCCs), which form dispersive bands whose Bloch wave functions
are strongly localized along the lines connecting the AA-stacked regions (illustrated as red lines
in Fig. 7.1). These channels are valley-polarized: states originating from the K and K’ points
propagate in opposite directions (indicated by arrows in Fig. 7.1). Second, there are highly flat
bands associated with states localized in the AA regions (blue dots in Fig. 7.1). The widths
of both the 1DCCs and the localized states scale as ~ 1/L, with L the moiré lattice spacing.
Consequently, for sufficiently large moiré unit cells the localization is strong and hybridization
between the different electronic states is weak.

To capture the interaction between localized states and 1DCCs, one can derive an effective
network model that includes (i) the kinetic energy of the 1DCCs, (ii) hybridization between
two 1DCCs at their crossing points, and (iii) hybridization between localized states and 1DCCs.
Due to the strong localization, there will additionally be an energy penalty when more than
two electrons occupy these states that can be modeled by an on-site Hubbard interaction U.
Since the hybridization is weak, and localization is strong, one can perform a strong coupling
expansion to derive the effective interaction between the localized states that, in this case, takes
the form of an RKKY interaction [273, 274] mediated by the 1DCSs !

The detailed derivation and full Hamiltonian is presented in Ref. [P2]. To study the com-
petition of the interaction, we restrict to nearest neighbor interactions, which results in the
spin-valley Hamiltonian

H=75Y (1+0;0;) (ew T+ h.c.) + 53 (1+0505) (1 +7777) (7.3)
(i) (i)

3 3
+J3 Z p (H PI;: - H Pp_k) Op,+(Opy X Opy) (7.4)
k=1 k=1

p=V/A

I This is different to the mechanism behind the typical exchange interaction discussed in Sec. 2.2, as the
interactions are mediated by the 1DCCs (which are not localized) instead of virtual hopping processes
between localized orbitals themselves. This is an interaction typically found in metallic magnets. It
typically has the form ~ cos(2kgr)/r® where k is the Fermi-momentum, but we neglect the long-range
behavior here for simplicity.
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7.1 Single-layer graphene in a moiré potential

Here, o; = (0%,0¢,07)T and 7, = (7%,7/,77)T denote SU(2) operators acting on the spin

and valley degrees of freedom, respectively. More precisely, the operators in the Hamiltonian
are spin-valley operators of the form o7/ with pu,x € {0,1,2,3} = {d,z,y,z}, as defined in
Eq. (3.39). These act on the full local Hilbert space, with ¢!’ = o' TZ-O and 7° = U?Tf. At quarter
filling (one electron per moiré unit cell), the spin and valley operators factorize as simple tensor
products, o7/ = ¢! ® 7, which justifies the separation in notation. This factorization does not
hold at half-filling, as discussed in detail in Sec. 3.2. The operators 7'ii denote raising and lowering
operators in valley space, while PijE = (7 £177)/2 projects onto the & valley. In the third term of
the Hamiltonian, the sum runs over all up- and down-pointing triangles, with p1, p2, p3 labeling
the sites of each triangle in anticlockwise order. The prefactor p = 41 alternates between up-
and down-pointing triangles. The dominant coupling in the effective model is Jo > 0, while .J}
and J3 enter as perturbations. Due to symmetry we only have to consider ¢ mod 27 /3 [P2].

The Hamiltonian exhibits an SU(2)_.. ®@U(1)
SU(2)_. ® U(1) symmetry, since spin rotations in each valley leave it invariant indepen-

spin valle
dently.pThe correspoillding symmetry generators are P*o and 77. The symmetry-breaking terms
Jo and Jj arise from RKKY-type processes involving electrons propagating to a neighboring site
and back. Owing to the chirality of the one-dimensional channels, such processes necessarily in-
volve two valley flips, ~ Ti_7'j+ that break SU(4) symmetry. The chiral interaction ~ J3 originates
from processes in which electrons traverse closed loops around a triangle, with the staggered sign

again reflecting the valley-dependent chirality of the 1DCCs.

: +
spin valley Symmetry, or, more precisely, an SU(2)spm®

7.1.2 Mean-field phase diagram

To obtain the zero-temperature phase diagram of such a model, in principle, the minimization
procedure in the semiclassical limit discussed in Sec. 3.2 could be applied. In our semiclassical
Monte Carlo implementation, however, we have not yet included complex couplings (relevant
for ¢ # 0,7) or three-spin interactions (relevant for Js # 0), although these extensions are
conceptually possible. We are therefore restricted to the case of finite Jy and J with ¢ = 0 and
J3 = 0 in our current method.

To still obtain a mean-field phase diagram in the full parameter space, our collaborators instead
performed SU(4) mean-field calculations, which are equivalent to our approach: the interactions
in the Hamiltonian can be decoupled according to TZ.“T;’ R~ <7}“>1}b + T (T;’} — <1}“><1}b), where
T denotes components of the spin—valley operators. Choosing a magnetic unit cell of size
Nyr fixes the periodicity of the expectation values (T7). This reduces the problem to i =
1,..., Nyr independent single-site Hamiltonians of the form H; = )" T/ h{({(T})}), which can
be minimized separately in the local four-dimensional Hilbert space. The resulting ground state is
a semiclassical product state, |¥) = ), [1/;), constructed from the solutions on each site. Starting
from random initial values of the expectation values, this procedure yields a set of self-consistent
equations that can be solved numerically. Our collaborators carried out the mean-field analysis
for Nyr = 1,2,3,4 and consistently found that only the one-sublattice and three-sublattice
solutions minimize the energy. For the region with ¢ = 0 and J3 = 0, our Monte Carlo approach
perfectly agrees with their method. The mean-field phase diagrams in the full parameter space
are shown in Fig. 7.2, which we discuss in the following.

Degenerate ground state manifold of the J>-only Hamiltonian Hy Since J, is the dominant cou-
pling, let us begin by considering the Jy-only Hamiltonian with J5 = J3 = ¢ = 0. In this limit,
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Figure 7.2 — Zero-temperature mean-field phase diagram of the spin—valley model. Ground-
state phase diagrams of Hamiltonian (7.3) are shown in different parameter planes. In all cases, the
mixed spin-—valley degrees of freedom p® form 120° order, while the valley-projected spin o P* exhibits
ferromagnetic order in one valley. The second valley may host noncoplanar order with finite chirality
xT — x~, ferromagnetic order with vanishing chirality (green), or 120° order with vanishing chirality
(dotted white lines). Solid lines denote continuous transitions, while dashed white lines mark transitions
where the sense of 120° order in pu* changes between left- and right-circulating. The yellow line indicates
how the couplings could be tuned by a gate voltage. Figure and data taken and adapted from Ref. [P2].

the Hamiltonian can be rewritten as

Hy=21» (1+00) (Tfff + Tf’ff) =2Jy ) (p} 15+ pi - ) (7.5)
(ig) (i5)

where in the second step we introduced the four-component vectors

p’zl = (Tixv Tiyo-iza Tz’y(’g» Tiyo-f) IJ’? = (sz7 Tizo-%r? Tixo-gj/’ T'zo-?) : (76)
The classical ground state of Hy is minimized when these vectors form a four-dimensional 120°
pattern between neighbors, such that pf - pj = cos(2m/3) for a = 1,2. This condition, however,
does not uniquely fix the ground state but leaves a large degeneracy. In particular, the spin
expectation values projected to the two valleys, (o P¥), also develop different kinds of order.
In one valley the spin is always ferromagnetic, while in the other valley, a noncoplanar spin
configuration may emerge. This can be diagnosed by the staggered spin chirality

1
Y=g O plon PR (0P x 0y, PY) (7.7)
p=V/A

which takes values in the range —% <yt < %.

For Hy in the mean-field (semiclassical) limit, all values of the chirality are degenerate. This
degenerate manifold can be parameterized by an opening angle 6 € [0, 7| between the spins and
the z-axis, together with a discrete choice (£) specifying which valley hosts ferromagnetic order
and which hosts chiral order. The special cases 8 = 0,7, corresponding to ferromagnetic order,
and @ = 7/2, corresponding to 120° order, both yield y* = 0 and are included in the degenerate
manifold. All other cases § # 0,7/2, 7 correspond to actual noncoplanar chiral order in one
valley.

Effects of small perturbations For small perturbations by finite ¢, Jj, or J3—and in fact for all

parameter regimes considered here—the order remains within the ground-state manifold of Hy.
This means the order in puf is always a coplanar 120° pattern, while the valley-projected spin
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7.1 Single-layer graphene in a moiré potential

o P* always exhibits ferromagnetic behavior in one valley, and FM, 120°, or noncoplanar order
in the other valley. Consequently, when classifying different phases we only need to denote the
spin order in this second valley.

Perturbations to Hy lift the degeneracy of the manifold and select states of specific chirality.
For example, an infinitesimal .J5 favors states with maximal chirality y* = :l:%, a finite ¢ selects
ferromagnetic order (with zero chirality), and a small J; > 0 stabilizes 120° order (also with
zero chirality). The full phase diagrams, showing the competition between these couplings, are
presented in Fig. 7.3, where we fix Jy = 1 throughout.

Particularly relevant for the remainder of this section is the region accessible to our Monte
Carlo implementation, which includes only Jy and Jj. This corresponds to the vertical ¢ = 0 cut
through the phase diagram with J3 = 0 (white line in the middle panel of Fig. 7.3). Interestingly,
for J} > 0 this line lies exactly on the phase boundary between two states with different chiral
orders, yet the ground state itself is a nonchiral 120° configuration. We analyze the effects of
thermal fluctuations along this line in parameter space in the following section.

7.1.3 Effects of thermal fluctuations

To investigate the effects of thermal fluctuations, we use our semiclassical Monte Carlo approach.
A typical simulation consists of N,, = 10° thermalization sweeps, followed by N,, = 4 - 10°
measurement sweeps in most regions, but up to N,, = 107 sweeps in the vicinity of phase
transitions. We simulate systems with linear size up to L = 72 (5184 sites) and periodic boundary
conditions. The details of the algorithm are provided in Sec. 3.2.

Thermal order-by-disorder for Hy We begin with the Js-only Hamiltonian Hy, which represents
the maximally degenerate point where all chiral states are equivalent. Several observables as a
function of temperature at this point are shown in Fig. 7.3(a—c). The specific heat displays a
sharp peak consistent with a second-order, or possibly very weak first-order, phase transition (as
we discuss in more detail below). As T' — 0, the mixed spin—valley degrees of freedom p!' (not
shown explicitly) correctly develop 120° order. At the same time, the average valley-projected
magnetization | (o P*) | approaches its maximal value in both valleys, and the chirality goes to
zero, indicating that thermal fluctuations select a ferromagnetic configuration in both valleys in
the spin degrees of freedom via an order-by-disorder mechanism. The same selection is found in
a T =0 SU(4) spin-wave analysis performed by my coauthors [P2].

At finite temperature, | (o PT) | is increasingly suppressed with growing system size L, as shown
in Fig. 7.3(c). This behavior is consistent with the expected reduction of the order parameter,
~ TIn N, as dictated by the Mermin—-Wagner theorem: since the order parameter breaks a
continuous symmetry generated by o P*, it cannot remain finite in two dimensions at nonzero
temperature.

More interestingly, however, at finite temperature the chirality (in one valley, spontaneously
selected and thus conveniently parametrized by |[x™ — x~|) becomes finite in a highly singular
fashion at the putative phase transition, largely independent of system size [Fig. 7.3(b)]. Re-
markably, the same effect also appears in an SU(4) spin-wave analysis when higher-order terms
in the 1/M expansion are included (with M the number of local bosons used to represent the
SU(4) operators). In that framework, my coauthors predicted the low-temperature behavior

t=x) =~ i0.22§; In (\/?) ) (7.8)
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Figure 7.3 — Order-by-disorder and finite-temperature phase diagrams. (a—c) Monte Carlo results
for the Jo model Hy [Eq. (7.5)] in the semiclassical approximation. Numerical errors are smaller than the
symbols. (a) The specific heat shows a pronounced peak that sharpens with system size L, consistent
with a thermal phase transition. (b) In the ordered phase, a finite spin chirality develops at finite T,
with a singular low-T dependence ~ T'log(1/y/T). Inset: fit to the SU(4) spin-wave prediction (dashed
orange line). (c) An order-by-disorder mechanism selects ferromagnetic spin order in both valleys as
T — 0. At finite T, the long-range order parameter is increasingly suppressed with L, consistent with
the Mermin—Wagner theorem. (d—e) Finite-temperature phase diagram versus Jj}. Besides chirality, the
valley polarization | (7%)| is shown, distinguishing ferromagnetic order in both o P* (| (7%)| = 0) from
120° order in one valley (| (7%) | > 0). The dashed white line in (b) shows the spin-wave estimate for the
slope of the critical temperature at low 7.

Fitting this expression (with Ty as the only free parameter) to our Monte Carlo data yields
excellent agreement at low temperatures, as illustrated by the dashed red line in Fig. 7.3(b).
The system spontaneously selects a definite sign of (xy* — x7), thereby breaking the residual
Zs symmetry corresponding to a 7 rotation around 7% (explicitly, e"™/2 = i7,). This discrete
symmetry breaking is not forbidden in two dimensions and the transition is likely of Ising type—
although we have not carried out a scaling collapse to confirm this explicitly, as it was not the
central focus of Ref. [P2].

Finite temperature phase diagram for the J> — J} Hamiltonian Finally, we also calculated the
finite temperature phase diagram including the couplings Jj at Jy > 0 and J3 = ¢ = 0, illustrated
in Fig. 7.3(d-f). At T = 0 this perfectly reproduces the mean-field result: for J; < 0 both valleys
show the same FM order, indicated by the vanishing chirality in both valleys and no valley
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Figure 7.4 — Thermal phase transitions in the Jo—J} model. Monte Carlo results for the specific heat
¢y, energy per site e, and energy distribution p(e) at the critical temperature (from histogram reweighting)
for different system sizes L. For J}/Jy, = —0.4 (left), the system transitions from the disordered state
into ferromagnetic order both o P* with finite chirality, consistent with a continuous or weakly first-order
transition. For Jj/J; = 0.06 (middle), an additional transition occurs between ferromagnetic and 120°
order in one valley (highlighted by the gray rectangle and shown in the inset). The kink in the energy
and the bimodal energy distribution signal a first-order transition. For J}/Jo = 0.4 (right), the system
directly transitions from the disordered state into 120° order, again with clear signatures of a first-order

transition.

Figure 7.5 —

Latent heat of first-order transitions. The la-
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polarization |7%| = 0 (since 0 (6 Pt — o P~) = (o7%) = 0). For J} > 0, one of the valleys instead
shows coplanar 120° order (also with zero chirality), which breaks the symmetry between +
and — valleys indicated by a finite valley polarization | (7%) | > 0. Interestingly, we find a finite
temperature phase with finite chirality as for Hy.

This phase occurs whenever the ground state has ferromagnetic spin order in both valleys. It
also extends into a region with J} > 0, where upon lowering the temperature the system first
undergoes a transition into the chiral phase and subsequently into the 120° phase. The sequence
of transitions reflects the competition between two mechanisms: thermal fluctuations, which
favor the chiral state via the order-by-disorder effect discussed above (scaling linearly with T),
and the J}, interaction, which stabilizes the 120° state. A spin-wave calculation yields an analytic
estimate for the critical temperature, T, ~ 8.21.J5, below which the .J}, interaction dominates over
thermal fluctuations. This estimate agrees well with the Monte Carlo results at low temperature,
as indicated by the white dashed line in Fig. 7.3(e).

Nature of the phase transitions We also analyzed the nature of the phase transitions by calcu-
lating the specific heat and energy as functions of temperature, as well as the energy distribution
at the critical points, as shown in Fig. 7.3. As already suggested for Hy, the transition into the
finite-temperature chiral phase appears to be continuous, or at most very weakly first order: the
energy shows no sharp kink, and the energy distribution exhibits only a single peak (left column).
By contrast, the transition into the 120° state displays a pronounced kink in the energy, and the
probability distribution at the critical point (obtained by histogram reweighting [95]) develops
two well-separated peaks that sharpen with increasing system size. These are strong indicators
of phase coexistence and a first-order transition. This applies both to the transition from the
chiral state to 120° order (middle column), and the direct transition from the paramagnetic state
to 120° order (right column).

We further extracted the latent heat, i.e., the energy required to traverse the first-order tran-
sition. For this purpose we fitted double Gaussians to the energy distributions to determine the
distance between the two peaks. The results, shown in Fig. 7.5, demonstrate that both tran-
sitions exhibit a sizable latent heat, providing additional evidence for their strongly first-order
character.

In all phases, the specific heat saturates to ¢,(T" — 0) = 3. This corresponds to the presence
of six harmonic modes, each contributing 1/2 according to the equipartition theorem [17, 225].
Such a mode count is expected for an SU(4) model at quarter filling: the local Hilbert space
is described by a four-component complex vector, which is parametrized by eight real numbers.
After accounting for normalization and an arbitrary global phase, the number of independent
degrees of freedom is reduced to 8 —2 = 6. By contrast, a classical SU(2) ferromagnet (described
by an O(3) vector) has only two harmonic modes.

7.1.4 Discussion

Our analysis reveals that, already at the semiclassical level, truly exotic states can emerge in a
moiré system that at first sight appears relatively simple. Among these is the peculiar coplanar
120° order in the mixed spin-—valley degrees of freedom p¢, which coexists with ferromagnetic
order of the valley-projected spin P*o in one valley, and either ferromagnetic, coplanar 120°,
or chiral noncoplanar order in the other valley. The most striking observation is that chiral
noncoplanar order is not only stabilized by explicit chiral interactions, but can also arise purely
through thermal fluctuations via an order-by-disorder mechanism. This mechanism is captured
by higher-order SU(4) spin-wave calculations, whose predictions agree remarkably well with our
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Monte Carlo simulations at low temperatures. Furthermore, our zero-temperature phase diagram
is in full agreement with the mean-field analysis, providing a strong benchmark for the validity
of our implementation.

For the concrete realization of this model, we assumed a hexagonal substrate with a lattice
spacing comparable to that of graphene. Our coauthors of Ref. [P2], however, have shown that
substrates with lower symmetry, such as h-BN, can also approximately realize similar physics. In
particular, they demonstrated that twisted monolayer—bilayer graphene, where the bilayer acts as
an effective substrate, is an excellent candidate to realize the model studied here. Moreover, they
found that the effective interactions can be tuned by applying a gate voltage. This is exemplified
by the yellow line in Fig. 7.2(b), which shows that gating can drive the system through all the
ordered phases we identified, including the noncoplanar chiral state. These findings suggest that
the phenomena predicted by our model may indeed be experimentally accessible in currently
available moiré heterostructures.

An open question is how quantum fluctuations modify the phase diagram, which would require
extending our pf-FRG approach to quarter filling. Indeed, Ref. [P2] already demonstrated within
first-order spin-wave theory that, for Hy, quantum fluctuations select the 120° state rather than
the ferromagnet—providing a rare example in which thermal and quantum fluctuations stabilize
different states. Exploring the interplay between these effects, and in particular whether the
finite-temperature chiral phase persists, would be highly interesting. One possible route would
be to investigate the phase diagram using the recently developed finite-temperature pseudo-
Majorana FRG [140, 141]. However, accurately capturing the noncoplanar nature of the chiral
state requires access to a three-spin order parameter, which remains a significant challenge for
FRG approaches and most numerical methods applicable to such frustrated magnets.

Another natural question is how such peculiar spin—valley order can be detected experimentally.
In the simplest case of valley polarization (finite (77)), electrons preferentially occupy one valley
over the other, while the accompanying spin order could be probed with standard techniques for
magnetic materials, such as neutron scattering. When the valley is not fully polarized and the
system instead exhibits a finite (7%) or (7¥), the valley pseudospin mixes the K and K’ valleys,
resulting in intervalley-coherent (IVC) order. Since these momenta differ by a reciprocal lattice
vector, IVC order may induce charge-density modulations at the scale of the graphene lattice,
which can in principle be detected by scanning tunneling microscopy (STM) [275-277]. Finally,
chiral order in the spin sector may be accessible through optical probes [278].

7.2 Spin-valley magnetism in TG/h-BN

We now turn to the study of a moiré system with multiple graphene layers. In particular, we focus
on ABC-stacked trilayer graphene (TG) aligned with h-BN. In ABC stacking, the three graphene
layers are arranged such that different sublattices overlap in each layer [see Fig. 7.6(a)]. When
the top graphene layer is aligned with h-BN, whose lattice constant is slightly larger than that
of graphene, a triangular moiré superlattice is formed [Fig. 7.6(b)]. In TG/h-BN, the electronic
properties can be tuned not only by controlling the filling via a gate voltage, but also by applying
a perpendicular displacement field D, which shifts the relative potential Ay between the top and
bottom graphene layers. For sufficiently large D and at integer fillings v = —1, —2 (corresponding
to one or two holes per moiré unit cell), correlated insulating states have been observed [91, 264].
Depending on the sign of D and the resulting potential offset Ay, the system can host either
topologically trivial bands (Ay < 0) or bands with a finite Chern number (Ay > 0) [49, 91,
264, 279]. In the following, we restrict ourselves to the topologically trivial side, where effective
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Figure 7.6 — ABC trilayer graphene aligned with hexagonal boron nitride. (a) Illustration of the
ABC stacking sequence, in which different A /B sublattices overlap at each layer. The top layer is aligned
with h-BN, and a perpendicular displacement field D can tune the potential between the top and bottom
graphene layers. (b) Moiré pattern formed between the top graphene layer and the aligned h-BN, induced
by the slightly larger lattice constant of h-BN compared to graphene.

lattice models can be derived, and to a filling of v = —2, where our pf-FRG implementation can
be applied.

In this regime, the nature of the insulating states in TG/h-BN, are still under debate. In
Ref. [49] they predicted a ferromagnet for large negative D, and possibly a quantum spin-valley
liquid closer to the Mott transition. More recent work using single-site DMFT proposes an
antiferromagnetic order that breaks C3 symmetry. This is consistent with spectroscopy mea-
surements that rule out a ferromagnetic ground state, but are consistent antiferromagnetic or
intervalley-coherent (IVC) order.

To try to shed some light on this issue, we study the effective model of Ref. [49]. Start-
ing from band structure calculations around the K and K’ points, they derived a triangular-
superlattice Hubbard model for holes carrying both spin and valley quantum numbers. Tun-
ing the displacement field to negative values drives a metal-to-Mott-insulator transition. In
the Mott regime, a strong-coupling expansion yields an effective spin—valley Hamiltonian con-
taining SU(4)-symmetric interactions, supplemented by additional valley XXZ- and Dzyaloshin-
skii-Moriya—type terms and an on-site Hund’s coupling. Together, these strongly break the
SU(4) symmetry down to SU(2)g;, ® U(1)apey-

After giving a brief description of the derivation of this model, we begin by analyzing its
phase diagram with parameters concretely estimated for TG/h-BN in Ref. [49], using our com-
bined semiclassical and pf-FRG implementation to compute the phase diagram as a function of
displacement field. However, since closely related models arise in other moiré systems (see for
example the previous section or twisted bilayer graphene [48]), and since Ref. [49] themselves em-
phasize that parameter estimates remain uncertain, we also explore the broader coupling space,
with particular focus on understanding the role of different SU(4)-breaking interactions.

The results in this section are based in Ref. [P1], from which most figures in this section are
redrawn. The underlying data were all obtained by the author of this thesis.

7.2.1 Derivation of the spin-valley model

To derive an effective lattice model for TG/h-BN, Ref. [49] follow a similar strategy as described
for the moiré system in the previous section. They start from the continuum description of a
single graphene layer obtained by expanding around the two valleys at K and K’ (the massless
Dirac Hamiltonian in Eq. (7.1)). Interlayer hoppings between the graphene sheets are then
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included, together with a potential offset Ay between the top and bottom layer, which can be
tuned experimentally by a perpendicular displacement field D [see Fig. 7.6]. Alignment of the
top graphene layer with the h-BN substrate generates the triangular moiré potential as discussed
previously. Diagonalization of the resulting Hamiltonian in momentum space yields an effective
band structure of TG/h-BN. The band width—which becomes particularly narrow for large
negative Ay—can be tuned by the displacement field. For Ay > 0, the lowest moiré bands
acquire a finite Chern number. While this topological regime is of great interest, it precludes
the construction of exponentially localized Wannier orbitals and hence of a simple real-space
lattice model [280]. In contrast, for Ay < 0 the bands are topologically trivial, allowing the
construction of Wannier orbitals and an effective tight-binding model on the triangular moiré
superlattice [279, 280].

Starting from such a tight-binding description, by projecting the Coulomb interaction onto the
valence band, Ref. [49] derive an extended spin—valley Hubbard model containing both on-site
and nearest-neighbor Coulomb repulsion, as well as on-site and inter-site Hund’s couplings that
couple different valleys. Based on this model, they predict that tuning the displacement field to
negative values drives a Mott transition: for a potential offset Ay < —20meV, the system evolves
from a metallic state into a correlated insulator. Experimental evidence for such a transition was
reported in Ref. [264], where at integer fillings ¥ = —1, —2 per moiré unit cell and large negative
displacement field the system indeed exhibits correlated insulating states.

As our focus is on the insulating states, we consider the effective spin-valley model derived in
Ref. [49] via a strong coupling expansion of the Hubbard model (as outlined for a conventional
Hubbard model in Sec. 2.2.3). The resulting Hamiltonian is

H = % Z(l + a'mj)(l + TiTj) + % Z(l + O'Z'O'j)(l + TiTj)
(i) ()

ZJXXZ +0i0;)(1}" T + 77 ZJDM 1+ 0i0)(7; T]y—Tny)
J
- TH (nyin—i + 04i0-;) , (7.9)

(2

where (-) and ((-)) denote summation over nearest- and next-nearest-neighbor bonds of the trian-
gular moiré superlattice, respectively. The operators o and T, as well as their on-site products,
represent the combined spin—valley operators defined in Eq. (3.39). The interactions proportional
to J1 and Jy are SU(4)-symmetric nearest- and next-nearest-neighbor Heisenberg couplings. The
nearest-neighbor exchange J; receives two competing contributions: a ferromagnetic part from
a Hund’s-type direct exchange, and an antiferromagnetic part from superexchange processes
(see Sec. 2.2.3 for an intuitive discussion). Depending on the microscopic parameters and the
applied displacement field, J; may therefore be either positive or negative. By contrast, the
next-nearest-neighbor exchange Jo arises solely from superexchange and is thus expected to be
antiferromagnetic (J2 > 0).

The interaction terms proportional to JZ?;XZ and JEM break the SU(4) symmetry down to
SU(2)gpin @ U(1)yapey and also originate primarily from superexchange processes. In TG/h-BN,
these couplings are not independent of J; and acquire a characteristic bond dependence,

o = (J1+ K) [cos (2¢i) = 1] + T, JOM = (J1 + K) sin (2¢35) , (7.10)

where K and J}; denote contributions of different Hund’s couplings. The phase ¢;; originates
from a complex nearest-neighbor hopping amplitude tzlj = |t1]e"¥ within a given valley and
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changes sign for bonds related by a Cg rotation. This induces a valley-contrasting flux of mag-
nitude |¢| = 3|p;;| = 3¢, which is staggered between left- and right-pointing triangles. Conse-
quently, the associated exchange interactions break not only the internal SU(4) symmetry but
also the Cg symmetry of the triangular lattice down to Cl.

In addition to the nearest- and next-nearest-neighbor interactions, the Hamiltonian contains
an on-site Hund’s coupling Jg. Here, ny; = f;ilfiil and off, = fjsi 0%, f,o, denote the density

and spin operators in the &+ valley sectors, respectively. This interaction can be rewritten, up to
a constant shift, in terms of the spin—valley operators defined in Eq. (3.39) as

nyin_; + o040 =+ (1+00,)(1 — 7777), (7.11)

which makes explicit that the Hund’s term also breaks the SU(4) symmetry to SU(2)
U(l)valley'

The parameters Ji, Jo, and the flux ¢ are tunable by the displacement field. By contrast,
the couplings K, Jy and J}; depend only weakly on D, and we use the constant values K =
0.4meV, Jyg = 0.136 meV and Jj; = 0.05meV from Ref. [49] throughout. The resulting exchange
couplings Jy, Jo, ij-XZ, and Ji]JD-M as functions of the induced potential difference Ay are shown
in Fig. 7.7(a). All couplings acquire sizable values of similar magnitude somewhere in this phase
diagram. While J, remains antiferromagnetic and Ji)J(-XZ ferromagnetic across the full range, both

®

spin

J1 and JZ-]?M change sign. This illustrates that the competition between the various couplings
renders the spin—valley ground state in realistic models highly nontrivial. In the following, we
aim to clarify the role of the different couplings through our analysis.

7.2.2 Ordered states at half-filling

Before we discuss the precise phase diagram, let us shortly consider which type of ordered
states can even be expected in such a model. In the following, we restrict our analysis to a
filling of ¥ = —2 holes per moiré unit cell, which can be directly treated within our pf~-FRG
implementation. This corresponds to half-filling of the four-fold degenerate valence band and
realizes the six-dimensional representation of su(4), as discussed in detail in Sec. 3.2.

In principle, long-range order could develop in any of the 15 generators 0%, 7°, and o®7°. Since
the Hamiltonian is invariant under global rotations generated by o, 77, and o 77, states related
by these transformations are degenerate. It is therefore sufficient to group the generators into
the following symmetry-distinct sectors:

o= (c"0Y0%), (7.12)
i = (% 1Y), (7.13)
¢ = (77), (7.14)

ort = (o1 Y71 o1 o¥ 1Y oY1 o*TY) (7.15)
o7 = (7%, 0977, 0°7%) (7.16)

With the normalization of the spin—valley operators in Eq. (3.39), each generator at half-filling has
eigenvalues —2, 0, and 2. This can be seen, for example, by considering 0% = ) .y f;sﬂjs, fist>
which reduces to ny —n,, where ny = >, fjsl ;s counts the number of electrons with spin s. Two
spin-up (down) electrons yield (0%) = £2, while one up and one down electron give (c%) = 0.
Importantly, if a state maximizes the magnetization in one generator, e.g. |[(c%)| = 2, then the
expectation values of all other generators necessarily vanish. This implies that a conventional
spin ferromagnet cannot coexist with a fully valley-polarized state. This situation is qualitatively
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different from the quarter-filled case (one electron per site) discussed in the previous section,
where different sectors can reach maximal polarization simultaneously, allowing, for example,
full spin and valley polarization at once.

Our model retains a continuous SU(2)spin symmetry, the spontaneous breaking of which is
forbidden in two dimensions by the Mermin—-Wagner theorem [281]. We therefore expect ordering
to occur primarily in the valley or spin—valley sectors. A finite expectation value of 7% or o 77
corresponds to a valley-polarized state, breaking a discrete Ising-like Zo symmetry. In contrast,
ordering in 7+ or o7+ signals the breaking of the continuous U(1)valley symmetry, which may
occur via a Berezinskii-Kosterlitz—Thouless (BKT) transition [282, 283]. Such order corresponds
to inter-valley coherence (IVC), since it involves superpositions of states from different valleys.
A state with only <‘TL> # 0 represents a pure IVC phase without spin polarization, while finite
(oT1) indicates a mixed spin-valley IVC order.

Beyond simple ferromagnetic order, where the expectation values of the generators are uniform
across all sites, the system may also realize states with spatially modulated order parameters,
such as 120° order or even incommensurate (ICS) patterns. Such modulations can occur within a
single sector, or more generally in the full SU(4) spin—valley space. Throughout, we label ordered
states by the sector in which the order develops (e.g., o7%) together with the type of spatial
modulation (e.g., 120°). The explicit form of such states will be discussed in more detail below.
When more than one sector develops finite expectation values simultaneously—specifically the
combination o7+, 7+, and o we refer to the resulting state as a mized order-

We note that the eigenstates of different generators are not fully linearly independent. For
instance, we find that finite expectation values of (o7*) and (7%) automatically imply a finite
o. While I don’t understand the precise relations between different spin-valley operators, the
existence of such constraints can be anticipated: the local Hilbert space at half filling is six-
dimensional, so local states are described by six-component complex vectors. After accounting
for normalization and an arbitrary phase, this leaves only ten independent degrees of freedom.
Consequently, not all fifteen generators of SU(4) can vary independently. In this regard, SU(2) in
its S = 1/2 representation is a special case, since the number of local degrees of freedom and the
number of generators both equal three, which also implies that the semiclassical limit coincides
with the usual S — oo limit.

7.2.3 Key results

We begin by summarizing the key results for the approximate phase diagram of TG/h-BN ob-
tained from our semiclassical Monte Carlo simulations and the pf~FRG. A more detailed account
of the underlying calculations is presented in the following sections.

The semiclassical and quantum phase diagrams for the estimated parameters of TG/h-BN,
as a function of the potential difference Ay, are shown in Fig. 7.7. We consistently find only
intervalley-coherent (IVC) order, while valley-polarized states are absent ((77%) = (o77%) = 0).
This is natural, since the dominant SU(4) symmetry-breaking interactions, JX*% and JPM act
exclusively on the in-plane valley components 7+. For large negative Ay, where the valley DM
interaction JZ-?M is strongest, the o7 sector develops ideal 120° order. At intermediate Ay, fer-
romagnetic J; and JZ?](-XZ dominate, leading first to FM order in o7+, and subsequently to mixed
FM order. In these regimes, the pf~-FRG results are broadly consistent with the semiclassical
findings, with the exception that pf-FRG typically captures only the dominant ordering channel
and thus does not resolve the full mixed order.

Near the Mott transition at Ay ~ —20meV, both J; and Jy become positive and comparable
in magnitude. In the semiclassical limit this drives the system into noncollinear, mixed incom-
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Figure 7.7 — two-particle interactions

Phase diagram of the TG/h-
BN model as a function of the
potential difference Ay. (a) Cou-
plings in Hamiltonian (7.9) as es-
timated for TG/h-BN [49]. The
model is expected to undergo a Mott
transition at Ay = —20meV. (b)
Transition temperature T, (obtained
by fitting specific heat peaks) and semiclassical
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mensurate order, with an additional small stripe-ordered region in the spin sector (possibly a
finite-size artifact). This scenario is consistent with single-site DMFT calculations [279], which
predict an AFM state breaking C3 symmetry near the transition. When quantum fluctuations
are included, however, the semiclassical ICS regime is destabilized and melts into a paramagnetic
state with no spin or valley order, opening the possibility of a quantum spin—valley liquid close
to the Mott transition, as tentatively proposed in Ref. [49]. The strong-coupling expansion is
most reliable at large |Ay|. Closer to the Mott transition, higher-order corrections may be-
come important and could in principle stabilize other phases. Nevertheless, quantum spin liquid
behavior is also expected near Mott transitions in other strongly correlated systems [4, 284],
suggesting that such higher-order processes might in fact help stabilize the disordered regime.
Our results therefore strengthen the case for searching for spin—valley liquid states in correlated
moiré heterostructures, even in the presence of substantial SU(4)-breaking interactions.

Figure 7.7 demonstrates that the nature of the ground-state order is highly sensitive to the
SU(4) symmetry-breaking couplings. A dominant ferromagnetic JZ-?XZ < 0 favors collinear fer-

romagnetic IVC order, whereas large JZDM stabilizes noncollinear IVC states with a finite vector
chirality r [defined in Egs. (7.19) and (7.20)], such as 120° or ICS spiral order. The sign of the
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chirality is strictly determined by the sign of JgM. Which type of noncollinear order emerges
depends on the ratio Jo/J1: small values favor 120° order, while larger ratios stabilize ICS states.
We confirm this behavior by systematically varying the SU(4)-breaking couplings at fixed J; and
Ja, as shown in Fig. 7.11. In the quantum limit the results agree well with the semiclassical anal-
ysis, with the important exception of the ICS regime, where quantum fluctuations consistently
melt the order into a quantum paramagnetic phase.

7.2.4 Semiclassical analysis

We now present a detailed discussion of the ground states and the role of thermal fluctuations
obtained from the semiclassical Monte Carlo simulations introduced in Sec. 3.2. Our typical
simulations are performed on lattices of up to N = 362 sites with periodic boundary conditions.
For each temperature, we use up to INV,, = 4-10°% Monte Carlo sweeps, increasing to IN,, = 20-10°
sweeps in the vicinity of phase transitions. To accurately determine the semiclassical ground
state, we employ simulated annealing combined with stochastic gradient descent as also detailed
in Sec. 3.2.

Ferromagnetic states A large region of the TG/h-BN phase diagram around Ay ~ —60 meV
exhibits ferromagnetic (FM) order. Interestingly, the character of this FM order changes be-
tween the boundaries and the center of the region. At the boundaries (approximately —91 <
Ay < —77TmeV and —36 < Ay < —31meV), the ground state is an eigenstate of either 7+
or o7. While these states are degenerate in the bare Hamiltonian, thermal fluctuations lift
the degeneracy via an order-by-disorder mechanism, selecting o7 order. The corresponding
magnetization

, (7.17)

reaches its maximal value of 2 as T' — 0, while all other sectors vanish. This can is shown in
Fig. 7.8(a) which shows the magnetization in all three relevant sectors. This means the ground
state is simply an eigenstate of o7 on all sites.

In the center of the FM region, however, a mized FM state appears, where several sectors
acquire finite magnetization simultaneously. Up to symmetry transformations, the ground state
can be written as

D)t ~ [o7T) + |77) + 8107 (7.18)

where |o#7V) denotes the eigenstate of o#7” with eigenvalue +2. The parameter ¢, which depends
on Ay, lies in the interval 6 € [0.455,0.538] meV. This value was determined by matching the an-
alytic energy of |\P>§1ﬁed to the numerical minimization, with perfect agreement [see Fig. 7.8(c)].
The same figure also clearly reveals the regimes where mixed FM order is energetically favorable
to pure o7+ FM order.

We note that |o®7%), |7%), and |¢*) are not linearly independent, and their linear combinations
can be written in different forms. Notably, even the simpler combination |oc*7%) + |7%) yields a
finite spin expectation value (o®), which lowers the energy of the on-site Hund’s coupling ~ Jg.
This provides a natural explanation for the emergence of the mixed order.

States with a finite vector chirality Outside the FM regions, all one-sublattice magnetizations
vanish strictly [see Fig. 7.8(a)], so different order parameters are needed to characterize the
ground states. In these regimes JZ-?M is large, favoring coplanar spin-valley configurations in
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Figure 7.8 — Semiclassical phases and observables of TG/h-BN. (a) Average magnetization in the
three relevant spin-valley sectors as a function of temperature and Ay. (b) Staggered vector chirality,
as defined in Eq. (7.20), characterizing coplanar order. (c¢) Ground-state energy per site e obtained
from numerical minimization (gray lines) compared to analytical values for several candidate states. (d)
Magnitude of the momentum k™?* at which the structure factor is maximal for the nonvanishing sectors.
(e) Full structure factor of the different sectors for several values of Ay indicated in the top right.
Overlapping points are slightly shifted for visibility.

which local expectation values rotate from site to site, thereby producing a finite chirality. The
canonical example of such an arrangement is the 120° state. To quantify these coplanar states, we
compute the z-component of the staggered vector chirality, defined for a general three-component

vector v as
1 » P
3\/§N E (_1) (vpl X Up,y + Up, X Ups + Ups X Upl) ) (7'19)

p=V/A

k(v) =

where the sum runs over all up- and down-pointing triangles, with (p1, p2, p3) labeling their sites
in counterclockwise order, and the factor (—1)P alternates between up and down triangles. For
normalized vectors |v| = 2, this definition yields the maximal value k(v) = +4 for ideal 120°
order in the zy plane, while collinear or disordered states give x(v) = 0.
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7.2 Spin-valley magnetism in TG/h-BN

Based on this measure, we define the sector-resolved chiralities as
KT = k(1) KT = k((6%TH) + k(oY) + K((0FTL)), (7.20)

whose behavior as a function of Ay is shown in Fig. 7.8(b).

For Ay < —91meV, the ground state exhibits 120° order in the o7 sector with chirality
kT = 44. An explicit expression of such a state can be obtained by starting from |07%) and
applying rotations in the valley xy-plane as

€L

W o)S500 = €70 0% (7.21)

with angles 0% = (0,27/3,4m/3) assigned to the three sublattices of the 120° pattern. While
eigenstates of 7+ also belong to the classical ground-state manifold, thermal fluctuations again
select the o7 states via order-by-disorder. The overall sign of the chirality is determined by the
sign of JZ-?M, which lifts the degeneracy between states of opposite chirality. The identification
of the above state as the true ground state for Ay < —91meV is confirmed by comparing its
energy to the numerically obtained ground-state energy, as shown in Fig. 7.8(c).

Closer to the Mott transition, for Ay > —31meV, the system also develops finite chirality,
now in both 7+ and o7+. Unlike in the 120° phase, the chirality does not remain fixed but
decreases continuously with increasing Ay, signaling the onset of a mixed incommensurate (ICS)
order. This type of order is best characterized in momentum space. To this end, we compute the
structure factors of the relevant sectors, defined as the Fourier transforms of the corresponding
real-space correlations: (o0;), (Tij‘), and (o7 o'j7'jL>. Representative results are shown in
Fig. 7.8(e), while the dominant wave vector magnitudes |k™**| extracted from these structure
factors are summarized in Fig. 7.8(d).

As expected, in the ferromagnetic phase the structure factor peaks at the I" point, and in the
120° phase at the K and K’ points. In the ICS regime, the ordering vectors shift continuously
to incommensurate positions: between I' and K for 7+ and o7, and between I’ and M for o.
Only in a narrow parameter window do peaks for o appear exactly at the M point, corresponding
to stripe order.

Thermal fluctuations  As already mentioned, thermal fluctuations preferentially select o7+ over

pure 7+ order, despite their degeneracy at the classical level. To additionally assess the thermal
stability of the different ordered phases, we computed the specific heat, energy traces, and energy
distributions at the critical scale in the 120°, FM, and ICS regimes of the phase diagram. The
analysis follows the procedure outlined in Sec. 7.1.3 and is discussed in more detail in Appendix D
(see Fig. D.1 and Fig. D.2). In all regimes we find clear peaks in the specific heat that sharpen
with increasing system size, suggesting the presence of thermal phase transitions rather than
crossovers. In the 120° and FM regimes, no evidence of phase coexistence is seen in the energy
distributions, consistent with continuous transitions, which in this case would likely be of BKT
type. By contrast, at the transition into the ICS regime the energy shows a clear kink, and
the energy distribution has a double peak structure, both strong indications of a first-order
transition.

In every phase, the low-temperature specific heat saturates to ¢,(T" — 0) = 5 (see Fig. D.3),
corresponding to ten harmonic zero modes [17, 225], in agreement with the six-dimensional
complex local Hilbert space, which is parametrized by ten independent real degrees of freedom
as discussed above.
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Figure 7.9 — Semiclassical phase diagram as a function of ¢. (a—) Phases and phase boundaries
for J; and Js fixed to their TG/h-BN estimates at Ay = —100, —60, —24, but with varying phase .
Varying ¢ effectively tunes the couplings J3§XZ and J}?M according to Eq. (7.10) as shown in (e). The
dotted black lines indicate the TG /h-BN estimates for ¢ at these values of Ay. x* denotes the sign of
the chirality (when nonzero). All ICS phases exhibit order in all three sectors, while in the ICS/stripe
phase the o sector instead shows stripe order. (d) Ground-state (static) structure factors. Overlapping
points are slightly shifted for visibility.

Therole of the SU(4) symmetry-breaking couplings  Our analysis shows that SU(4)-breaking cou-
plings play a central role in determining the ground-state order. Moreover, as emphasized in
Ref. [49], precise parameter estimates for TG/h-BN remain uncertain, which motivates explor-
ing a broader parameter space beyond the specific estimates studied earlier. Such an extended
analysis may also be of relevance for other moiré materials with similar physics.

To isolate the role of these interactions, we computed phase diagrams at fixed J; and J; while
varying the phase ;;, which tunes the effective couplings JZ?J(.XZ and JZ-?M via Eq. (7.10). For J;
and Jz, we chose values estimated for TG/h-BN at Ay = —100, —60, —24 meV [see Fig. 7.7(a)],
which correspond to the three principal 120°, FM, and ICS/PM regimes, respectively. The
resulting phase diagrams as a function of 2p € [0,27) are shown in Fig. 7.9, along with the
precise values for the five couplings.

All three phase diagrams exhibit a similar trend. For 2p =~ 7 (left side of the circles),
dominates and is negative, stabilizing collinear IVC order. In the region 2¢ € (—n/2,7/2)

XXZ
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7.2 Spin-valley magnetism in TG/h-BN

(right side of the circles) JiIJ? M hecomes larger than ij-XZ and chiral states are favored. The
nature of the chiral states then depends on the values of J; and Jo, where small Jy/J; (as for
Ay = —100meV) prefers 120° and Ja/J; 1 (as for Ay = —24meV) prefers ICS order.

At Ay = —100meV, the 120° state remains stable for 2¢ € (—n/2,7/2), while outside this
range FM order takes over. At Ay = —60meV, FM order persists for all 2, but its character
changes: while the original state is a mixed ferromagnet, around 2 = 0 a pure spin ferromagnet
(o) appears. The latter would be forbidden at finite temperatures by the Mermin—Wagner
theorem, and we attribute the appearance of this phase to finite-size effects. At Ay = —24meV,
the mixed ICS state is stable across a wide range of 2, though small regions of stripe order in
o again also appear. Here, FM order reemerges only near 2¢ = 7.

In all cases, the chirality of noncollinear states flips sign exactly at ¢ = 0, where JZ-]JD-M changes
sign. Importantly, we never observe valley-polarized states (finite 7% or o77), confirming that
all phases (except the spin FM) remain of intervalley-coherent (IVC) type.

7.2.5 Quantum fluctuations

We now turn to the impact of quantum fluctuations on the spin—valley ordered phases. For this
purpose, we employ the pf-FRG extension to SU(4) models described in Sec. 4.3. Compared
to the SU(2) case, the enlarged set of generators in SU(4) significantly increases the number
of independent vertices. In the present SU(Z)Spin ® U(l)Valley symmetric model, this requires
keeping track of twelve symmetry-inequivalent vertex components in spin-valley space (instead
of two as for SU(2) Heisenberg models). As a consequence, the numerical effort is considerably
larger, and we are somewhat more restricted in lattice size and frequency resolution than for the
maple-leaf Heisenberg model discussed in the previous section. In practice, we use a frequency
grid of 40 x 30 x 30 and consider finite clusters with linear size up to L = 12. Further technical
details of the pf~-FRG implementation for this model are provided in Appendix D.

Observables The central output of the spin—valley pf-FRG is the flow of the static spin—valley
correlations ijym(w = 0) ~ (of'7" 0}-’7’?) as defined in Eq. (A.4). Since the symmetries of
the Hamiltonian are preserved along the flow, it is sufficient to monitor a single representative
susceptibility for each sector, which we define as

o __ . ppdd

Xij = Xij ™ (oioj)

rt _ _ddzx _ _ddyy 11 ot _ | ppxz _ ppyy 1 1
Xij = Xig = X5 ™ (7; T )5 Xig = Xij T Xy ™ (o o;T; )

- ddzz~<zz> oT? __ uuzzN< 2 .Z> (722)
Xij = Xij TiTi) s Xij = Xij O;T; OT;) . .

To distinguish ordered from paramagnetic states, we monitor the flow of the corresponding
structure factors. We identify ordering when the flow develops negative curvature (i.e., when
its second derivative becomes negative) at the largest accessible system size L = 12, following
Ref. [146]. This criterion differs from the flow—breakdown condition introduced in Sec. 4.5.1,
which we had net yet developed at the time of writing Ref. [P1]. Although slightly less strict, it
yields qualitatively consistent results.

The absence of a flow breakdown signals a paramagnetic regime without any conventional
order in the spin-valley space, consistent with a putative quantum spin—valley liquid, or other
quantum-paramagnetic ground states. In contrast, when a breakdown occurs, the type of order is
inferred from the momentum dependence of the structure factor and from the sectors that exhibit
significant spectral weight. While this allows us in principle to identify the same ordered states as

169



Chapter 7 Spin-valley magnetism in moiré materials

in the semiclassical analysis, in practice subdominant components are usually suppressed at the
breakdown scale, making mixed orders (with simultaneous contributions from multiple sectors)
more difficult to resolve.

The out-of-plane susceptibilities XZ-T]-Z and X%Tz , which would indicate valley polarization, remain
negligibly small and are omitted in the following. The off-diagonal components y%4#Y = —yddyz
(t77Y) and xHHY = —xHYT ~ (o7® oY) are indeed finite but very small. Nevertheless, they
enter the definition of the staggered chiralities in Eq. (7.20) and thereby allow us to distinguish
states with opposite chirality. Representative examples of structure-factor flows and chiralities
in the different phases are shown in Appendix D.

~

Quantum phase diagrams The resulting quantum phase diagram for the TG /h-BN parameters
is shown in Fig. 7.10, displaying the evolution of the critical scale, the absolute value of the
dominant ordering vectors |k™?*|, and the momentum-resolved structure factors in the three
relevant sectors o, 7+, and o7T. For large negative Ay, both the 120° and FM phases are
reproduced, with the main difference to the semiclassical case being that only the o7+ sector
remains dominant and no mixed order is resolved (as discussed above). In contrast, in the
ICS regions close to the Mott transition we observe correlations with incommensurate peaks
and negative chirality, but the flow of the structure factor shows no breakdown, signaling the
stabilization of a quantum paramagnetic phase. This regime is interspersed by a small ordered
region, corresponding to the ICS/stripe order also found semiclassically.

To assess the robustness of these phases against variations in the SU(4)-breaking couplings,
we compute phase diagrams as a function of ¢;; for different fixed values of J; and J, analogous
to the semiclassical case. The results, shown in Fig. 7.11, again reveal very good agreement
with the semiclassical limit in all regions with 120° or FM order. The sign of the chirality also
agrees perfectly across all chiral noncollinear phases. The main difference arises for parameters
corresponding to Ay = —24 meV in the ICS regions.

As illustrated in Fig. 7.12, which shows the evolution of the critical scale and structure factor
peaks for varying ¢ in this regime, the semiclassical ICS phases consistently melt into quantum
paramagnetic phases (green areas). This paramagnetic regime persists over a wide range of
2¢;j. This shows that competing antiferromagnetic SU(4)-symmetric interactions J; and Jo
favor quantum paramagnetic states which remain robust even in the presence of sizable SU(4)-
breaking couplings, particularly of the Jilj)-M type.

7.2.6 Discussion

The main results of our combined semiclassical and quantum calculations can be summarized
as follows. Considering the model of Ref. [49] for TG/h-BN in the strong-coupling limit, we
find that at large negative displacement fields the ground state exhibits either ferromagnetic or
120° order. Importantly, these are not conventional spin orders confined to the electronic spin
degree of freedom, but rather mixed spin-valley orders of inter-valley coherent (IVC) character,
involving superpositions of the two valleys (signaled by finite 7+ or o7+). As discussed in
the previous section, such IVC order can induce charge-density modulations on the scale of the
graphene lattice constant, which can in principle be detected using scanning tunneling microscopy
(STM) [275-277].

Close to the Mott transition, our pf~FRG calculations reveal a quantum paramagnetic phase
stabilized by the competition of SU(4)-symmetric nearest- and next-nearest-neighbor interac-
tions, J; and Jo. That such interactions can give rise to paramagnetic, putative quantum spin-
valley liquid regimes was already demonstrated in a previous pf-FRG study [104]. However, as
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Figure 7.10 — Quantum phase diagram of TG/h-BN as a function of Ay, obtained from pf-FRG.
(a) Critical scale A. indicating the onset of long-range order. In the PM regime, the absence of a flow
breakdown (A, = 0) signals the lack of order in all spin-valley sectors. Top top panel shows the semiclas-
sical phase boundaries. (b) Magnitude of the momentum k™?#* at which the structure factor is maximal
(shown for all sectors, including subdominant ones). (¢) Momentum-resolved structure factor for the three
relevant sectors and several values of Ay at low cutoffs. Only the o7+ sector shows significant spectral
weight. The rightmost panel displays the structure factor in the PM region (Ay = —22meV).
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Figure 7.11 — Quantum phase diagram as a function of . Quantum analog of Fig. 7.9 obtained
from pf-FRG (where the precise couplings are illustrated). Semiclassical phases are indicated by the
inner circles. Phases and phase boundaries are shown for J; and Js fixed to their TG/h-BN estimates at
Ay = —100, —60, —24, while varying the phase ¢. The semiclassical and quantum phase diagrams for
(a) and (b) are essentially identical, whereas in (c) all semiclassical ICS regions melt into a quantum PM
regime. The corresponding structure factors and critical scales for (c) are presented in Fig. 7.12.

shown in the two material examples discussed in this chapter, realistic systems typically feature
sizable SU(4)-symmetry breaking exchange terms in the strong-coupling limit. We demonstrated
that even in the presence of such terms, relatively wide paramagnetic regimes remain that show
neither spin nor valley order. This warrants the continued search for exotic quantum spin—valley
entangled states in moiré heterostructures, where strong correlations and competing interactions
provide a natural platform for their realization.
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Figure 7.12 — Emergence of large quantum paramagnetic regimes and quantum structure
factors. (a) Critical scale for J; and Js fixed to the TG/h-BN estimates at Ay = —24 meV while varying
the phase ¢ (as in Fig. 7.11(c)). Large PM regimes that show no flow breakdown (green background)
emerge. The sign of the vector chirality is indicated at the bottom. (b) Evolution of the momentum k™*
at which the structure factor is maximal for each sector. (¢) Quantum structure factors in the different
phases shown in Fig. 7.11(a—c).

The pf~-FRG alone cannot unambiguously determine the nature of the paramagnetic regimes.
While putative quantum spin-valley liquid physics would be an exciting possibility, symmetry-
breaking valence-bond solid (VBS) orders are equally likely. For the fully SU(4)-symmetric
model, for example, DMRG calculations suggest that the ground state is a VBS that breaks
translational invariance [53]. Performing similar DMRG or tensor network calculations may
help clarify the nature of paramagnetic regime. Our pf-FRG results points such future research
toward the parameter regimes where exotic quantum ground states may potentially be realized.

An important open question is whether the strong-coupling description is the correct frame-
work for capturing the correlated states in TG/h-BN. The origin of the correlated insulating
phases is still under active debate, with proposals ranging from Stoner instabilities [267] (which
would mean that itinerant electrons are actually responsible for the magnetic behavior instead
of localized electrons of a Mott insulator), to the relevance of Mott correlations [279], or genuine
strong-coupling physics [285]. Additional tuning parameters, or different material compositions,
may tip the balance between these scenarios. Our study contributes to this discussion by clari-
fying which phases may be realized in the strong-coupling scenario.
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Concluding remarks

In the first part of this thesis, we demonstrated how the pf~-FRG can be generalized to a wide
range of quantum spin models, most notably SU(2) models with anisotropic, nondiagonal in-
teractions relevant to materials with strong spin—orbit coupling, and various SU(4) spin—valley
models relevant for moiré materials and spin—orbit—entangled Mott insulators. In the second
part, this framework enabled us to study the role of quantum fluctuations in three material
classes: pyrochlore rare-earth oxides, maple-leaf magnets, and moiré materials. We uncovered
rich phase diagrams featuring both exotic ordered and paramagnetic states: signatures of spin-
nematic order and putative higher-rank spin liquids in the pyrochlore model; multiple dimer
phases, along with putative spin-nematic and chiral spin liquids on the maple-leaf lattice; and
entangled spin—valley orders together with a putative spin—valley quantum spin liquid in SU(4)
models for moiré materials.

This overview highlights both the main strength and the main weakness of the pf~-FRG. Its
strength lies in its very broad applicability. Its weakness is reflected in the frequent use of the
word ‘putative’: although the method reliably detects quantum paramagnetic regions, it rarely
allows conclusive statements about their precise nature. Let us briefly comment on both points.

Starting with the strength, current implementations [117, C3] can already treat essentially ar-
bitrary spin models with two-spin interactions. Since model parameters enter only through the
initial conditions and lattice symmetries are detected automatically, implementing new lattices
or models requires only a proper definition of the unit cell and interactions. A notable limi-
tation, however, is the lack of support for systems with more than one symmetry-inequivalent
site. This is crucial for non-Archimedean lattices, materials with multiple magnetic ions, or
the study of different dimer orders that require explicit symmetry breaking. Conceptually, such
an extension would require site-dependent self-energies. While this increases numerical cost, it
is straightforward in principle and would be a natural next step toward making our pf-FRG
implementation [C3] even more general.

Turning to the main weakness, pf-FRG currently characterizes paramagnetic regions only by
qualitative comparison with other techniques and known results, or by analyzing symmetry-
breaking tendencies via response functions. Both lead to merely putative conclusions. Over-
coming this limitation is particularly challenging. A more decisive characterization of quantum
paramagnetic and spin-liquid phases would require access to dynamical correlation functions on
the real-frequency axis. These could probe the excitation spectrum, reveal fractionalization, and
distinguish gapped from gapless phases. They would also enable direct comparison with exper-
iments and could, for example, help resolve the puzzle of mixed ferro- and antiferromagnetic
correlations in the pyrochlore rare-earth compound YbyTi50O~, discussed in Chapter 5.

As outlined in Chapter 4, obtaining dynamical correlations requires either analytic contin-
uation from imaginary to real frequencies—a notoriously ill-conditioned problem that has so
far failed for pf~-FRG data—or a direct real-frequency implementation via the Keldysh formal-
ism [286]. The latter has been demonstrated for low-dimensional itinerant models [287, 288]
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and recently shown to be numerically feasible within pf-FRG [158], though important spectral
features (e.g. sharp magnon lines or gaps) were not reproduced. Possible improvements in-
clude enforcing the single-occupancy constraint—for instance via the Popov—Fedotov trick [137,
138] or pseudo-Majorana representations [140, 141]—and incorporating magnetic fields to access
magnetically ordered regimes, as has been demonstrated for conventional pf-FRG in Ref. [157].
While such extensions are likely to be numerically very demanding, if they succeed in enabling
reliable calculations of dynamical correlation functions, they could greatly enhance the impact
of pf-FRG—both for theoretical studies of quantum paramagnets and for direct comparison with
experiment.

Even within the current pf~-FRG framework, however, there remains much more to explore. For
example, in analogy to our analysis of the pinch-line spin liquid in Chapter 5, one could investigate
the influence of quantum fluctuations across the full ‘Atlas of Classical Pyrochlore Spin Liquids’
proposed in Ref. [122], which contains many additional higher-rank classical spin liquids described
by different emergent gauge theories. Related proposals for higher-rank spin liquids on the
breathing pyrochlore lattice [192] are likewise directly accessible with our method. Since their
key signatures include characteristic multifold pinch-point singularities in the structure factor,
pf-FRG is particularly well-suited to study them.

Focusing again on the pyrochlore lattice, we showed that quantum fluctuations can significantly
shift phase boundaries, which is especially relevant for materials whose estimated parameters
place them close to such boundaries. While we discussed the case of YbyTi5O, a natural next
candidate is ErySny,O7, which likewise appears near a phase boundary [152, 193]. To obtain more
conclusive insights, however, calculations of dynamical correlation functions would once again
be highly desirable.

Further development is also possible in the realm of SU(4) spin models. A major limitation of
our current implementation is its restriction to half-filling (equivalent to two electrons per site).
This case is relevant for the insulating phases in TG/h-BN studied in Chapter 7. Many other
systems of interest, however, require quarter filling (equivalent to one electron per site). Among
moiré materials, the most prominent example is twisted bilayer graphene [48]. Beyond moiré
physics, the strongly spin-orbit—entangled Mott insulator ZrCls has also been argued to realize
an approximately SU(4)-symmetric model at one electron per site [46], and related models have
been proposed as promising candidates for spin—orbital entangled quantum spin liquids [47]. A
worthwhile direction for future work would be to explore whether techniques that enforce different
fillings—such as the Popov—Fedotov trick [137, 138] or pseudo-Majorana representations [140,
141]—can be generalized to SU(4) models.
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A.1 Susceptibilities from pf-FRG

To calculate the spin-spin correlations

() = /0 dre (T.50(7)5"(0) ) (A1)

in terms of the vertex, one has to replace the spin operator on the right-hand-sight with it’s
pseudo-fermion representation in Eq. (1.22), use tree-expansion of the two-particle correlation
function in Eq. (4.17), use the connection between connected and disconnected correlation func-
tions

G(xll’x,%xla ‘TQ) = G(C)(x,hx,% Ly, .722) + G(x,bxl)G(x/% :EQ) + G(x,27x1)G(mlla$2) ) (A2)

insert the vertex parametrization of Eq. (4.48) and finally perform the sum over spin indices.
This yields

11

Aab A A

Xij (W) = — 29, dw' G* (W) GHM W' + w) 05 dap
1

2
T (21w> / A du” GM W+ w/2) GMw' = w/2) GMW" 4+ w/2) GH W~ w/2)

i

[4 Fé}ab(w/ + w//7w7wl _ w//) N 5ij Z PAnn(w/ + w",w" _ w/’ _w) Tr(@”@“@"@”) )
KM

(A.3)

A detailed derivation can be found in Ref. [116]. We have slightly simplified the frequency
arguments by employing a shift of the integration variables by w/2. For spin-valley spin-valley
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correlations the same derivation yields
X Hw) = /dt et <TT (o @7F)(t) (0} ® 7';7) (O)>

_ _42i / do! GG +w) 555 64 557
™

2
_ (;) /dw’dw” GMow' 4+ w/2) GMw' — w/2) GMW" + w/2) GM (W — w/2)
Y
X [16 LW+ " w, " — W)
— 6 Y T 4o, W — o, —w) Tr(67610"6") Tr(076"670")| ,
RUVEN

(A4)
where the larger prefactors arise from the additional sums over the valley indices.
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This appendix collects technical details and supporting material for Chapter 5. We first provide
the remaining definitions needed to fully specify the nearest-neighbor Hamiltonian in various
parametrizations, including its decomposition into irrep order parameters. Finally, we present
supplemental pf-FRG data that further illustrate how the quantum phase diagrams were ob-
tained.

B.1 Hamiltonian in the global and local frame

Here we provide the remaining definitions of the Hamiltonian in both the local (5.9) and global (5.11)
frames, following the conventions of Ref. [152]. For completeness, we also summarize the relations
between the different coupling parametrizations.
The basis sites of the tetrahedral unit cell [Fig. 5.1(a)] are positioned relative to the tetrahedron
center as
ro=-(1,1,1), rm==-(1,-1,-1), ry=

(-1,1,-1), r3=o(-1,-1,1), (B.1)

SIS
|
ol e
|

with a the lattice constant. In the local frame, the Z axis of spin Si points from the tetrahedron
center to site ri, i.e. along the local (111) direction. Local & and g axes follow the convention
of Ref. [174], where all g axes lie in the same plane. The local and global spins are related via

Su=RuSy, (B.2)
with rotation matrices R, (1 =0,1,2,3) given by

—2 1 1 -2 -1 -1
0 —V3 V3|, Ri=+|0 V3 —-V3]|,
V2 V2 V2 V2 V2 =2

Ry =

S
Sl

2 1 -1 2 -1 1
m-t(o 8 3| m-2[0 v
RSV RV A, R N RV AN

Rows correspond to the local X,y,z axes. The bond-dependent phases factors 7;; in the local
Hamiltonian are

0 1 _efiﬂ'/3 _eiTr/3
1 0 —eim/3  _—in/3
= _e—iﬂ'/3 _e’iﬂ'/3 0 1 (B4)
_eiﬂ/3 _efiﬂ/?; 1 0
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In the global frame, coupling matrices J,, follow from the above basis transformation. For
example, Jo1 is given in Eq.(5.11). Other J,, are generated by lattice symmetries, namely C3
rotations around local z axes and C5 rotations around the global z axis,

001 -1 0 0
Cs=(100], co=(0 -1 0]. (B.5)
010 0 0 1

Combined with a possible lattice inversion along the corresponding bond (implemented as a ma-
trix transpose), the remaining coupling matrices can be obtained from Jy; through the symmetry
transformations that map the respective bonds onto one another, namely

Jog = C3J01CT,  Joz = CLJyCs, Ji2 = CTCTJL,CoCs,

(B.6)
Jiz = C3C5 JC2Cq,  Jog = CrJ3,CY .
which reproduces the coupling matrices in Ref. [152].
The relation between couplings in local and global frames is
Jaz -4 2 -4 -8 J1
Je | 112 -1 -1 =2 Jo (B.7)

Jiy 61 1 1 -2 2
St V2 V2 V2 —V2) \Uy

Finally, a 7 rotation around any local z axis flips S* — —S=, leaving 5% unchanged, hence
J.+ — —J,+ [189]. This defines a dual parametrization (Ji, Jo, J3,Jy), related to the original
(Jl, ey J4) via
Ji 5 —4 —4 4
Jo 1[-8 1 -8 8| |
J. 4
7

(B.8)

J3 9|l -4 -4 5

Ju 2 2 2
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B.2 Irrep decomposition and order-parameter fields

The order-parameter fields used in the irrep decomposition of the classical Hamiltonian in
Eq. (5.14) are defined in terms of global spin operators, following Ref. [152], as

ma, = (S§ + Sy +S5+Sf—SY =57 —S55+55—S5—55—5y+53),

2f
B 2f( 258 + Sy + S§ — 257 — Y — S+ 255 + SY — 55+ 25§ — SY + 53)
mE = 55 (=S8 + S5+ SY — St — S — S5+ S§ + 55)

)

3 (S§ + S + 55 + 59)

mri, = | 350+ 5757 +55) |
3 (56 + 57 + 55+ 53)
Ng (Sy +So S{ -8t - Sy +52 +Sy > (B.9)
g%@%+5y ﬁwﬁﬁ+sl—% S§ )
Qb(ﬂ+%+$—ﬁ+£+$—%—%)

mr, = 55@% Sg— ST —S;f—S5+S5+55+535) |,

ZW(%+W+&+W Sy —SY + 55— SY)

myi— = cosmr,, —sinfmr,, ,

mri14+ = sinfmq, , + cosmy,

1 \/§J3
0=— t B.10
2&1“(3 an <2J1+2J2+J3—2J4> ( )

where the angle

is chosen such that the coupling between mr,, and mr,, vanishes, yielding mp,_ and mrp,, .
Physically, 0 is the canting angle of the spins in the T ground state, forming a splayed ferromag-
net around the (111) axis (or symmetry equivalents). The prefactors ay of the order-parameter
fields in the Hamiltonian are
apy, = =21+ Joy — 2J3 +4Jy,
ap = —2J1+ Jo+ J3+ 2J4,
ar, = (2J1 + Jo) cos? 0 — (Jo 4 J3 — 2.J4) sin® § + /2.J35in 26,
ary, = (2J1 + Jo)sin? 0 — (Jo + J3 — 2.J4) cos? 6 — v/2J35in 26,
ar, = —Jo+ J3 —2Jy4, (B.11)

from which the classical ground-state in ¢ = ordered phases can be directly deduced.

B.3 Supplemental data for the pf-FRG calculation

Here, we provide additional figures for a better insight in how the quantum phase diagrams in
Chapter 5 where created. Fig. B.1 shows representative RG flows of the structure factor across
ordered and paramagnetic regimes, illustrating how the flow-breakdown criterion is applied to
distinguish those two regimes. Fig. B.2 presents cuts through the phase diagram, indicating
the critical scale A. and the relative magnitudes of the irrep susceptibilities, which are used to
classify the different paramagnetic regimes.
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Figure B.1 — RG flow of the structure factor at the momentum k,.x where it is maximal, for fixed
Ji/|J3] = 0.12, Jy = 0, and J3 < 0, with varying J2/|J3|. Dashed gray lines indicate the critical scale A,
at which a flow breakdown is identified using the criterion of Sec. 4.5.1. The two leftmost and rightmost
panels correspond to parameters in the ordered 77 and E phases, respectively, while the central panels
show the paramagnetic regime, where the flow at derivatives remains smooth down to A/|J| = 0.01.
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Figure B.2 — Cuts through the phase diagram in Fig. 5.2(b). The black dots indicate the critical
scale A., while the colored dots represent the relative values of the irrep susceptibilities in the low-cutoff
limit. Regions where multiple XR‘SI exceed 20% (dotted horizontal line) are highlighted with hatched

backgrounds. Dashed lines mark the couplings where the dominant irrep susceptibility changes.
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In this appendix, we first specify the conventions used for the maple-leaf lattice and then provide
supplemental data from the pf-FRG calculations presented in Chapter 6. These results help to
illustrate more clearly how the phase diagrams and quantum phase boundaries shown in the
main text were constructed.

C.1 Definition of the maple-leaf lattice

In all calculations, we adopt the convention in which the maple-leaf lattice is defined by the two

lattice vectors
a; = (%a _%) , a2 = (\/g’ 2) s (Cl)

together with six basis sites within the hexagonal unit cell,

5 =00, &=(%-5), &=(v30, &=(31), &=(L3). &=01),

(C.2)
with lattice spacing set to @ = 1. In momentum space, this corresponds to the reciprocal lattice
vectors 4 4

(2 _ _ (1 3
Gl— 7 (\/37 1) ) G2_ 7 (2\/372>7 (Cg)

from which the first Brillouin zone is obtained (shown as dashed lines in all structure-factor and
g"" plots in the main text). The extended Brillouin zone, corresponding to the first Brillouin
zone of the triangular lattice that reduces to the maple-leaf lattice upon depletion, follows from
the reciprocal lattice vectors

G2 = on (%,—1) . G =2r (%1) (C.4)

Equivalently, it can be obtained by scaling the original Brillouin zone by +/7 and applying a
rotation by the angle

o= arccos(%) (C.5)

A peculiarity of the maple-leaf lattice is that its nearest-neighbor bonds are rotated with respect
to the lattice vectors by precisely this odd angle.

C.2 Evolution of the critical scale for the ferro-antiferromagnetic
Heisenberg model

Since it was not included in the main text, we present in Fig. C.1 the evolution of the critical scale
for the ferro—antiferromagnetic Heisenberg model, which was used to determine the approximate
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boundaries of the PM regime shown in Fig. 6.10. Examples of the flow are provided in Sec. 4.5.1,
where the procedure for extracting the critical scales is also discussed. The figure is redrawn
from Ref. [U1].

C.3 Supplemental data: cross-plaquette interactions

This section provides additional data supplementing Sec. 6.4. All figures are redrawn from
Ref. [P6], and all underlying data were generated by the author of this thesis.

Cuts through the quantum phase diagrams To aid the interpretation of the full quantum phase
diagram of the AFM (J; > 0) shown in Fig. 6.12, we present in Fig. C.2 the evolution of the
critical scale A, and the ordering vector g™** along vertical (fixed J3/.J;) and horizontal (fixed
Ja/Jy) cuts through parameter space. These cuts highlight the regions with incommensurate
order (ICS), where the ordering vector lies neither at a symmetry point of the first nor of the
extended Brillouin zone of the maple-leaf lattice. They also show the continuous evolution of the
ordering vector between phases III and VI, rather than the two distinct phases IV and V found
in the classical analysis (see, e.g., the upper right panel for fixed Jo/J; = 0.8).

Dips in the critical scale appear at the phase boundaries between phases I and VI, and between
phases IT and III (or the nearby ICS regime), consistent with phase transitions. In contrast, no
clear feature is visible at the I-II boundary, suggesting a crossover rather than a transition. This
is consistent with the classical ground-state energy, which shows only a very weak kink along the
same cut [P6], indicative of a weak first-order transition that may not be well resolved by the
pf-FRG critical scale alone. The pf-FRG ordering vectors, however, do exhibit a sharp jump at
this boundary, though slightly shifted compared to the classical result.

Analogous cuts through the FM phase diagram (J; < 0) [Fig. 6.14] are shown in Fig. C.3.
Here, too, the ICS regimes are characterized by a continuous evolution of the structure factor. In
particular, the lower right panel demonstrates that the ICS region between phases PM2 and PM3
develops structure-factor peaks exactly at the commensurate K point only at a single parameter
value, without forming an extended commensurate region.
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Figure C.2 — Cuts through the quantum phase diagram of the AFM shown in [Fig. 6.12]. Gray
circles mark the critical scale A., and white circles trace the evolution of the ordering vector g™** for (a)
vertical cuts (J3/.J1 = const.) and (b) horizontal cuts (J2/J; = const.). Beyond the ordered phases found
in the classical analysis, extended regions with incommensurate (ICS) ordering vectors appear.

Comparison of pf-FRG and unconstrained Luttinger-Tisza To further substantiate the structure
factors obtained from our pf-FRG calculations—particularly in the incommensurate regimes
where they disagree with the classical analysis—we also compare them with the ¢“* vectors
minimizing the Luttinger-Tisza energy [Fig. C.4 for the AFM, Fig. C.5 for the FM]. Although
these vectors do not represent the true classical ground state in the ICS regimes, where the
strong spin-length constraint is violated, they still provide a useful semiclassical approximation,
since the Luttinger-Tisza energy serves as a lower bound to the exact ground-state energy (see
Sec. 3.1).

We find very good agreement with the pf-FRG structure-factor peaks—with one caveat: g"*
vectors are periodic under the reciprocal lattice vectors G;, whereas the structure factor is
periodic under G# (both defined above). This mismatch reduces the number of observable
peaks compared to g"" vectors (see Sec. 4.5.2). As a consequence, phases II and VI cannot
be distinguished based solely on T vectors, since they share the same magnetic unit cell. The
underlying spin-sublattice structure is instead encoded in the Luttinger-Tisza eigenvectors, which
are not shown here. Taken together, these observations strongly suggest that the Monte Carlo
phases IV and V do not represent distinct phases, but rather a single ICS phase.
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Figure C.3 — Cuts through the quantum phase diagram of the FM shown in [Fig. 6.14]. Gray
circles mark the critical scale A., and white circles trace the evolution of the ordering vector g™** for (a)
vertical cuts (J3/J1 = const.) and (b) horizontal cuts (J2/J; = const.)
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Figure C.4 — Comparison of Luttinger—Tisza and pf-FRG for the AFM. (a) LT ¢"" vectors mini-
mizing the Fourier-transformed interaction matrix. (b) pf-FRG phase diagram [also shown in Fig. 6.12(b)].
(c) Minimal g¢"" vectors at the same parameters as in the quantum case [Fig. 6.12(c)]. In phases IV and V
the strong spin-length constraint is violated, so these g"* vectors do not necessarily represent the true
classical ground state. In all other phases the constraint is satisfied, yielding the exact classical ground
state.
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(a) Luttinger-Tisza |q"T| (b) pf-FRG |kmax|
3K
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Figure C.5 — Comparison of Luttinger-Tisza and pf~-FRG for the FM. Same as Fig. C.4, but for
J1 < 0. The corresponding quantum phase diagram is shown in Fig. 6.14. The spin-length constraint is
satisfied in all phases except the ICS regimes.
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We provide supplemental data for Chapter 7. All figures in this appendix are redrawn from
Ref. [P1] and the data is obtained by the author of this thesis.

D.1 Vertex parametrization for an SU(2) ® U(1) symmetric spin-valley
model

To efficiently parametrize the vertex in the pf~-FRG calculation, we must identify the components
I'#¥"1 that are equivalent under the spin-valley symmetry of the model. This follows directly
from the discussion in Sec. 4.2.7 on how spin symmetries constrain the vertex functions, which
can be applied independently to the spin and valley sectors of the spin-valley model.

According to Eq. (4.93), the SU(2) spin symmetry restricts the spin indices of the vertex to
density (d = dd) and spin (s = xx = yy = 2z) terms. Likewise, as shown in Eq. (4.83), the
U(1) valley symmetry allows six distinct components: dd, xx = yy, zz, xy = —yz, dz, and zd.
Accordingly, in the most general vertex parametrization, which (following Eq. (4.116)) can be
expressed as (only stating spin indices)

3
/ /. _ pnen Nk 12 K 7
[(x7, x5 21, x9) = E r 05’15103’252 1,11191,212, (D.1)
H,k,m=0

we can identify twelve symmetry-equivalent vertex components (d, z,y,z = 0,1,2,3) as

ST _ psyy pdez _ pdyy

s [d

sy — _psye pdey — _pdye

sdz [ddz

pszd pd=d

[psdd pddd (D.2)

Although the density components are zero at the start of the flow, they acquire finite values as
A decreases. The sums over the spin and valley indices are performed numerically, yielding flow
equations for each component individually.

D.2 Thermodynamics in TG/h-BN

In this section, we present additional data for the phase transitions observed semiclassically
in TG/h-BN across the three principal regimes identified in Fig. 7.8: the 120°, FM, and ICS
regimes.
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Fig. D.1 shows the specific heat and energy as functions of temperature, as well as the energy
distribution at the critical temperature. Both the 120° and FM phases exhibit signatures consis-
tent with a continuous transition (which would have to be of BKT type), whereas the ICS phase
displays clear evidence of a first-order transition, as indicated by the double-peak structure in
the energy histogram. The distance between these peaks corresponds to the latent heat of the
transition, which is shown as a function of Ay in Fig. D.2.

Fig. D.3 presents the specific heat down to very low temperatures for all three regimes. In
each case, the specific heat approaches ¢,(T" — 0) = 5, indicating the presence of five harmonic
zero modes. This is consistent with the ten parameters that locally describe a state in the SU(4)
model with the six-dimensional representation considered here, since each state is represented by
a six-component complex vector (12 parameters), where normalization and an arbitrary phase
remove two degrees of freedom.

D.3 Supplemental data for the semiclassical and quantum phase
diagrams

Here, we present additional observables underlying the classical and quantum phase diagrams of
the TG/h-BN model.

Fig. D.4 shows examples of the structure-factor flows for different phases. A flow breakdown
is identified when the flow develops negative curvature (i.e., when the second derivative becomes
negative). Only in the paramagnetic (PM) phase does the flow remain smooth and convex down
to the lowest considered cutoff, A/|J| = 0.01.

Fig. D.5 displays the flow of the vector chiralities, as defined in Eq. (7.20), for all observed
phases. The results are fully consistent with the chiralities obtained from semiclassical Monte
Carlo simulations: collinear (FM) phases correctly maintain zero chirality throughout the flow,
and the sign of the chiral phases is always opposite to Ji]jDM.

Fig. D.6 presents supplemental data corresponding to the classical (Fig. 7.9) and quantum
(Fig. 7.11) phase diagrams as functions of the phase ¢. Shown are (i) the critical temperature,
obtained by fitting peaks in the specific heat; (ii) the ground-state energy from numerical min-
imization, together with analytically determined energies for the different phases; and (iii) the
critical scale extracted from the pf-FRG.
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Figure D.1 — Thermodynamics of the spin-valley model obtained from semiclassical Monte Carlo
simulations for TG/h-BN-inspired coupling parameters, shown for three different potential differences
Ay = —100, —60, —24 meV. These stabilize a 120° ordered state (left column), a spin-valley ferromagnet
(middle column), and incommensurate (ICS) order (right column). The top row shows the specific heat,
the middle row the energy per site, and the bottom row the energy histogram at the thermal phase
transition. The double-peak structure in the latter indicates a first-order transition.
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for the two noncoplanar phases found ' .! } f.i.
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net in Fig. 6.14. Both spin configu- 5 5 |4 a=" | l;; - H" % !
rations can be exactly captured using . i ‘.
. . . . ! "
Luttinger-Tisza with a triple-g Ansatz. '+ ! ¥
Common origin plots are taken directly 25 L I t
from Ref. [P6]. ‘ \
00 1 1 1 1 1 1 1 1 1
10-3% 10-2 10-' 1073 1072 107! 1073 1072 107!
T/|J| T/|J| T/|J|
ort 120° ort FM o FM o ICS PM
500 F T T T T
6000 |- :
800 - 500 600 F| | 800
400 - 5000 |- :
L 400 1
% 300 600 4000 | wo b\ 600
£ 300 i
3 | 400 F 3000 400
< 200 | 200 \
: 2000 200 F :
100 F i 200 i 1000 | 100 ! 200
1 I
of * oF L, of L, 0 0p— 0
0.0 0.5 0 1 0.0 0.5 0.0 0.0 0.2 0.0 0.2
A/1] A/L| A/L| A/L| A/1] A/LT|

Figure D.4 — Flows of the spin-valley structure factors in TG/h-BN. Shown are the pf-FRG
structure factor flows for the different phases of the model, evaluated at the momentum of maximal
intensity k™**. The dotted gray line indicates the critical scale A., which marks the onset of magnetic order
and is determined from the point of maximum negative curvature in the flow. In the paramagnetic (PM)
regime, the flow remains fully convex down to the lowest numerically accessible cutoff A/|J| = 0.01. This
behavior signals the absence of magnetic ordering. Typically, we find that one sector clearly dominates,
while the flows of the other sectors are strongly suppressed.
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D.3 Supplemental data for the semiclassical and quantum phase diagrams
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Figure D.6 — Classical and quantum phase diagram as a function of ¢. The couplings J; and J,
are fixed to the TG/h-BN estimates for different values of Ay, as shown in the top panel of each column,
while the phase ¢ is varied. The precise dependence of the couplings on ¢ is shown in Fig. 7.9(e). (a)
Critical temperature from semiclassical Monte Carlo simulations, obtained by fitting the peaks in the
specific heat. (b) Ground-state energy per site ¢g from numerical minimization (gray line), compared to
analytically determined energies of the different observed phases. (c) Critical scale from pf-FRG in the
same parameter regimes.
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Magnets have fascinated people for centuries and profoundly shaped society—from
compass needles that guided early explorers to permanent magnets in electric mo-
tors that power modern technology. In conventional magnetic materials, known as
ferromagnets, the spins of the electrons align collectively, producing a stable mag-
netic field. Depending on the atomic ingredients and crystal structure, however, the
interactions between electron spins can favor very different, and sometimes com-
peting, patterns of alignment. When this competition is particularly strong, theory
predicts that the quantum nature of electrons can give rise to more unusual forms
of magnetism, in which spins fail to order altogether, even at absolute zero. Instead,
they remain in a fluctuating, highly entangled state known as a quantum spin liquid.
Despite decades of theoretical and experimental effort—driven by the exotic nature
of these phases, their potential relevance for quantum computing, and their possible
connection to high-temperature superconductivity—an unambiguous realization of
a quantum spin liquid in real materials remains elusive.

In this thesis, we numerically investigate three classes of magnetic materials that are
considered promising candidates for hosting quantum spin liquid behavior: moiré
materials, maple-leaf magnets, and pyrochlore rare-earth oxides. Using effective the-
oretical models in the form of frustrated spin Hamiltonians, we study how quan-
tum fluctuations modify their ground-state phase diagrams—Dby stabilizing new or-
dered phases, shifting phase boundaries, or, in the most favorable scenario, sup-
pressing classical magnetic order altogether in favor of quantum spin liquid behav-
ior. To systematically assess the impact of quantum effects, we employ and extend
the pseudo-fermion functional renormalization group—a particularly versatile many-
body method for describing quantum fluctuations in frustrated magnets—and com-
plement it with classical and semiclassical approaches.
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Theoretical Physics
University of Cologne




	Title page
	Abstract
	Table of Content
	Outline
	Introduction
	Classical spins, frustration and classical spin liquids
	Quantum fluctuations, valence bond solids and quantum spin liquids
	Numerical methods for quantum spin models

	Modeling Mott insulating materials by quantum spin models
	Magnetic moments and angular momentum
	Magnetic moment of a single particle
	Magnetic moment of an isolated ion
	Magnetic ions in a crystal field

	Localized magnetic moments in solids and the exchange interaction
	Weak electronic correlations and the tight-binding model
	Strong electronic correlations and the Hubbard model
	From the Hubbard to the Heisenberg model and the exchange interaction
	Spin-orbit entangled Mott insulators and anisotropic exchange
	Effective SU(4) models for spin-orbit and spin-valley entangled materials


	Methods
	Classical and mean-field approximations
	The Luttinger-Tisza method for classical spin models
	The classical limit for SU(2) spins
	The strong and weak constraint
	Diagonalization in real space
	Diagonalization in momentum space
	Examples for collinear, coplanar and noncoplanar states

	Semiclassical Monte Carlo for SU(4) spin models
	The local Hilbert-space of SU(4) spin models
	The semiclassical limit
	Monte Carlo implementation

	Cluster mean-field theory
	Cluster mean-field approximation
	Iterative solution of the self-consistent equations
	Initial conditions
	Limitations in the cluster geometry
	Example: The J1-J2 Heisenberg model on the square lattice


	The pseudo-fermion functional renormalization group
	The fermionic functional renormalization group
	One-particle irreducible correlation functions
	Flow equations
	Truncation of the flow equations

	Pseudo-fermion functional renormalization group for SU(2) spin models
	Mapping spins to fermions
	Symmetry constraints on the correlation functions
	Vertex parametrization
	pf-FRG flow equations
	Regulator
	Asymptotic frequency parametrization
	Symmetries in spin space
	Single occupation constraint

	Generalization to SU(4) spin models
	Symmetry constraints on the correlation functions
	Vertex parametrization
	Flow equations
	Asymptotic frequency parametrization

	Numerical implementation
	Algorithms in the PFFRGSolver.jl package
	Exploiting real- and spin-space symmetries in spin-obit coupled materials

	Calculating phase diagrams
	Distinguishing magnetically ordered and paramagnetic states
	Characterizing ordered states
	Characterizing paramagnetic states
	Comparison with neutron-scattering experiments

	Discussion and outlook

	Applications
	The role of quantum fluctuations in pyrochlore rare-earth oxides
	Spin Hamiltonian
	Classical phase diagram
	Deriving the classical phase diagram
	Magnetically ordered phases
	Pinch-line spin liquid
	Spin nematic state

	Effects of quantum fluctuations in the S = 1/2 model
	Quantum phase diagram
	Paramagnetic regime

	Implications for Yb2Ti2O7
	Phase diagram around parameters from Scheie et al.
	Phase diagram around parameters from Thompson et al. and comparison with nonlinear spin-wave theory
	Challenges of parameter fitting in Yb2Ti2O7

	Discussion

	Unconventional quantum states in maple-leaf magnets
	Ordered and valence-bond solid states in the nearest-neighbor model
	Ordered states
	Valence-bond solids

	Candidate quantum disordered intermediate phase in the Heisenberg antiferromagnet
	Melting of magnetic order
	Onset of dimer singlet order
	Discussion

	Quantum states in the ferro–antiferromagnetic Heisenberg model
	Schematic phase diagram
	Classical phase diagram from Luttinger-Tisza
	Cluster mean-field theory
	Pseudo-fermion functional renormalization group
	Discussion

	Noncoplanar orders and putative chiral quantum spin liquids from cross-plaquette interactions
	Methods for constructing the classical phase diagram
	Phase diagram of the antiferromagnet
	Phase diagram of the ferromagnet

	Discussion

	Spin-valley magnetism in moiré materials
	Single-layer graphene in a moiré potential
	Derivation of the spin-valley model
	Mean-field phase diagram
	Effects of thermal fluctuations
	Discussion

	Spin-valley magnetism in TG/h-BN
	Derivation of the spin-valley model
	Ordered states at half-filling
	Key results
	Semiclassical analysis
	Quantum fluctuations
	Discussion


	Concluding remarks
	Appendix for Chapter 4
	Susceptibilities from pf-FRG

	Appendix for Chapter 5
	Hamiltonian in the global and local frame
	Irrep decomposition and order-parameter fields
	Supplemental data for the pf-FRG calculation

	Appendix for Chapter 6
	Definition of the maple-leaf lattice
	Evolution of the critical scale for the ferro–antiferromagnetic Heisenberg model
	Supplemental data: cross-plaquette interactions

	Appendix for Chapter 7
	Vertex parametrization for an SU(2)  U(1) symmetric spin-valley model
	Thermodynamics in TG/h-BN
	Supplemental data for the semiclassical and quantum phase diagrams

	Bibliography
	Acknowledgements

