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1. The law of large numbers I

The following steps lead to a proof of the (weak) law of large numbers.

a) For any non-negative random variable X and any positive 4, show that
Pr(X >6) <(X)/é, (1)
where (X) denotes the expectation value of X.

Hint: Consider the indicator function I(X > ¢) which equals one if X > § and zero
otherwise. Argue that §I(X > 6) < X.

b) Consider a random variable Y with mean p and variance o2. Use the result
from a) with X = (Y — u)? to show

Pr(|Y — p| > ¢€) <o%/é* . (2)

c) Consider a sequence of i.i.d. random variables Y7,Y3, ..., Y,, with mean p and
variance o2. Let S = %Z?:l Y,, and show that

0.2
Pr(lS—pl>e <. (3)

(60 points)
2. The law of large numbers II

For a distribution P(x) with finite mean and variance, and z1, xs, . . . £y drawn
independently from this probability distribution, the law of large numbers states
that X = \/—lﬁ Zf\il x; is a random number whose distribution approaches a Gaus-
sian for large N.

Investigate this statement numerically for different values of N if

a) P(z) is a Gaussian distribution of mean zero and variance one.
b) P(x) is a uniform distribution of mean zero and variance one.

c) P(z) = m, called the Cauchy-Lorentz distribution.

Hint: The Matlab-commands rand and randn produce random numbers with Gaussian
and uniform distribution respectively. (Vectors are produced by rand(1,n).)Arbitrary
distributions p(z) can be generated by drawing y uniformly on the interval [0, 1] and
choosing x such that [*_ dz'p(z') = y and solving the integral.

(100 points)



